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Abstract

This research aimed to seek factors influencing student dismissal targeted 3,385 Management Science individual
students obtained GPA of more than 2.00 whose studied during A.D. 2010 to A.D. 2014 for a Bachelor Degree. Data
buildup was done by using The Classification Data Mining method then forecasted through The Decision Tree and
J 48 Algorithm Techniques. Model testing was based on The 10 - fold Cross Validation with Weka Program. The
findings divided students into 4 groups of which responded to different factors namely earlier educational

attainment for group Best with GPA more than 3.50, student' s mother's occupation and field of study for group

Excellent with GPA between 3.00 to 3.49, studying loans, family status, parents' incomes and province of birth for

©2016 Sakon Nakhon Rajabhat University reserved

256



J. Chareonrat / SNRU Journal of Science and Technology 8(2) (2016) 256-267

group Good GPA between 2.50 to 2.99, and studying loans, family status, and the mother incomes for group Medium
with GPA between 2.00 to 2.49. The results ensured the validity of the Data Classification Rules in predicting such
dismissals and gave the school management ways to control and support both its own work and students learning
plans.

Keywords: Data Mining; Decision Tree; Student Dismissal
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2. gunIaluaITANTuN1TITY
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uATeilladudunsnuuulfn Asad-Adu (CRIPS-DM : Cross-Industry Standard Process for Data Mining) [6] @atdu
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WeMsdnnis neaeunudayaaindindaaiuivinis unninerdesviganauas annsanwlaulsiiddsy $1uau
14 wonvisT Fdldvimsdmdendoya lnednseianuduiusszning wenvst fu aatda Tnaradilduuadu 2 aana

Ao Yes U No LagAnaananig kannsilg NdannaadnunsIns1entasensnuanInvedtndne falandlunisian 1

a a aa ¢ av
M15197 1 S19azLdenLeNNSUIRNLluuIdY

aeun wonn3dos Ae3une
1 Sex LA
2 Province Fnin
3 Occup_farther e
4 Revenue far selgdnmaiiiou
5 occup_mother 1TNUIIAN
6 Revenue_mom selausasiofiou
7 Parent_status ANUNINATIUAT)
8 GPA_school insnadslsaFoui
9 Old_Edu AAMIANwIAL
10 curriculum Mﬁﬁgm
11 Major A Tiseu
12 GPA \nIninduaray
13 Loan vufBuiiensinm
14 DropOut AU RUAN I

*wngmn Aaanldlunisnaaeu fe Yes, No

2) myvharsndladeyauazundsiian

wnasinvestoyaildlusnddelsnnen demsdounasiona diinduaiiivinsuazaunesdou wninedosivsy
anauns Ineldgudoyaiiiufinlutaslnnsfinu 2553-2557 aarinennsdanis fadudn@nwdudi 1- 4 Swnu 4,163 4
foya denianedeyaiifinsnndvazaudous 2,00 Tuly Iddoya 3,385 yadoya ileTaswivniateiidmalidndnuiid

o

HansiseuunAdndulasennansfuseninimasinweg
3) MIdnnseadaya
wisudeyaneun1slaszidsunsuilduduneuiddguin Welideyamuzauiumaiafithundnszi waslieglu

sUnvuiiaansadluldiulusunsy WEKA 16 [7] Ussnaumedunaugasdsil
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Wasgid Aslayadeyafianysalnivun 4,163 yadeya nvianun 4,366 Yadeya wazidenamzdayaniiinsaaivasay
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o ' =
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3.2) YSuildgugunuudeya (data transformation) tfiasandeyaiviadudnavuazdeyaidudidnusliegluzuuuui
Wns1eildl Fewihmsunuadoyalegluguuuuiianunsadiesieild wu iwavds wlaadu Fmee waulu M uaz
selavesdnn <12,500 vinsewdiou wlandu Rev farl s1eldvesian = 12,500-25,000 umsietiow ulawdu Rev far2

swlsvesdon >25,000 vmseiiou wlaudu Rev_far3 1usiu

4) nsasnsluea (modeling) Wandonimatiafinuzau
Tunisassluea @Rdelddiyadeyadiuin 3,385 yadoya masidumamemaiamiiesdoya wuu Classification 1deon
nsvhuedeyasnieds Decision Tree l¥dana3tuviin J48 AmuaguuuumMInagouNadngsieds 10-fold cross validation

TulUswnsy WEKA lonadnsaadl

Classifier output

Number of Leaves : 334

Size of the tree : 398

Time taken to build model: 0.01 seconds

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances 3211 94.8597 %
Incorrectly Classified Instances 174 5.1403 %
Kappa statistic 0.0545

Mean absolute error 0.0735

Root mean squared error 0.2244

Relative absolute error 92.4086 %

Root relative squared error 112.7213 §

Total Number of Instances 3385

i 1 dansiwiulnusveslunasulidndulandvunalugazdudou

YU a

PN < v Py Al va ' ° ° = o v a ¢
a1 azsulainlueadulddndulanlafivualnglazdunulnuaunniililumainududeu Ainsivinazula

£

nalsenn satuiialrlalunasulidadulanduuindnas wazsuiulnuatesas Jeazvinlmilanaladiswslurueianiuan

angnioaviuAvielndidssiu Fidedlddoundulusuiiunstunoud 2 uay 3 Snads il

4.1) ¥audnlateyadsmaideniawizdeyaiifinsmaidvarau wihiu 2.00 Suly Iddeya 3,385 yndoya wisteya
anefifinsniadsavan (GPA) et 2.00 Fuld sondu 4 ngu el 2 euddlnadilsifndulasendu 4 Tuma
4.2) Ysumsinieudeya seinsdmdenuenm3don (Attribute Selection) vesusiaznguean Lilaidenianzuenm3oan
diey Ineldlusunsu WEKA fedane3su CfsSubsetEval, InfoGainAttributeEval waggidefiansandaidon Faaziansan
dnuennitadfiaenndeatosfigaiunmsiuan mueaiin@nw #e Sex, Old Fdu waz GPA Tneii 4 naugeedIeladn
wenvEDadeeniviloutu auvde 11 uenn3tad Mn1sed 3
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M19199 2 UILYATRYAUYNMUNGUYDLN TR AT A

naunIALRAYAT L RLGHGH uuyntoya
Best GPA fiAsiaus 3.50 Fuly 1,185
Excellent GPA fAwvinfiu 3.00-3.50 360
Good GPA fiAnwirfiu 2.50-2.99 1,305
Medium GPA fiAnwirfiu 2.00-2.49 535
EieHY 3,385
ATl 3 msdmdenwenys
danesty nqu wanvsdad
CfsSubsetEval Best Province, Revenue_father, Old_Edu, Loan, DropOut
Excellent  Province, Occup_father, Occup_mother, Parent_status, Major, Loan, DropOut
Good Parent_status, Loan, DropOut
Medium Parent_status, Loan, DropOut
InfoGainAttributeEval Best Revenue_father, Old_Edu, Occup_father, Loan, DropOut
Excellent  Major, Occup_father, Occup_mother, Revenue_father, Parent_status, Province,
DropOut
Good Loan, Occup_father, Occup_mother, Revenue father, Revenue mother,
Parent_status, Province, Old_Edu, Major, GPA School, curicurum, DropOut
Medium Loan, Occup_father, Occup_mother, Revenue_father, Revenue_mother, Major,
Old_Edu, GPA School, DropOut
%ISJ JeRATUARLEDN 'Vlﬂﬂa;m Province, Occup_father, Occup_mother, Major,Revenue_father,

Loan,Revenue_mother, ,GPA School, curicurum, Parent_status, DropOut

4.3) USuamnsiiwmeslulusunsy WEKA #apns1edi 4

M15197 4 S19ardEnn1SUSUAINISITWas Yeedanassy J48 Tuluswnsy WEKA

msfnesiusuly WEKA Aeiuny TSy
ConfidenceFactor (CF) Asziumdetuilduszneunmsinsantunsdaiaduls 0.25
minNumObj (MNO) §nnusegretusvadwunlunsarlnun 2-10
Numfold (Nf) Srunilnaduesdoyaililumsdnudsisvosiuls Tnefindsinadazgn 3

Tlunsdnns Wannwdeagldlunisasresdulsl

unpruned Avuamnsdiwestidy True Wensaseduldlngliifinsdnnaa T

5) MFIAUsEANSNNLaTANULLUg1vadlung (evaluation)

5.1) mwmﬁmmwm‘[uma (K- fold Cross Validation) [8]

wusgedayaoandu k du i fu

Tdoya k-1 @ 1ievin15ai1efkuy (Train Set)

ldtoyaiiinde 1 du ievinn1snaasu (Test Set)
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henautayanndiugniumaaey

5.2) A1AUQNABY (accuracy) [9]

o

Junsnageumenivineadeyaiiinnugndeanndesiiiods neAnduafesasgnsnisiuindiai

(TP+TN)
accuracy = (1)
(TP 4+ TN+ FP + FN)

1ae TP fi® mﬁﬁwmagﬂéfm@qmﬂ TN o ﬁwﬁv’hmagﬂﬁam%qav FP fi endivihunefiawaiaidsun uaz FN fe
AfivuneRanainiday
6) nsihluldau
Lﬁ@im”lumauazmwaaummgﬂﬁaaLLﬁamqLLNuLﬁaﬁﬂﬂﬁmmisUUmswamizﬂmiﬂ'uamwmaaﬁﬂﬁﬂmmiﬂ way
Ausmsanunsaidunwimelunmsuinisdanismsiseunisasuy saufennsusnsianissuuszanals W3901915691UT W

asnaLNSSeY guanisamelouwseurestindny anudiemde wazduasuinfnuldegaumngay

3. NN

nan1sad1slanainiunsindenuevvn3ted Ufuamaiiees wazilSsuiisuaaugnsies lundaznaudeyatoy W
4 nau wafleFanaadl 5-8 liennugnaesinsned 9 wagldnadnduazngmsdiuun danmd 2-5

nA151991 5 ﬂ'wﬁﬁﬁqm %ﬁmmmgﬂéfﬁmgqﬁqmﬁa 97.4684 lnan1sAnlaenenyston alwdanesou CfsSubsetEval
UsuAmsimes CF = 0.25, mNO = 10, Nf = 3, unpruned = T

nnmdl 2 Idngmsdadulaiomn 4 ng waengnisdaduladiérdy e IF Old_Edu = Old_Edud THEN Student Drop
Out.

M13199 5 MyUSuAmsiiees nsAndenteyauasn1siUSeuiieun Accuracy lungu Best

USuarmnsdimesiu WEKA Number of leave / size of tree Accuracy
o CF mNO  Nf  unpruned CfsSubsetEval InfoGain ;ﬁﬁmﬁaﬁ CfsSubsetEval  InfoGain ;ﬁﬁmﬁaﬁ
1 025 2 3 T 4/5 76/91 100/118 97.384 96.8776 96.7932
2 025 3 3 T 4/5 41/49 43/51 97.384 96.962 97.0464
3 025 a4 3 T 4/5 41/49 31/37 97.384 96.8776 92.2152
4 025 5 3 T 4/5 41/49 24/29 97.384 97.0464 97.2996
5 025 6 3 T 4/5 41/49 24/29 97.384 97.1308 97.2996
6 025 7 3 T 4/5 41/49 24/29 97.384 97.1308 97.2996
7 025 8 3 T 4/5 24/41 13/16 97.4684 97.2996 97.2996
8 025 9 3 T 4/5 23/28 13/16 97.4684 97.2996 97.2996
9 025 10 3 T 4/5 23/28 13/16 97.4684 97.2996 97.3840

CfsSubsetEval Aa MsAnLEankenn3IUs tngldlusinsy WEKA aigsanessy CfsSubsetEval
InfoGain A MsARLERNLENNSUIR Ineldlusunsy WEKA aiesanessy InfoGainAttributeEval

{ideiden fe Idefinsandadenuenvitod 1a 11 uenniton
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Old_Edu2 OB oy Ol Edud
No(44.0/2.0)’ L : AN
No(369.0/2.0) ‘No(771.0/24.0)° ‘Yes(1.0)’

i 2 lunaduldndulalungu Best

M19199 6 MIUTuAmMIEiees nsAndentayawarn1siUSeuieuan Accuracy lungu Excellent

USuarmnsdimesiu WEKA Number of leave / size of tree Accuracy

No CF  mNO Nf unpruned CfsSubsetEval InfoGain %ISJ JeLaen CfsSubsetEval  InfoGain %ISJ JeLaen

1 0.25 2 3 T 35/ 40 35/40 42/49 96.9444 96.9444 96.3889
2 0.25 3 3 T 19/ 22 19/22 26/31 97.5 97.5 96.3889
3 0.25 a4 3 T 1/1 1/1 1/1 97.5 97.5 97.5
a4 0.25 5 3 T 1/1 1/1 1/1 97.5 97.5 97.5
5 0.25 6 3 T 1/1 1/1 1/1 97.5 97.5 97.5
6 0.25 7 3 T 1/1 1/1 1/1 97.5 97.5 97.5
7 0.25 8 3 T 1/1 1/1 1/1 97.5 97.5 97.5
8 0.25 9 3 T 1/1 1/1 1/1 97.5 97.5 97.5
9 0.25 10 3 T 1/1 1/1 1/1 97.5 97.5 97.5

a

INANS9T 6 m““ﬁqm awilAAnugnaedasfiande 97.50 lnenisAniiontennsdn faedanaitu CfsSubsetEval wag

InfoGainAttributeEval mmﬁwmmgﬂéfaamﬁu UsuAms1imes CF = 0.25, mNO = 3, Nf = 3, unpruned = T

‘Om1’
om? Om8 ‘Ome” ‘Om2’ ‘Om3’  ‘Om7 om0 Oom5
‘No(17.0) T , B y ‘No(1.0)
I
‘majors’

‘major10’

‘majorl’ ‘major2’ ‘major3’ maJor? ‘major5’

maJor9
No(5.0)"
- 0(36.0/2. o) so) “No(16.0)’ | | ‘No(9.0)’ |

nakon ‘mukda’ sakon ‘Out_: sanook’

= /L

| “Yes(1.0)" | | Noao) | | oo) |

Mewe : Om v1efia Occ_mom

i 3 lunadulddndulalungu Excellent
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o

nnmd 3 langmisdndulavisnun 19 ng ngnisandulaiiddey fie IF Occup_mother = Occ_mom2 AND Major =

Major2 AND Province = mukda THEN Student Drop Out.

dl U 1 a s £ = v a a U 1
15197 7 N15UTUAINITILLADS ﬂ’ﬁﬂ(ﬂLaE]ﬂleE]ZJuaLLﬁSﬂTiL‘UﬁEJULV]EJUﬂ’W Accuracy I'Uﬂfjll Good

USuarmsdimesiu WEKA Number of leave / size of tree Accuracy
o CF mNO Nf unpruned CfsSubsetEval  InfoGain éﬁﬁmaaﬂ CfsSubsetEval  InfoGain éﬁﬁmaaﬂ
1 0.25 2 3 T 1/1 116/137 80/95 96.7816 95.7854 95.8621
2 025 3 3 T 1/1 75/89 33/40 96.7816 95.9387 95.9387
3 025 a4 3 T 1/1 75/89 33/40 96.7816 96.0153 96.0153
4 025 5 3 T 1/1 59/71 33/40 96.7816 96.1686 96.2452
5 025 6 3 T 1/1 48/58 33/40 96.7816 96.3218 96.3985
6 025 7 3 T 1/1 33/40 33/40 96.7816 96.3985 96.4751
7 025 8 3 T 1/1 29/35 29/35 96.7816 96.3985 96.5517
8 025 9 3 T 1/1 29/35 29/35 96.7816 96.3985 96.6284
9 025 10 3 T 1/1 21/26 21/26 96.7816 96.3985 96.6284

a o

‘:4' | dada o v q' a o A aa ¢ ¥ aa o a
AMNAITNN 7 ﬂ'TVlW'Vl?j]m %Mmmﬂugﬂm@d@dmﬁﬂﬂ@ 96.6284 Iﬂﬁlﬂqiﬂ(ﬂLﬁaﬂLL@W'ﬂﬁU'}m ﬂ'ﬁﬁ]')ﬁﬂ']'ﬁ‘wa'\] YNIITEUN

Andon UsuAmsiilmes CF = 0.25, mNO = 10, Nf = 3, unpruned = T

‘Par_st6’ ‘Par_st8’ Par_stl’ ‘Par st5’  ‘Par_st?’  ‘pyr 53’  ‘Parst9’ “Par_st10’ “Par_st2’

- SR —
| “No(52.0)’ | | “No(14.0)’ | | “No(9.0)’ |

Rev farl’ " ‘Rev far5’ ‘Rev_far2’ ‘Rev far3’ ‘Rev_fard’ ‘Rev_momr2’ ‘Rev_momr5” “Rev momrl’ ‘Rey momr3’ Rev momd’

No(15.0/1.0) (/ ) £ . \ / \
“No(15.0/1.0)" ‘No(14.0) “No(6.0/1.0) : g : g
|| o | | 0(6.0/1.0) || No(5.0) | | Yes(1.0) | @ | “No(169.0/3.0) || ‘No(502.0/20.0)" || “No(36.0/3.0)’ | | ‘No(18.0)’ |

/

‘nakon’  ‘mukda’ ‘sakon’  ‘Out_sanook’

- \
W%‘ | “No(31.0/4.07 | |>o(2-0>' |

i 4 lunadulddndulalungu Good
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anamil 4 Idngmsdadulariun 21 ng ngnisdnaulafiandy 2 ng de

IF Loan = No AND Parent_Status = Par_st1 AND Revenue far = Rev_fard THEN Student Drop Out.

IF Loan = No AND Parent Status = Par_st9 AND Revenue mom = Rev_mom2 AND Province = mukda THEN
Student Drop Out.

al [ a ¢ U oA v = = 1 1 .
M19199 8 MIUTuAMITEimes NsAnLdentayatarnsiuTeuliuan Accuracy Tungu Medium

USuarmnsdimesiu WEKA Number of leave / size of tree Accuracy
o CF mNO Nf unpruned CfsSubsetEval  InfoGain %ISJ JeLden CfsSubsetEval  InfoGain %ISJ JeLden
1 0.25 2 3 T 1/1 126/149 137/162 88.5981  84.8598 85.0467
2 0.25 3 3 T 1/1 75/88 108/127 88.5981  85.2336 85.9813
3 0.25 a4 3 T 1/1 67/78 84/99 88.5981  85.7944 87.1028
a4 0.25 5 3 T 1/1 51/60 65/77 88.5981  85.4206 86.9159
5 0.25 6 3 T 1/1 43/51 54/65 88.5981  85.9813 87.4766
6 0.25 7 3 T 1/1 39/46 42/50 88.5981  86.3551 87.6636
7 0.25 8 3 T 1/1 32/38 35/42 88.5981  86.5421 87.2897
8 0.25 9 3 T 1/1 32/38 13/16 88.5981  87.1028 87.2897
9 0.25 10 3 T 1/1 13/16 13/16 88.5981 87.4766 87.4766

a v

MRS 8 ANNATIAR At nieEsianms 87.4766 laen1sdndentenvsUwaedanassy InfoGainAttributeEval

q

wag (ideRsandaiden JalAnnugndesyitiy YSuamisiiwes CF = 0.25, mNO = 10, Nf = 3, unpruned = T

¢ )

No ‘Yes’
Parent_status

‘ ’ 8
Par stl ‘ ’ ‘Par st6’ ‘ T ’ ‘ ’ 5
Par st9 P. Par st7 Par_st Par St5 ‘Par st ’ ‘Par S‘[lo,
‘No(14.0/3.0) ‘No(327.0/40.0)’ | ‘No(5.0/1.0) ‘ ’ Reven mom ‘ ' ' Y ‘ Y
_ | | ° | Nol7.0) venue_mo | fows0re o | | oo | | i

‘ T )
Rev_mom1” ‘Rev_momrd’ ‘Rev_momr2’ ‘Rev momr5’ ‘Rev momr3’
/ T~

“No(18.0/4.0)" | | “No(0.0)’ | | “Yes(6.0/2.0) | |‘No(10.0)’ || “No(0.0)’

A 5 lunadulddndulalungu Medium

1

M 5 ngnisdadulasisnun 13 ng ngnisdaduledidifey Ao IF Loan = No AND Parent Status = Par st8

AND Revenue _mom = Rev_mom2 THEN Student Drop Out.
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M19197 9 ANANUYNADIVBILAAE NANNTALRERE

Classifier J48

ﬂ&jmmmaﬁﬂ Best Excellent Good Medium
Accuracy 97.5527 97.5000 96.6284 87.4766
TP Rate 1 1 0.998 0.981
FP Rate 1 1 1 0.967
TN Rate 0 0 0 0.033
FN Rate 0 0 0.002 0.019

4. #5UuazanUsenan1sIdY

msa$dumaduliifndulaiiodnseilade idamanensiuanmeswin@nwitinanisseuundtunuin Tumadldd
gunduliiilng wazvuavedtnuafiunniduly vllueaiinududeunisianudlaazuanarildon Jsaenades
funuAnves dnen inUszan [10] Ana1vin Tumandeauduiuifiadslduudaiu A DIYNUNUIMAADUBNTIAY
Aanainuaginszianududouressiuuuluna d1dnsinnuianaindagaiuly onavdosdoundulufiduneulunis
Fumlanadnads vieunndiomasdesdounduluiifunoudnidondoyaiiieusuusduaaliigndesdsiu luhusufeaty
fﬁumaﬁmmlﬁﬁgﬂLLUUﬁ%’u%'aw,ﬁulﬂﬁmmﬂﬁiamiv‘hmmL%’ﬂﬁ] anardosdaunszuaumsldduneunisadrsuas fum
laea Lﬁﬂﬁ’uﬂumaimﬁﬁmmgmﬁaawhLﬁuLLﬁﬁgﬂLLuuﬁ%’usﬁauﬁaaaq ﬁdﬁuﬁiﬁaﬁﬂﬁﬁauﬂé’uwm"%ﬁumimu%u’umauﬁ
2 uazdumoudt 3 Tual viilsmuiniinsdndenuevmididuasnnsusudmslimesfmanzay aunsaanaNusuTeures
Iumau,asLﬁuﬂszam%mwrmﬁhl,uﬂ%agaim” Felenansiasiziiasunisiuanimussdn@nuiiiinanisiSouuni iy
ﬂejumima?{ﬁagaﬂﬁ 4 ngu el

ﬂeju‘ﬁ 1 (best) \nsninavazan daud 3.50 JulU Jadeilldde ’géﬁmaﬁnmﬁuﬁ%ﬂ?@@m% AIAINNABAYINTY
97.5527 %

ﬂeju‘ﬁ 2 (excellent) wnsanduazay 3.00-3.50 Jadefildfe wsanfiord@nwiun/inumsns/Useas Souaiuiivinisnan
wazduagludamingna1ms A1ANgNABYINGU 97.50 %

naufl 3 (good) insaLadEazas 2.50-2.99 Uadeiildde

1) ”Lﬂﬁ”%’wguﬁﬁmﬁamiﬁﬂm anmunmaseuasIdn-unsaueniued waslailidseld

2) WildFunuiBuiionisiin aaunmaseundiian-ansamenina mseiisels 12,500-25,000 v wazordveglu
FMIARNAMIT AMNUYNABINIINY 96.6284 %

ﬂeju‘ﬁ 4 (medium) \saLadvazay 2.00-2.49 Jadeiildae Iﬂlﬁ%’unuﬁgmﬁamiﬁﬂm A0TUNTNATOUATINITANUANY
Tndl uaznnsafiseld 12,500-25,000 vselfiow AANNABIINTU 87.4766 %

nanlngasy Jededidsmalidndnudndulasennarsiusenineidsdinmey wnnsrsiueenly uitiadefimiloufuves
ﬂeju‘ﬁ 3 uag ﬂa:uﬁ 4 fie mﬂﬁé’%’unuﬁﬁmﬁamﬁﬂm wazan N INATEUASI ANy ol FeaonndasiuauAnuves
Phannarat kazans [11] inudn minanunmaseuailiaysal dendwarienisateenvesiindnu dwmsunsiiases
Pafufidmadenisiuanmussin@nusedulsyyas fiinansi3euvennsanasazausaus 2.00 FulU Tundel wuine
mmgﬂﬁawaﬂmmaﬁgﬁ 4 ngu fiAnugndesegsewing 87.4766 - 97,5527 foinduaiigeiiannsathngnsduundeya
AgnlunalUldlunmsiamnssvunensaimsiuanmussin@neweldld aztunsateennansiuvesin@nwiiiinanis

Souund Wuusznuiifuims auansed ware1asdnving deudilaaninaseunsveninfnw uaztisiwdenianisiu
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Tiuinanwiieussmdyminisateennansdu sutenwaunsSeu Tngensdiusnuldmudiemaslunmsng
uwumsameSauieuluuiagnmsinm vieraunumsdamswaidsudioliindnwifiaring Fagiliilonaray
venadeuarlaiisgldifiaty dmsuguims enasilassnstiemderih@nuifidamiunsiiu smensieindn
vhautinsmetalus Tunhenuingg vewning ds wu antiddeuasimun eneziflasemsatuaydliind@nuidy
{10380 voslasannsiTsineg veamine1ds WWusu wieuimsnaunusiensenassinnsandnasssulsyann ile
gAnyunUNsAnYILsEL 19y aduayuuiSeufiuiennay vie fnsaneududiszaameidou Tifuindnwieglungs

\esiaveannansiuseninednueyle

5. UaLdUBLUY

4
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= =1
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o
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tinfnwBnnenia

5.2 lumsthmafamiloseyauld asliinedamiiedeyanatsq wala iewIouifisuanimgniesiiaiian e
danalinamssnidunuiiussavsnimunng iy

5.3 msm’%awﬁayjadaumﬁmeﬁﬁfuﬁa’i%ﬁu%umauﬁﬁﬂ Seyuan 69 Data Cleaning Tngl438n136m Missing Data &4
vniifeyadisnesniuenaiinadetadefls n13vh Data Cleaning Ssdosfinnsanlvifiuazseunay
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6. nnANIIUUIZNNA
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