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บทคัดยอ 

งานวิจัยน้ีมีวัตถุประสงคเพื่อ วิเคราะหปจจัยที่สงผลตอการพนสภาพของนักศึกษาระดับปริญญาตรี ที่มีผลการเรียนของเกรดเฉลี่ย

สะสมตั้งแต 2.00 ขึ้นไป ในการวิเคราะหขอมูลจะใชขอมูลนักศึกษาระดับปริญญาตรี คณะวิทยาการจัดการ มหาวิทยาลัยราชภัฏ

สกลนคร ที่เขาศึกษาระหวางป พ.ศ. 2553-2557 มีจํานวน 3,385 ชุดขอมูล เลือกใชเทคนิคการทําเหมืองขอมูล แบบ Classification 

เลือกการทํานายขอมูลดวยวิธี Decision Tree และใชอัลกอริธึมชนิด J48  การทดสอบโมเดลที่ไดจะทําการทดสอบแบบ 10-fold 

cross validation โดยใชโปรแกรม WEKA ผลการวิเคราะหพบวาปจจัยที่มีความสําคัญที่จะสงผลตอการพนสภาพของนักศึกษาที่มีผล

การเรียนปกติ แบงเปน 4 กลุม ตามกลุมเกรดเฉลี่ยสะสม ดังน้ี กลุม Best (GPA>3.50 ขึ้นไป) ปจจัยคือ วุฒิการศึกษาเดิม กลุม 

Excellent (GPA = 3.00-3.50) ปจจัยคือ อาชีพมารดา และสาขาวิชาที่เรียน กลุม Good (GPA = 2.50-2.99) ปจจัยคือ ทุนกูยืมเพื่อ

การศึกษา สถานภาพของครอบครัว รายไดของบิดา รายไดของมารดา และจังหวัด กลุม Medium (GPA = 2.00-2.49) ปจจัยคือ ทุน

กูยืมเพื่อการศึกษา สถานภาพครอบครัว และรายไดของมารดา จากผลการวิจัยน้ีสามารถนํากฎการจําแนกขอมูลที่ไดมาใชในการพัฒนา

ระบบพยากรณการพนสภาพของนักศึกษาตอไป และผูบริหารสามารถใชเปนแนวทางในการบริหารจัดการหรืออาจารยที่ปรึกษา

สามารถวางแผนการเรียน ดูแลการลงทะเบียนเรียนของนักศึกษา ใหความชวยเหลือ และสงเสริมนักศึกษาไดอยางเหมาะสม 

คําสําคัญ: เหมืองขอมูล; ตนไมตัดสินใจ; การพนสภาพของนักศึกษา 

Abstract 

This research aimed to seek factors influencing student dismissal targeted 3,385 Management Science individual 

students obtained GPA of more than 2.00 whose studied during A.D. 2010 to A.D. 2014 for a Bachelor Degree. Data 

buildup was done by using The Classification Data Mining method then forecasted through The Decision Tree and 

J 48 Algorithm Techniques. Model testing was based on The 10 - fold Cross Validation with Weka Program. The 

findings divided students into 4 groups of which responded to different factors namely earlier educational 

attainment for group Best with GPA more than 3.50, student' s mother's occupation and field of study for group 

Excellent with GPA between 3.00 to 3.49, studying loans, family status, parents' incomes and province of birth for  
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group Good GPA between 2.50 to 2.99, and studying loans, family status, and the mother incomes for group Medium 

with GPA between 2.00 to 2.49. The results ensured the validity of the Data Classification Rules in predicting such 

dismissals and gave the school management ways to control and support both its own work and students learning 

plans. 

Keywords: Data Mining; Decision Tree; Student Dismissal 

1. บทนํา 

ในปจจุบันสถาบันการศึกษาทั้งภาครัฐและเอกชน ไดเห็นถึงความสําคัญของความเจริญกาวหนาอยางรวดเร็วของเทคโนโลยี

สารสนเทศและการสื่อสาร โดยไดนําเอาระบบคอมพิวเตอรมาใชในการดําเนินงานทั้งทางดานบริหารจัดการและการจัดการเรียนการ

สอนใหเกิดประสิทธิภาพ เชน ระบบบริหารงบประมาณ ระบบบริหารงานพัสดุ ระบบฐานขอมูลบุคลากร ระบบทะเบียนนักศึกษา และ

ระบบลงทะเบียนออนไลน เปนตน ซ่ึงระบบเหลาน้ีไดมีการเก็บขอมูลไวที่ฐานขอมูลมาอยางตอเน่ืองและมีปริมาณมาก แตขอมูล

เหลาน้ันยังไมไดถูกนํามาใชประโยชนเทาที่ควร ทั้งที่ขอมูลน้ันนาสนใจและสามารถนํามาใชในการสืบคนความรูที่เปนประโยชนได โดย

การนําขอมูลนักศึกษาในอดีตมาวิเคราะหเพื่อสรางตนแบบในการพยากรณหรือทํานายแนวโนมในอนาคต เชน พยากรณโอกาสการ

สําเร็จการศึกษาของนักศึกษา หรือ การทํานายสถานภาพของนักศึกษา หรือพยากรณแนวโนมการพนสภาพของนักศึกษา โดยใชเทคนิค

การทําเหมืองขอมูล ซ่ึงกระบวนการในการคนหารูปแบบและความรูที่นาสนใจจากขอมูลทีมี่ปริมาณมากน้ันเรียกวาเทคนิคการทําเหมือง

ขอมูล (data mining) [1] เปนเทคนิคที่ใชในการจัดการกับขอมูลขนาดใหญ [2] ที่มีหลากหลายเทคนิคดวยกัน ไดแก เทคนิคการหากฎ

ความสัมพันธของขอมูล (association) เทคนิคการจัดกลุม (clustering) เทคนิคการจําแนกประเภทของขอมูล (classification) และ

การสรางโมเดลเพื่อใชในการทํานายหรือพยากรณ ดังตัวอยางในงานวิจัยของ Gulati H [3] ไดทํานายการพนสภาพของนักศึกษาโดยใช

เทคนิคเหมืองขอมูล Omkar and Parag [4] ไดทํานายการพนสภาพของนักศึกษา โดยใชเทคนิคเหมืองขอมูล J48, RandomForest, 

RepTree and BFTree และ Songsee และคณะ [5] ไดประยุกตใชเหมืองขอมูลเพื่อทํานายสถานภาพของนักศึกษา วิทยาลัยเทคนิค

ภาคใต ดวยวิธี Decision Tree โดยใชอัลกอรธึิม J48 

การพนสภาพหรือการออกกลางคันของนักศึกษาถือวาเปนปญหาที่สําคัญของสถาบันการศึกษาซ่ึงจะสงผลกระทบตอประสิทธิภาพ

ในการจัดการศึกษา  การบริหาร จัดการ  รวมไปถึงการบริหาร จัดการงบประมาณขององคกร คณะ วิทยาการจัดการ  

มหาวิทยาลัยราชภัฏสกลนคร เปนหนวยงานหน่ึงที่ไดรับผลกระทบจากการพนสภาพของนักศึกษาเชนเดียวกัน จากขอมูลระบบทะเบียน

นักศึกษา สํานักสงเสริมวิชาการและงานทะเบียน ตั้งแตป 2553-2557 พบวามีนักศึกษาพนสภาพคิดเปน รอยละ 20.68 ถือวามาก  

สําหรับนักศึกษาที่มีผลการเรียนปกติเกรดเฉลี่ยสะสมตั้งแต 2.00 ขึ้นไปแลวตัดสินใจออกกลางคันน้ัน น่ันคือนักศึกษาไมสําเร็จการศึกษา

ตามหลักสูตรที่กําหนดไวถือวาเปนความสูญเสียโอกาสในการผลิตบัณฑิต และการสูญเสียเศรษฐกิจครอบครัว มหาวิทยาลัยและ

ประเทศชาติ หรือที่เรียกวา “เกิดความสูญเปลาในการลงทุนเพื่อการศึกษา” กลาวคือ คณะและมหาวิทยาลัยยอมเสียเวลาในการบริหาร

จัดการ  เสียทรัพยากรในการลงทุนและเสียโอกาสในการสรางคน  สวนนักศึกษาเสียเวลา  เสียคาใชจาย  และประการสําคัญ  คือ  เสีย

ขวัญและกําลังใจในการถอยหลังเพื่อไปเริ่มตนใหม  รวมทั้งภาครัฐก็จําเปนตองจัดสรรเงินงบประมาณเพื่อสนับสนุนการอุดมศึกษาเปน

จํานวนมากเชนกัน  ดังน้ัน  การออกกลางคันจึงเปนประเด็นปญหาที่คณะวิทยาการจัดการประสบ โดยมีปจจัยหลายอยางที่สงผลตอ

การออกกลางคัน  ควรแกการปรับแกโดยเรงดวน ดังน้ันผูวิจัยจึงไดนําเอาเทคนิคการทําเหมืองขอมูล มาใชในการวิจัยเพื่อวิเคราะห

ขอมูลนักศึกษาในอดีตที่จัดเก็บไวในฐานขอมูลถึงปจจัยที่สงผลตอการพนสภาพของนักศึกษา ทั้งน้ีเพื่อใหผูบริหารหรืออาจารยที่ปรึกษา

สามารถวางแผนการเรียน ดูแลการลงทะเบียนเรียนของนักศึกษา ใหความชวยเหลือ และสงเสริมนักศึกษาไดอยางเหมาะสม รวมถึง

สามารถนํากฎการจําแนกขอมูลที่ไดมาใชในการพัฒนาระบบการพยากรณการพนสภาพของนักศึกษาได 
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2. อุปกรณและวิธีดําเนินการวิจัย 

งานวิจัยน้ีไดดําเนินการตามแนวคิด คริสป-ดีเอ็ม (CRIPS-DM : Cross-Industry Standard Process for Data Mining) [6] ซ่ึงเปน

กระบวนการมาตรฐานอุตสาหกรรมสําหรับการทําเหมืองขอมูลที่ไดรับความนิยมในปจจุบัน แบงวิธีการดําเนินงาน 6 ขั้นตอนดังน้ี 

 

1) การทําความเขาใจสภาพของปญหา  

เปนการวิเคราะหและศึกษาสภาพปญหาเก่ียวกับการออกกลางคันระหวางกําลังศึกษาอยูของนักศึกษาระดับปริญญาตรี คณะ

วิทยาการจัดการ  โดยสอบถามขอมูลจากสํานักสงเสริมวิชาการ มหาวิทยาลัยราชภัฏสกลนคร จากการศึกษาไดตัวแปรที่สําคัญ จํานวน 

14 แอททริบิวต  ซ่ึงไดทําการคัดเลือกขอมูล โดยวิเคราะหความสัมพันธระหวาง แอททริบิวต กับ คลาส ซ่ึงคลาสที่ใชแบงเปน 2 คลาส 

คือ Yes กับ No และคัดเลือกเฉพาะ แอททริบิวต ที่สอดคลองกับการวิเคราะหปจจัยการพนสภาพของนักศึกษา ดังแสดงในตารางที่ 1 

 

ตารางที่ 1 รายละเอียดแอททริบิวตที่ใชในงานวิจัย 

ลําดับที ่ แอททริบิวต คําอธิบาย 

1 Sex เพศ 

2 Province จังหวัด 

3 Occup_farther อาชีพบิดา 

4 Revenue_far รายไดบิดาตอเดือน 

5 occup_mother อาชีพมารดา 

6 Revenue_mom รายไดมารดาตอเดือน 

7 Parent_status สถานภาพครอบครัว 

8 GPA_school เกรดเฉลี่ยโรงเรียนเดิม 

9 Old_Edu วุฒิการศึกษาเดิม 

10 curriculum หลักสูตร 

11 Major สาขาวิชาที่เรียน 

12 GPA เกรดเฉลี่ยสะสม 

13 Loan ทุนกูยืมเพ่ือการศึกษา 

14 DropOut สถานะพนสภาพ* 

    *หมายเหตุ คลาสที่ใชในการทดสอบ คือ Yes, No 

 

2) การทําความเขาใจขอมูลและแหลงที่มา 

แหลงที่มาของขอมูลที่ใชในงานวิจัยไดมาจาก ฝายทะเบียนและวัดผล สํานักสงเสริมวิชาการและงานทะเบียน มหาวิทยาลัยราชภัฏ

สกลนคร โดยใชฐานขอมูลที่บันทึกในชวงปการศึกษา 2553-2557 คณะวิทยาการจัดการ ซ่ึงเปนนักศึกษาชั้นปที่ 1- 4 จํานวน 4,163 ชุด

ขอมูล เลือกเฉพาะขอมูลที่มีเกรดเฉลี่ยสะสมตั้งแต 2.00 ขึ้นไป ไดขอมูล 3,385 ชุดขอมูล เพื่อวิเคราะหหาปจจัยที่สงผลใหนักศึกษาที่มี

ผลการเรียนปกติตัดสินใจออกกลางคันระหวางที่กําลังศึกษาอยู 

 

3) การจัดเตรียมขอมูล   

เตรียมขอมูลกอนการวิเคราะหซ่ึงขั้นตอนน้ีเปนขั้นตอนที่สําคัญมาก เพื่อใหขอมูลเหมาะสมกับเทคนิคที่นํามาวิเคราะห และใหอยูใน

รูปแบบที่สามารถนําไปใชกับโปรแกรม WEKA ได [7] ประกอบดวยขั้นตอนยอยดังน้ี 
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3.1) ทําความสะอาดขอมูล (data cleaning) หลังจากเก็บรวบรวมขอมูลแลวตรวจสอบพบวาขอมูลยังไมสมบูรณ เชน ขอมูลสูญหาย 

(missing value) มีสิ่งรบกวน (noisy data) หรือมีคาที่นักศึกษากรอกขอมูลผิดพลาด (error) ซ่ึงคาเหลาน้ีจะเปนคาที่ นํามาใช

ประกอบการวิเคราะหขอมูลแตถาคาขอมูลไมสมบูรณ ในงานวิจัยน้ีจึงออกแบบการแกปญหาดวยการตัดชุดขอมูลน้ันออกไปจากการ

วิเคราะห จึงไดชุดขอมูลที่สมบูรณทั้งหมด 4,163 ชุดขอมูล จากทั้งหมด 4,366 ชุดขอมูล และเลือกเฉพาะขอมูลที่มีเกรดเฉลี่ยสะสม

ตั้งแต 2.00 ขึ้นไป ไดขอมูล 3,385 ชุดขอมูล 

3.2) ปรับเปลี่ยนรูปแบบขอมูล (data transformation) เน่ืองจากขอมูลมีทั้งเปนตัวเลขและขอมูลที่เปนตัวอักษรไมอยูในรูปแบบที่

วิเคราะหได จึงตองทําการแทนคาขอมูลใหอยูในรูปแบบที่สามารถวิเคราะหได เชน เพศหญิง แปลงเปน F เพศชาย แปลงเปน M  และ 

รายไดของบิดา <12,500 บาทตอเดือน  แปลงเปน Rev_far1  รายไดของบิดา = 12,500-25,000 บาทตอเดือน แปลงเปน Rev_far2 

รายไดของบิดา >25,000 บาทตอเดือน แปลงเปน Rev_far3 เปนตน 

 

4) การสรางโมเดล (modeling) แลวเลือกเทคนิคที่เหมาะสม 

ในการสรางโมเดล ผูวิจัยไดนําชุดขอมูลจํานวน 3,385 ชุดขอมูล มาสรางโมเดลดวยเทคนิคเหมืองขอมูล แบบ Classification เลือก

การทํานายขอมูลดวยวิธี Decision Tree ใชอัลกอรธึิมชนิด J48  กําหนดรูปแบบการทดสอบผลลัพธดวยวิธี 10-fold cross validation 

ในโปรแกรม WEKA ไดผลลัพธดังน้ี 

 

 

ภาพที่ 1 แสดงจํานวนโหนดของโมเดลตนไมตัดสินใจที่มีขนาดใหญและซับซอน 

 

จากภาพที่ 1 จะเห็นไดวาโมเดลตนไมตัดสินใจที่ไดมีขนาดใหญและจํานวนโหนดมากทําใหโมเดลมีความซับซอน วิเคราะหและแปล

ผลไดยาก ดังน้ันเพื่อใหไดโมเดลตนไมตัดสินใจที่มีขนาดเล็กลง และจํานวนโหนดนอยลง ซ่ึงจะทําใหแปลผลไดงายแตในขณะเดียวกันคา

ความถูกตองเทาเดิมหรือใกลเคียงกัน ผูวิจัยจึงไดยอนกลับไปดําเนินการขั้นตอนที่ 2 และ 3 อีกครั้ง ดังน้ี 

 

4.1) ทําความเขาใจขอมูลดวยการเลือกเฉพาะขอมูลที่มีเกรดเฉลี่ยสะสม เทากับ 2.00 ขึ้นไป ไดขอมูล 3,385 ชุดขอมูล แบงขอมูล

เฉพาะที่มีเกรดเฉลี่ยสะสม (GPA) ตั้งแต 2.00 ขึ้นไป ออกเปน 4 กลุม ดังตารางที่ 2 เพื่อแบงโมเดลตนไมตัดสินใจออกเปน 4 โมเดล 

4.2) ปรับการเตรียมขอมูล ดวยวิธีการคัดเลือกแอททริบิวต (Attribute Selection) ของแตละกลุมยอย เพื่อเลือกเฉพาะแอททริบิวตที่

สําคัญ โดยใชโปรแกรม WEKA ดวยอัลกอริธึม CfsSubsetEval, InfoGainAttributeEval และผูวิจัยพิจารณาคัดเลือก ซ่ึงจะพิจารณา

ตัดแอททริบิวตที่สอดคลองนอยที่สุดกับการพนสภาพของนักศึกษา  คือ Sex,  Old_Edu  และ  GPA  โดยทั้ง 4 กลุมยอยผูวิจัยไดตัด

แอททริบิวตออกเหมือนกัน คงเหลือ 11 แอททริบิวต ดังตารางที่ 3 
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ตารางที่ 2 จํานวนชุดขอมูลแยกตามกลุมของเกรดเฉลี่ยสะสม 

กลุมเกรดเฉลี่ยสะสม รายละเอียด จํานวนชุดขอมูล 

Best GPA มีคาตั้งแต 3.50 ขึ้นไป 1,185 

Excellent GPA มีคาเทากับ 3.00-3.50 360 

Good GPA มีคาเทากับ 2.50-2.99 1,305 

Medium GPA มีคาเทากับ 2.00-2.49 535 

รวม 3,385 

 

ตารางที่ 3 การคัดเลือกแอททริบิวต 

อัลกอริธึม กลุม แอททริบิวต 

CfsSubsetEval Best Province, Revenue_father, Old_Edu, Loan, DropOut 

Excellent Province, Occup_father, Occup_mother, Parent_status, Major, Loan, DropOut 

Good Parent_status, Loan, DropOut 

Medium Parent_status, Loan, DropOut 

InfoGainAttributeEval Best Revenue_father, Old_Edu, Occup_father, Loan, DropOut 

Excellent Major, Occup_father, Occup_mother, Revenue_father, Parent_status, Province, 

DropOut 

Good Loan, Occup_father, Occup_mother, Revenue_father, Revenue_mother, 

Parent_status, Province, Old_Edu, Major, GPA_School, curicurum, DropOut 

Medium Loan, Occup_father, Occup_mother, Revenue_father, Revenue_mother, Major, 

Old_Edu, GPA_School, DropOut 

ผูวิจัยพิจารณาคัดเลือก ทุกกลุม Province, Occup_father, Occup_mother, Major,Revenue_father, 

Loan,Revenue_mother, ,GPA_School, curicurum, Parent_status, DropOut 

 

4.3) ปรับคาพารามิเตอรในโปรแกรม WEKA  ดังตารางที่ 4 

 

ตารางที่ 4 รายละเอียดการปรับคาพารามิเตอร ของอัลกอรธึิม J48 ในโปรแกรม WEKA 

พารามิเตอรที่ปรับใน WEKA คําอธิบาย คาที่ปรับ 

ConfidenceFactor (CF)  คาระดับความเชื่อมั่นที่ใชประกอบการพิจารณาในการตัดก่ิงตนไม 0.25 

minNumObj (mNO) จํานวนตัวอยางขั้นต่ําของโหนดใบแตละโหนด 2-10 

Numfold (Nf) จํานวนโฟลดของขอมูลที่ใชในการตัดแตงก่ิงของตนไม โดยที่หนึ่งโฟลดจะถูก

ใชในการตัดก่ิง โฟลดที่เหลือจะใชในการสรางตนไม 

3 

unpruned กําหนดพารามิเตอรใหเปน  True เพ่ือการสรางตนไมโดยไมมีการตัดก่ิงใด T 

 

5) การวัดประสิทธิภาพและความแมนยําของโมเดล (evaluation) 

5.1) ความเที่ยงตรงของโมเดล (K- fold Cross Validation) [8]  

แบงชุดขอมูลออกเปน k สวน เทาๆ กัน  

ใชขอมูล k-1 สวน เพื่อทําการสรางตัวแบบ (Train Set) 

ใชขอมูลที่เหลือ 1 สวน เพื่อทําการทดสอบ (Test Set) 
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ทําซํ้าจนขอมูลทุกสวนถูกนํามาทดสอบ 

5.2) คาความถูกตอง (accuracy) [9]  

เปนการทดสอบหาคาที่ทํานายคาขอมูลวามีความถูกตองมากนอยเพียงใด โดยคิดเปนคารอยละสูตรการคํานวณดังน้ี 

 

(TP TN)
accuracy

(TP TN FP FN)




  
      (1) 

 

โดย TP คือ คาที่ทํานายถูกตองเชิงบวก  TN คือ คาที่ทํานายถูกตองเชิงลบ  FP คือ คาที่ทํานายผิดพลาดเชิงบวก  และ FN คือ 

คาที่ทํานายผิดพลาดเชิงลบ 

6) การนําไปใชงาน 

เม่ือไดโมเดลและตรวจสอบความถูกตองแลววางแผนเพื่อนําไปพัฒนาระบบการพยากรณการพนสภาพของนักศึกษาตอไป และ

ผูบริหารสามารถเปนแนวทางในการบริหารจัดการการเรียนการสอน รวมถึงการบริการจัดการงบประมาณได หรืออาจารยที่ปรึกษา

สามารถวางแผนการเรียน ดูแลการลงทะเบียนเรียนของนักศึกษา ใหความชวยเหลือ และสงเสริมนักศึกษาไดอยางเหมาะสม 

 

3. ผลการวิจัย 

ผลการสรางโมเดลที่ผานการคัดเลือกแอททริบิวต ปรับคาพารามิเตอร และเปรียบเทียบคาความถูกตอง ในแตละกลุมขอมูลยอย ทั้ง 

4 กลุม ผลที่ไดดังตารางที่ 5–8 ไดคาความถูกตองดังตารางที่ 9 และไดผลลัพธและกฎการจําแนก ดังภาพที่ 2-5 

จากตารางที่ 5 คาที่ดีที่สุด จะมีคาความถูกตองสูงที่สุดคือ 97.4684 โดยการคัดเลือกแอททริบิวต ดวยอัลกอริธึม CfsSubsetEval 

ปรับคาพารามิเตอร CF = 0.25 , mNO = 10 , Nf = 3 , unpruned = T 

จากภาพที่ 2 ไดกฎการตัดสินใจทั้งหมด 4 กฎ และกฎการตัดสินใจที่สําคัญ คือ IF Old_Edu = Old_Edu4 THEN Student Drop 

Out.  

ตารางที่ 5 การปรับคาพารามิเตอร การคัดเลือกขอมูลและการเปรียบเทียบคา Accuracy ในกลุม Best 

No 
ปรับคาพารามิเตอรใน WEKA  Number of leave / size of tree  Accuracy 

CF mNO Nf unpruned  CfsSubsetEval InfoGain ผูวิจัยเลือก  CfsSubsetEval InfoGain ผูวิจัยเลือก 

1 0.25 2 3 T  4 / 5 76/91 100/118  97.384 96.8776 96.7932 

2 0.25 3 3 T  4 / 5 41/49 43/51  97.384 96.962 97.0464 

3 0.25 4 3 T  4 / 5 41/49 31/37  97.384 96.8776 92.2152 

4 0.25 5 3 T  4 / 5 41/49 24/29  97.384 97.0464 97.2996 

5 0.25 6 3 T  4 / 5 41/49 24/29  97.384 97.1308 97.2996 

6 0.25 7 3 T  4 / 5 41/49 24/29  97.384 97.1308 97.2996 

7 0.25 8 3 T  4 / 5 24/41 13/16  97.4684 97.2996 97.2996 

8 0.25 9 3 T  4 / 5 23/28 13/16  97.4684 97.2996 97.2996 

9 0.25 10 3 T  4 / 5 23/28 13/16  97.4684 97.2996 97.3840 

CfsSubsetEval คือ การคัดเลือกแอททริบิวต โดยใชโปรแกรม WEKA ดวยอัลกอริธึม CfsSubsetEval 

InfoGain  คือ  การคัดเลือกแอททริบิวต โดยใชโปรแกรม WEKA ดวยอัลกอริธึม  InfoGainAttributeEval 

ผูวิจัยเลือก คือ ผูวิจัยพิจารณาคัดเลือกแอททริบิวต ได 11 แอททริบิวต 
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ภาพที่ 2 โมเดลตนไมตัดสินใจในกลุม Best 

 

ตารางที่ 6 การปรับคาพารามิเตอร การคัดเลือกขอมูลและการเปรียบเทียบคา Accuracy ในกลุม Excellent 

 ปรับคาพารามิเตอรใน WEKA Number of leave / size of tree Accuracy 

No CF mNO Nf unpruned CfsSubsetEval InfoGain ผูวิจัยเลือก CfsSubsetEval InfoGain ผูวิจัยเลือก 

1 0.25 2 3 T 35/ 40 35/40 42/49 96.9444 96.9444 96.3889 

2 0.25 3 3 T 19 / 22 19/22 26/31 97.5 97.5 96.3889 

3 0.25 4 3 T 1 / 1 1 / 1 1 / 1 97.5 97.5 97.5 

4 0.25 5 3 T 1 / 1 1 / 1 1 / 1 97.5 97.5 97.5 

5 0.25 6 3 T 1 / 1 1 / 1 1 / 1 97.5 97.5 97.5 

6 0.25 7 3 T 1 / 1 1 / 1 1 / 1 97.5 97.5 97.5 

7 0.25 8 3 T 1 / 1 1 / 1 1 / 1 97.5 97.5 97.5 

8 0.25 9 3 T 1 / 1 1 / 1 1 / 1 97.5 97.5 97.5 

9 0.25 10 3 T 1 / 1 1 / 1 1 / 1 97.5 97.5 97.5 

 

จากตารางที่ 6 คาที่ดีที่สุด จะมีคาความถูกตองสูงที่สุดคือ 97.50 โดยการคัดเลือกแอททริบิวต ดวยอัลกอริธึม CfsSubsetEval และ 

InfoGainAttributeEval ซ่ึงมีคาความถูกตองเทากัน ปรับคาพารามิเตอร CF = 0.25, mNO = 3, Nf = 3, unpruned = T 

 

 
       หมายเหตุ : Om หมายถึง Occ_mom 

ภาพที่ 3 โมเดลตนไมตัดสินใจในกลุม Excellent 

Old_Edu 

‘Old_Edu2 ‘Old_Edu3 ‘Old_Edu1 ‘Old_Edu4

‘Yes(1.0)’ ‘No(771.0/24.0)’ ‘No(369.0/2.0)’ 
‘No(44.0/2.0)’ 

Occup_mother 

Major 

‘Om6’ 

‘Om1’ 

‘Om9’ ‘Om8’ ‘Om2’ ‘Om3’ ‘Om7’ ‘Om0’ ‘Om5’ 
‘No(49.0/2.0)’ 

‘No(17.0)’ 
‘No(10.0/1.0)’ 

‘No(31.0)’ 

‘No(10.0/1.0)’ ‘No(9.0)’ ‘No(6.0)’ ‘No(1.0)’ 

Province 

‘major8’ 

‘No(108.0/2.0)’ 
‘No(39.0)’ 

‘No(34.0/2.0)’ 

‘No(5.0)’ 

‘No(8.0)’ ‘No(16.0)’ ‘No(9.0)’ 

‘major10’ ‘major9’ ‘major1’ ‘major2’ ‘major3’ ‘major7’ 
‘major5’ 

‘No(3.0)’ 
‘Yes(1.0)’ ‘No(0.0)’ 

‘nakon’ ‘mukda’ ‘sakon’ ‘Out_sanook’ 

‘No(4.0)’ 
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จากภาพที่ 3 ไดกฎการตัดสินใจทั้งหมด 19 กฎ กฎการตัดสินใจที่สําคัญ คือ IF Occup_mother = Occ_mom2 AND Major = 

Major2 AND Province = mukda THEN Student Drop Out. 

 

ตารางที่ 7 การปรับคาพารามิเตอร การคัดเลือกขอมูลและการเปรียบเทียบคา Accuracy ในกลุม Good 

No 
ปรับคาพารามิเตอรใน WEKA  Number of leave / size of tree  Accuracy 

CF mNO Nf unpruned  CfsSubsetEval InfoGain ผูวิจัยเลือก  CfsSubsetEval InfoGain ผูวิจัยเลือก 

1 0.25 2 3 T  1 / 1 116/137 80/95  96.7816 95.7854 95.8621 

2 0.25 3 3 T  1 / 1 75/89 33/40  96.7816 95.9387 95.9387 

3 0.25 4 3 T  1 / 1 75/89 33/40  96.7816 96.0153 96.0153 

4 0.25 5 3 T  1 / 1 59/71 33/40  96.7816 96.1686 96.2452 

5 0.25 6 3 T  1 / 1 48/58 33/40  96.7816 96.3218 96.3985 

6 0.25 7 3 T  1 / 1 33/40 33/40  96.7816 96.3985 96.4751 

7 0.25 8 3 T  1 / 1 29/35 29/35  96.7816 96.3985 96.5517 

8 0.25 9 3 T  1 / 1 29/35 29/35  96.7816 96.3985 96.6284 

9 0.25 10 3 T  1 / 1 21/26 21/26  96.7816 96.3985 96.6284 

 

จากตารางที่ 7 คาที่ดีที่สุด จะมีคาความถูกตองสูงที่สุดคือ 96.6284 โดยการคัดเลือกแอททริบิวต ดวยวิธีการที่ผูวิจัยพิจารณา

คัดเลือก ปรับคาพารามิเตอร CF = 0.25, mNO = 10, Nf = 3, unpruned = T 

 

 
ภาพที่ 4 โมเดลตนไมตัดสินใจในกลุม Good 

 

 

Loan 

‘No’ 

‘No(321.0)’ 

‘Yes’ 

Parent_status 

Revenue_mom 

‘Par_st5’ 

‘No(52.0)’ ‘No(9.0)’ 
‘No(7.0/1.0)’ ‘No(3.0/1.0’ 

‘No(0.0)’ 

‘Par_st7’ ‘Par_st3’ ‘Par_st10’ ‘Par_st2’ 

‘No(14.0)’ ‘No(87.0/6.0)’ Revenue_far 

‘Par_st8’ ‘Par_st6’ ‘Par_st1’ ‘Par_st9’ 

‘No(15.0/1.0)’ ‘No(6.0/1.0)’ ‘Yes(1.0)’ ‘No(5.0)’ ‘No(14.0)’ 

‘Rev_far1’ ‘Rev_far5’ ‘Rev_far2’ ‘Rev_far4’ ‘Rev_far3’ 

‘No(502.0/20.0)’ ‘No(18.0)’ ‘No(36.0/3.0)’ 

‘Rev_momr4’ ‘Rev_momr3’ ‘Rev_momr1’ 

‘No(169.0/3.0)’ province 

‘Rev_momr2’ ‘Rev_momr5’ 

‘No(12.0)’ 
‘Yes(1.0)’ ‘No(2.0)’ 

‘nakon’ ‘mukda’ ‘sakon’ ‘Out_sanook’ 

‘No(31.0/4.0)’ 
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จากภาพที่ 4 ไดกฎการตัดสินใจทั้งหมด 21 กฎ กฎการตัดสินใจที่สําคัญ 2 กฎ คือ 

IF Loan = No AND Parent_Status = Par_st1 AND Revenue_far = Rev_far4 THEN Student Drop Out. 

IF Loan = No AND Parent_Status = Par_st9 AND Revenue_mom = Rev_mom2 AND Province = mukda THEN 

Student Drop Out. 

 

ตารางที่ 8 การปรับคาพารามิเตอร การคัดเลือกขอมูลและการเปรียบเทียบคา Accuracy ในกลุม Medium 

No 
ปรับคาพารามิเตอรใน WEKA  Number of leave / size of tree  Accuracy 

CF mNO Nf unpruned  CfsSubsetEval InfoGain ผูวิจัยเลือก  CfsSubsetEval InfoGain ผูวิจัยเลือก 

1 0.25 2 3 T  1 / 1 126/149 137/162  88.5981 84.8598 85.0467 

2 0.25 3 3 T  1 / 1 75/88 108/127  88.5981 85.2336 85.9813 

3 0.25 4 3 T  1 / 1 67/78 84/99  88.5981 85.7944 87.1028 

4 0.25 5 3 T  1 / 1 51/60 65/77  88.5981 85.4206 86.9159 

5 0.25 6 3 T  1 / 1 43/51 54/65  88.5981 85.9813 87.4766 

6 0.25 7 3 T  1 / 1 39/46 42/50  88.5981 86.3551 87.6636 

7 0.25 8 3 T  1 / 1 32/38 35/42  88.5981 86.5421 87.2897 

8 0.25 9 3 T  1 / 1 32/38 13/16  88.5981 87.1028 87.2897 

9 0.25 10 3 T  1 / 1 13/16 13/16  88.5981 87.4766 87.4766 

 

จากตารางที่ 8 คาที่ดีที่สุด จะมีคาความถูกตองสูงที่สุดคือ 87.4766 โดยการคัดเลือกแอททริบิวตดวยอัลกอริธึม InfoGainAttributeEval 

และ ผูวิจัยพิจารณาคัดเลือก ซ่ึงมีคาความถูกตองเทากัน ปรับคาพารามิเตอร CF = 0.25, mNO = 10, Nf = 3 , unpruned = T 

 

 
ภาพที่ 5 โมเดลตนไมตัดสินใจในกลุม Medium 

 

จากภาพที่ 5 ไดกฎการตัดสินใจทั้งหมด 13 กฎ กฎการตัดสินใจที่สําคัญ คือ IF Loan = No AND Parent_Status = Par_st8 

AND Revenue_mom = Rev_mom2 THEN Student Drop Out. 

 

‘Yes(6.0/2.0)’ ‘No(0.0)’ ‘No(10.0)’ 

‘Rev_momr3’ ‘Rev_momr5’ ‘Rev_momr2’ 

‘No(18.0/4.0)’ 

‘Rev_mom1’ ‘Rev_momr4’ 

‘No(0.0)’ 

Loan 

‘No’ 

‘No(115.0)’ 

‘Yes’ 

Parent_status 

Revenue_mom 

‘Par_st7’ 

‘No(7.0)’ ‘No(26.0/6.0)’ 
‘No(14.0/3.0)’ 

‘No(2.0/1.0’ 

‘Par_st8’ ‘Par_st5’ ‘Par_st10’ 

‘No(5.0/1.0)’ ‘No(327.0/40.0)’ 

‘Par_st9’ ‘Par_st1’ ‘Par_st6’ 
‘Par_st3’ 

‘No(5.0/1.0)’ 
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ตารางที่ 9 คาความถูกตองของแตละกลุมเกรดเฉลี่ย 

Classifier J48 

กลุมเกรดเฉลี่ย Best Excellent Good Medium 

Accuracy 97.5527 97.5000 96.6284 87.4766 

TP Rate 1 1 0.998 0.981 

FP Rate 1 1 1 0.967 

TN Rate 0 0 0 0.033 

FN Rate 0 0 0.002 0.019 

 

4. สรุปและอภิปรายผลการวิจัย 

การสรางโมเดลตนไมตัดสินใจเพื่อวิเคราะหปจจัยที่สงผลตอการพนสภาพของนักศึกษาที่มีผลการเรียนปกตินั้นพบวา โมเดลที่ไดมี

ขนาดตนไมที่ใหญ และขนาดของโหนดที่มากเกินไป ทําใหโมเดลมีความซับซอนการทําความเขาใจและแปลผลทําไดยาก ซ่ึงสอดคลอง

กับแนวคิดของ นิตยา เกิดประสพ [10] ที่กลาววา โมเดลหรือความสัมพันธที่สรางไดมาแลวน้ัน จะตองถูกนํามาทดสอบอัตราความ

ผิดพลาดและวิเคราะหความซับซอนของรูปแบบโมเดล ถาอัตราความผิดพลาดยังสูงเกินไป อาจจะตองยอนกลับไปที่ขั้นตอนในการ

คนหาโมเดลอีกครั้ง หรือบางครั้งอาจจะตองยอนกลับไปที่ขั้นตอนคัดเลือกขอมูลเพื่อปรับปรุงโมเดลใหถูกตองยิ่งขึ้น ในทํานองเดียวกัน 

ถาโมเดลที่หามาไดมีรูปแบบที่ซับซอนเกินไปจนยากตอการทําความเขาใจ อาจจะตองยอนกระบวนการไปขั้นตอนการสรางและคนหา

โมเดล เพื่อใหหาโมเดลใหมที่มีความถูกตองเทาเดิมแตมีรูปแบบที่ซับซอนนอยลง ดังน้ันผูวิจัยจึงไดยอนกลับไปดําเนินการตามขั้นตอนที่ 

2 และขั้นตอนที่ 3 ใหม ทําใหพบวาวิธีการคัดเลือกแอททริบิวตและการปรับคาพารามิเตอรที่เหมาะสม สามารถลดความซับซอนของ

โมเดลและเพิ่มประสิทธิภาพการจําแนกขอมูลได ซ่ึงไดผลการวิเคราะหปจจัยการพนสภาพของนักศึกษาที่มีผลการเรียนปกติ แบงตาม

กลุมเกรดเฉลี่ยสะสมได 4 กลุม ดังน้ี 

กลุมที่ 1 (best) เกรดเฉลี่ยสะสม ตั้งแต 3.50 ขึ้นไป ปจจัยที่ไดคือ วุฒิการศึกษาเดิมที่จบปริญญาตรี คาความถูกตองเทากับ 

97.5527 % 

กลุมที่ 2 (excellent) เกรดเฉลี่ยสะสม 3.00-3.50 ปจจัยที่ไดคือ  มารดามีอาชีพทํานา/เกษตรกร/ประมง เรียนสาขาวิชาการตลาด 

และอาศัยอยูในจังหวัดมุกดาหาร คาความถูกตองเทากับ 97.50 %  

กลุมที่ 3 (good) เกรดเฉลี่ยสะสม 2.50-2.99 ปจจัยที่ไดคือ  

1) ไมไดรับทุนกูยืมเพื่อการศึกษา สถานภาพครอบครัวบิดา-มารดาแยกกันอยู และบิดาไมมีรายได  

2) ไมไดรับทุนกูยืมเพื่อการศึกษา สถานภาพครอบครัวบิดา-มารดาหยาราง มารดามีรายได 12,500-25,000 บาท และอาศัยอยูใน

จังหวัดมุกดาหาร คาความถูกตองเทากับ 96.6284 %  

กลุมที่ 4 (medium) เกรดเฉลี่ยสะสม 2.00-2.49 ปจจัยที่ไดคือ ไมไดรับทุนกูยืมเพื่อการศึกษา สถานภาพครอบครัวมารดาแตงงาน

ใหม และมารดามีรายได 12,500-25,000 บาทตอเดือน คาความถูกตองเทากับ 87.4766 %  

กลาวโดยสรุป ปจจัยที่สงผลใหนักศึกษาตัดสินใจออกกลางคันระหวางกําลังศึกษาอยู แตกตางกันออกไป แตปจจัยที่เหมือนกันของ

กลุมที่ 3 และ กลุมที่ 4 คือ การไมไดรับทุนกูยืมเพื่อการศึกษา และสถานภาพครอบครัวไมสมบูรณ ซ่ึงสอดคลองกับงานศึกษาของ 

Phannarat และคณะ [11] ที่พบวา หากสถานภาพครอบครัวไมสมบูรณ ยอมสงผลตอการลาออกของนักศึกษา สําหรับการวิเคราะห

ปจจัยที่สงผลตอการพนสภาพของนักศึกษาระดับปริญญาตรี ที่มีผลการเรียนของเกรดเฉลี่ยสะสมตั้งแต 2.00 ขึ้นไป ในครั้งน้ี พบวาคา

ความถูกตองของโมเดลทั้ง 4 กลุม มีคาความถูกตองอยูระหวาง 87.4766 - 97.5527 ถือวาเปนคาที่สูงที่สามารถนํากฎการจําแนกขอมูล

ที่ไดจากโมเดลไปใชในการพัฒนาระบบพยากรณการพนสภาพของนักศึกษาตอไปได  ฉะน้ันการลาออกกลางคันของนักศกึษาที่มีผลการ

เรียนปกติ เปนประเด็นที่ผูบริหาร คณาจารย และอาจารยที่ปรึกษา ตองเขาใจสภาพครอบครัวของนักศึกษา และชวยเหลือทางการเงิน
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ใหกับนักศึกษาเพื่อบรรเทาปญหาการลาออกกลางคัน รวมทั้งชวยวางแผนการเรียน โดยอาจารยที่ปรึกษาใหความชวยเหลือในการวาง

แผนการลงทะเบียนเรียนในแตละปการศึกษา หรือวางแผนการจัดตารางเวลาเรียนเพื่อใหนักศึกษามีเวลาวาง ซ่ึงจะทําใหมีโอกาสทํางาน

นอกเวลาเรียนจะไดมีรายไดเพิ่มขึ้น สําหรับผูบริหาร อาจจะมีโครงการชวยเหลือนักศึกษาที่มีปญหาดานการเงิน ดวยการจางนักศึกษา

ทํางานชั่วคราวรายชั่วโมง ในหนวยงานตางๆ ของมหาวิทยาลัย เชน สถาบันวิจัยและพัฒนา อาจจะมีโครงการสนับสนุนใหนักศึกษาเปน

ผูชวยวิจัย ของโครงการวิจัยตางๆ ของมหาวิทยาลัย เปนตน หรือผูบริหารวางแผนดวยการอาจจะพิจารณาจัดสรรงบประมาณ เพื่อ

อุดหนุนทุนการศึกษาเพิ่มเติม เชน สนับสนุนทุนเรียนดีแตยากจน หรือ พิจารณาผอนผันชําระคาลงทะเบียน ใหกับนักศึกษาที่อยูในกลุม

เสี่ยงที่จะออกกลางคันระหวางศึกษาอยูได 

 

5. ขอเสนอแนะ 

5.1 เน่ืองจากขอมูลที่นํามาวิเคราะห คือขอมูลที่ไดบันทึกไวในระบบฐานขอมูล จากฝายทะเบียนและวัดผล สํานักสงเสริมวิชาการ

และงานทะเบียน ซ่ึงอาจจะมีปจจัยอ่ืนที่เก่ียวของกับการตัดสินใจออกกลางคันระหวางกําลังศึกษาอยู เชน ปจจัยเก่ียวกับหลักสูตรและ

การเรียนการสอน ปจจัยดานอาจารยผูสอน หรือปจจัยเก่ียวกับสถานศึกษา เปนตน ดังน้ันอาจจะสอบถามหรือสัมภาษณเพิ่มเติมจาก

นักศึกษาอีกทางหน่ึง 

5.2 ในการนําเทคนิคเหมืองขอมูลมาใช ควรใชเทคนิคเหมืองขอมูลหลายๆ เทคนิค เพื่อเปรียบเทียบคาความถูกตองที่ดีที่สุด ซ่ึงจะ

สงผลใหผลการดําเนินงานมีประสิทธิภาพมากยิ่งขึ้น 

5.3 การเตรียมขอมูลกอนการวิเคราะหน้ันถือวาเปนขั้นตอนที่สําคัญมาก ถาทํา Data Cleaning โดยใชวิธีการตัด Missing Data ซ่ึง

บางทีขอมูลที่ตัดออกไปอาจมีผลตอปจจัยก็ได การทํา Data Cleaning จึงตองพิจารณาใหดีและรอบคอบ 

 

6. กิตติกรรมประกาศ 

ขอขอบคุณสํานักสงเสริมวิชาการและงานทะเบียน มหาวิทยาลัยราชภัฏสกลนคร ที่อนุเคราะหขอมูลเพื่อนํามาใชในการวิจัยครั้งน้ี 

และขอขอบคุณ รศ.ดร.กิตติศักดิ์ เกิดประสพ และ รศ.ดร.นิตยา เกิดประสพ ที่ไดใหคําแนะนําที่เปนประโยชน และใหคําปรึกษาในการ

ทําวิจัยเก่ียวกับเทคนิคการทําเหมืองขอมูล ดวยความเมตตาตลอดมา ผูวิจัยรูสึกซาบซ้ึงและขอขอบคุณมา ณ โอกาสน้ี 
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