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Learning Attributes Analysis by Feature Selection and Prediction
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Abstract

This research aims to apply data mining techniques in predicting academic achievement of
students using feature selection techniques to select important features. Then, build prediction models
using BPNN and SVMs techniques from key factors for learning. The 180 data records used in this work
were collected from students who studied and graduated in the same program. The learning attributes
analysis result shows that students’ background information is not important in predicting the academic
achievement of students but only 10 courses that they studied in the first and second years. These
courses are compliant with the qualifications framework of undergraduate program in Computer
Science. The BPNN and SVM sprediction models were trained by using 10 important parameters and
got less error than using all parameters. Furthermore, the ensemble technique; Bagging, was combined
to BPNN and SVMs models. It is found that Bagging with BPNN (Bagging BPNN) gave the lowest errors
(RMSE = 0.1051). The model can be used to predict learning achievement of the students efficiently.
The experiment results of this research will be helpful for learning achievement attributes analysis and
for predicting learning achievement in order to help students predict their own learning achievement

and adjust their learning behavior such as add or withdraw courses according to their potential.

Keywords : Learning Attributes Analysis, Data Mining, Feature Selection, Prediction Techniques
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A1979 1 FauLls7 1% N 5aLAaesd

Rty Hamauls suazidn wfindiays
1 Entrance Entrance Method Nominal
2 Sex Gender Nominal
3 In_Fa Father’s income Ordinal
4 Occu_Fa Father’s career Nominal
5 In_Mo Mother’s income Ordinal
6 Occu_Mo Mother career Nominal
7 Acad_Fa Father’s degree Ordinal
8 Acad_Mo Mother’s degree Ordinal
9 Old_GPA Grade 12 GPA Interval
10 GENERAL General subjects Interval
1 251100 Philosophy of Sciences Interval
12 252111 Introductory Mathematics Interval
13 256103 Introductory Chemistry Interval
14 258101 Introductory Biology Interval
15 261103 Introductory Physics Interval
16 252112 Calculus Interval
17 254271 Introduction to Programming Interval
18 252351 Discrete Mathematics Interval
19 254251 Data Structure Interval
20 254261 Computer Architecture Interval
21 2542775 Object Oriented Programming Interval
22 254351 Database System Interval
23 GPA Learning Achievement Interval
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