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บทคัดย่อ 

งานวจิัยนีม้วีัตถุประสงค์เพื่อการประยุกต์ใช้เทคนิคการท าเหมอืงข้อมูลในการพยากรณ์ผลสัมฤทธ์ิ

ทางการเรียนของนิสิต โดยใช้เทคนิคการคัดเลือกคุณสมบัติท่ีส าคัญ แล้วสร้างตัวแบบการพยากรณ์ด้วย

เทคนิค BPNN และเทคนิค SVMs จากข้อมูลท่ีคัดเลือกซึ่งเป็นปัจจัยการเรียนรู้ท่ีส าคัญ ข้อมูลท่ีใช้ในการ

วเิคราะห์เป็นข้อมูลของนิสิตท่ีศึกษาและส าเร็จการศึกษาแล้วในหลักสูตรเดียวกัน จ านวน 180 ระเบียน     

ผลการวิเคราะห์ปัจจัยการเรียนรู้ พบว่า ข้อมูลภูมิหลังไมใ่ช่ข้อมูลส าคัญในการท านายผลสัมฤทธ์ิทางการ

เรียนของนิสิต ตัวแปรท่ีส าคัญ 10 ตัวแปร เป็นรายวชิาท่ีมีความสอดคล้องกับกรอบมาตรฐานคุณวุฒริะดับ

ปริญญาตรีสาขาคอมพิวเตอร์ พ.ศ. 2552 ผลการทดลองสร้างตัวแบบการพยากรณ์ด้วยเทคนิค BPNN และ

เทคนิค SVMs จากตัวแปรท่ีส าคัญ 10 ตัวแปรมคี่าความผิดพลาดอยู่ในระดับต่ ากวา่ ตัวแบบการพยากรณ์ท่ี

ใช้ตัวแปรตั้งต้น 22 ตัวแปร นอกจากนั้น เมื่อทดลองใช้เทคนิคการรวมกลุ่ม ด้วยวธีิ Baggingร่วมกับ BPNN

และ SVMs พบวา่ผลการพยากรณ์ของ Baggingร่วมกับ BPNN (Bagging BPNN) มคี่าความผิดพลาดอยู่ใน

ระดับต่ าสุด (RMSE=0.1051) ใช้ในการพยากรณ์ได้อย่างมปีระสทิธิภาพ ผลของงานวจิัยนีใ้ห้ประโยชน์ในการ

วเิคราะห์ปัจจัยการเรียนรู้และการพยากรณ์ผลสัมฤทธ์ิทางการเรียนของนิสิตซึ่งจะช่วยให้นิสิตสามารถ

พยากรณ์ผลการเรียนของตนเองและปรับพฤติกรรมการเรียน ได้เช่น การเพิ่มถอนรายวิชาให้เหมาะสมกับ

ศักยภาพตนเอง 
 

ค าส าคัญ : การวเิคราะห์ปัจจัยการเรียนรู,้ การท าเหมอืงข้อมูล, การคัดเลือกคุณสมบัติ,  

     เทคนิคการพยากรณ์ 
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Abstract 

This research aims to apply data mining techniques in predicting academic achievement of 

students using feature selection techniques to select important features. Then, build prediction models 

using BPNN and SVMs techniques from key factors for learning. The 180 data records used in this work 

were collected from students who studied and graduated in the same program. The learning attributes 

analysis result shows that students’ background information is not important in predicting the academic 

achievement of students but only 10 courses that they studied in the first and second years. These 

courses are compliant with the qualifications framework of undergraduate program in Computer 

Science. The BPNN and SVM sprediction models were trained by using 10 important parameters and 

got less error than using all parameters. Furthermore, the ensemble technique; Bagging, was combined 

to BPNN and SVMs models. It is found that Bagging with BPNN (Bagging BPNN) gave the lowest errors 

(RMSE = 0.1051). The model can be used to predict learning achievement of the students efficiently. 

The experiment results of this research will be helpful for learning achievement attributes analysis and 

for predicting learning achievement in order to help students predict their own learning achievement 

and adjust their learning behavior such as add or withdraw courses according to their potential.  
 

Keywords : Learning Attributes Analysis, Data Mining, Feature Selection, Prediction Techniques  
 

บทน า  

คณะวิทยาศาสตร์ มหาวิทยาลัยนเรศวรได้เริ่มเปิดหลักสูตรปริญญาตรี สาขาวิชาวิทยาการ

คอมพิวเตอร์ มาตั้งแต่ พ.ศ. 2537 มีการปรับปรุงหลักสูตรครั้งส าคัญใน พ.ศ. 2548 ซึ่งหลักสูตรปรับปรุง 

พ.ศ. 2548 ได้ใช้ต่อเนื่องยาวนานกับนิสิตรหัส 2548 จนถึง รหัส 2554 หลังจากนั้นมีการปรับปรุงเพียง

เล็กน้อย จนกระท่ังมกีารปรับปรุงครั้งใหญ่เพื่อให้สอดรับกับกรอบมาตรฐานคุณวุฒริะดับอุดมศึกษาแห่งชาติ 

(Thai Qualifications Framework for Higher Education, TQF:HEd) (NQF. 2006; ส านักงานคณะกรรมการการ

อุดมศึกษา. 2552ก) ซึ่งเป็นกรอบท่ีมาตรฐานการเรียนรู้ของแต่ละระดับคุณวุฒิมีการก าหนดปริมาณการ

เรียนรู้ในแต่ละองค์ความรู้ของแต่ละหลักสูตร ภาควิชาวิทยาการคอมพิวเตอร์และเทคโนโลยีสารสนเทศ 

คณะวิทยาศาสตร์ มหาวทิยาลัยนเรศวร ได้ปรับปรุงหลักสูตรปริญญาตรี สาขาวชิาวทิยาการคอมพิวเตอร์ 

ฉบับปรับปรุง พ.ศ. 2555 ตามกรอบมาตรฐานคุณวุฒิระดับปริญญาตรีสาขาคอมพิวเตอร์ พ.ศ. 2552 

(ส านักงานคณะกรรมการการอุดมศึกษา. 2552ข) 

จากการบริหารจัดการหลักสูตรปริญญาตรี สาขาวชิาวทิยาการคอมพิวเตอร์ ฉบับปรับปรุง พ.ศ. 

2548มาเป็นเวลาต่อเนื่องยาวนานกับนิสิตรหัส 2548 จนถึง รหัส 2554 พบวา่ นิสิตจ านวนมากประสบ

ปัญหาการมีเกรดเฉลี่ยต่ า บางคนต้องย้ายสาขาหรือต้องพ้นสภาพการเป็นนิสิต ซึ่งเป็นเรื่องท่ีน่าเสียดาย 

กรรมการบริหารหลักสูตรและอาจารย์ท่ีปรึกษาพยายามช่วยกันแก้ปัญหาโดยการจัดกิจกรรมพบท่ีปรึกษา
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บ่อยครั้ง จากการสัมภาษณ์นิสิตพบวา่ นิสิตมคีวามรู้พื้นฐานไมเ่พียงพอต่อการเรียนในบางวชิา อันส่งผลต่อ

การเรียนรายวชิานั้นและเกรดเฉลี่ยโดยรวม  

ปัจจุบันมีการพัฒนาและประยุกต์ใช้ศาสตร์ทางด้านคอมพิวเตอร์และเทคโนโลยีในการวเิคราะห์

ข้อมูล โดยเฉพาะอย่างยิ่งการน าวิธีการท าเหมืองข้อมูลมาช่วยในการวิเคราะห์ข้อมูลให้สามารถสกัด 

องค์ความรู้ท่ีมีประโยชน์และน ามาแก้ปัญหาต่าง ๆ  ได้มากมาย ในทางการศึกษาสามารถใช้ประโยชน์ของการ

วเิคราะห์ข้อมูลด้วยการท าเหมอืงข้อมูล เป็นเครื่องมอือีกอย่างหนึ่งท่ีช่วยให้สถาบันการศกึษาสามารถพัฒนา

องค์กรให้มีคุณภาพ ช่วยหาแนวทางพัฒนาระบบการศึกษา ซึ่งมนีักวจิัยท าการวเิคราะห์ข้อมูลและได้ตัวแบบ

ท่ีมีประสิทธิภาพในการแก้ปัญหาแตกต่างกันไป เช่น จิราพร ยิ่งกว่าชาติ (2549) ใช้เทคนิคการเรียนรู้แบบ

ข่ายงานเบย์มาท านายผลส าเร็จการศึกษาของนิสิต พบปัจจัยท่ีมีผลต่อการส าเร็จการศึกษาของนิสิต 3 

ปัจจัยได้แก่ เกรดเฉลี่ยในชั้นปีแรก อาชีพของมารดา และรายได้ของครอบครัว สอดคล้องกับงานวจิัยของ 

ภัทรพงศ์ พงศ์ภัทรกานต์ (2553) ได้วเิคราะห์ปัจจัยท่ีส่งผลต่อการพ้นสภาพของนักศึกษาระดับปริญญาตรี 

พบปัจจัยท่ีส าคัญ 3 ปัจจัย คือ ขนาดโรงเรียนเดิม อาชีพของบิดา และอาชีพของมารดา 

ดังนั้นงานวจิัยนี้จึงมุ่งท่ีจะวิเคราะห์ปัจจัยการเรียนรู้ท่ีส าคัญในสาขาวชิาวทิยาการคอมพิวเตอร์ 

ด้วยหลักการท าเหมอืงข้อมูล โดยการคัดเลือกคุณสมบัติท่ีส าคัญและท าการพยากรณ์ผลสัมฤทธ์ิการเรียนรู้

ของนิสิต โดยใช้ข้อมูลผลการเรียนของนิสิตสาขาวชิาวิทยาการคอมพิวเตอร์ตามหลักสูตร ฉบับปรับปรุง 

พ.ศ. 2548 ซึ่งเป็นหลักสูตรเดียวกัน และส าเร็จการศึกษาแล้วเพื่อศึกษาความเหมาะสมของรายวิชาใน

หลักสูตรและเพื่อประโยชน์ในการปรับปรุงหลักสูตรต่อไป 

บทความนี้จะได้น าเสนอแนวคิดทฤษฎีและงานวจิัยท่ีเกี่ยวข้อง วธีิด าเนินการวจิัย สรุปผลการวจิัย

และอภปิรายผล ตามล าดับ 
 

แนวคิดทฤษฎีท่ีเก่ียวข้อง 

1. การท าเหมืองข้อมูล (Data Mining)  

    การท าเหมอืงข้อมูลเป็นกระบวนการท่ีสกัดข้อมูลท่ีมีประโยชน์ เพื่อให้ได้สารสนเทศท่ีมีเหตุผล

และสามารถน าไปใช้ช่วยในการตัดสินใจ สามารถอธิบายรูปแบบท่ีน่าสนใจจากข้อมูล รวมถึงใช้เพื่อการ

ท านาย หรือคาดการณ์สิ่งท่ีน่าจะเกิดในอนาคต เป็นการน าข้อมูลท่ีเก็บรวบรวมมาในอดีต มาสร้างตัวแบบ 

(Model) แล้วน าตัวแบบนั้นไปใช้ท านายหรือพยากรณ์การเกิดเหตุการณ์ในอนาคต (Han and Kamber. 2001; 

Tan, Steinbach and Kumar. 2006) กระบวนการในการวเิคราะห์ข้อมูลและสร้างตัวแบบท่ีได้รับความนิยม

มากในปัจจุบัน เรียกวา่ แนวคิดกระบวนการมาตรฐานอุตสาหกรรม (CRIPS-DM: CRoss-Industry Standard 

Process for Data Mining) (Chapman et al. 2000) ประกอบด้วย 6 ขั้นตอนหลัก คือ 1) การท าความเข้าใจ

โจทย์ (Business Understanding) มุง่เน้นท าความเข้าใจวัตถุประสงค์ของโครงการ วางแผน และออกแบบเบ้ืองต้น

เพื่อให้บรรลุวัตถุประสงค์ 2) การท าความเข้าใจข้อมูล (Data Understanding) โดยเริ่มต้นด้วยการเก็บรวบรวม

ข้อมูล ท าความคุ้นเคยกับข้อมูล ระบุปัญหาคุณภาพของข้อมูลเชิงลึก รวมถึงการตั้งสมมติฐานส าหรับการ

ค้นหาความรู้ท่ีซ่อนอยู่ 3) การเตรียมข้อมูล (Data Preparation) เป็นขั้นตอนท่ีครอบคลุมกิจกรรมท้ังหมดใน
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การสร้างชุดข้อมูล รวมถึงการบันทึกข้อมูล การเลือกตัวแปรท่ีส าคัญ การเปลี่ยนแปลงข้อมูล การท าความ

สะอาดข้อมูล 4) การสร้างตัวแบบ (Modeling) เป็นการสร้างตัวแบบด้วยเทคนิคเหมอืงข้อมูล การเลือกข้อมูล

ท่ีใช้และการปรับพารามเิตอร์ของเทคนิคเหมอืงข้อมูล เพื่อเปรียบเทียบประสิทธิภาพของหลายเทคนิคเหมอืง

ข้อมูลท่ีใช้แก้ปัญหา 5) การประเมนิผล (Evaluation) ก่อนท่ีจะน าตัวแบบไปใช้งานขั้นสุดท้ายจะต้องประเมนิผล

ตัวแบบอย่างละเอียด ตรวจสอบความถูกต้องของการบรรลุวัตถุประสงค์ ในตอนท้ายของขั้นตอนนี้จะต้องมีการ

ตัดสินใจเลือกรูปแบบท่ีเหมาะสมท่ีสุด  6) การใช้งาน (Deployment) เป็นการประยุกต์ใช้ตัวแบบ โดยส่วนใหญ่จะ

ถูกน าไปใช้ประโยชน์ในการตัดสินใจขององค์กรตามสภาพปัญหาและวัตถุประสงค์ของโครงการ 

 2. การคัดเลือกคุณสมบัติ (Feature Selection) 

      การคัดเลือกคุณสมบัติเป็นเทคนิคท่ีช่วยลดจ านวนตัวแปรท่ีจะใช้ในตวัแบบพยากรณ์ อาจกระท า

เพื่อเลือกตัวแปรท่ีดีท่ีสุดเพียงตัวเดียว หรือเลือกกลุ่มของตัวแปรท่ีมีความส าคัญต่อการพยากรณ์  

กระบวนการคัดเลือกคุณสมบัติเป็นกระบวนการท่ีส าคัญในการเตรียมข้อมูลของการท าเหมอืงข้อมูล เพื่อท า

ให้การสร้างตัวแบบพยากรณ์มีประสิทธิภาพ เพราะจะช่วยลดมติิของข้อมูลและอาจช่วยให้การเรียนรู้วิธีการ

พยากรณ์ด าเนินการได้เรว็ขึน้และมปีระสทิธิภาพมากขึน้ ในงานวจิัยนี ้ทดลองใช้การคัดเลือกคุณสมบัติ  3 วธีิ 

ดังต่อไปนี้ 

2.1 การคัดเลือกคุณสมบัติแบบ Correlation-based Feature Selection เป็นการคัดเลือกกลุ่ม

คุณสมบัติอย่างง่าย ใช้หลักการค านวณค่าความสัมพันธ์ระหว่างคุณสมบัติย่อยต่อค่าพยากรณ์ ซึ่งอาจใช้

ค านวณด้วยค่าสัมประสิทธ์ิสหสัมพันธ์เพียร์สัน (Pearson’s correlation) และมีการจัดอันดับตามค่าความสัมพันธ์

เพื่อประเมนิค่าความสามารถในการพยากรณ์ของแต่ละคุณสมบัติ นอกจากนั้นยังพิจารณาคัดเลือกกลุ่มของ

คุณสมบัติท่ีมีความสัมพันธ์ภายในระหว่างคุณสมบัติย่อยกันเองต่ าเพื่อลดความซ้ าซ้อนของอิทธิพลการ

พยากรณ์ (Hall and Smith. 1998)  

2.2 การคัด เลือกคุณสมบัติแบบ Consistency-based Feature Selection เป็นการคัดเลือก

คุณสมบัติท่ีต้องก าหนดตัวชีว้ัดความสอดคล้องมั่นคงไวก้่อนเป็นอันดับแรก จากนั้นใช้ตัวชีว้ัดนี้ เพื่อประเมิน

ความมั่นคงของกลุ่มคุณสมบัติท่ีเกี่ยวข้องกบัค่าพยากรณ์เดียวกัน (Liu and Setiono. 1996; Liu et al. 1998) 

ตัวชี้วัดความมั่นคงท่ีถูกก าหนดให้เป็นตัวชี้วัดนี้ อาจก าหนดมาตรวัดเช่นเดียวกับการวัดระยะทางของ

คุณสมบัติย่อยและสามารถแปลผลคุณสมบัติท่ีสอดคล้องกันมากด้วยค่าเข้าใกล้ศูนย์ กระบวนการคัดเลือก

คุณสมบัติจะกระท าซ้ าและเลือกกลุ่มคุณสมบัติท่ีมคี่าตัวชีว้ัดน้อยและจ านวนคุณสมบัติเท่าเดิมหรือลดลง

เท่านั้น วิธีการค้นหากลุ่มคุณสมบัติท่ีสอดคล้องมั่นคงนี้เป็นวธีิท่ีรวดเร็วและสามารถทราบความสัมพันธ์

ระหวา่งคุณสมบัติได้ (Hall and Holmes. 2003) 

2.3 การคัดเลือกคุณสมบัติแบบ Gain Ratio Feature Selection เป็นวิธีคัดเลือกตัวแปรโดยมี

หลักการเช่นเดียวกับการเลือกตัวแปรของการสร้างต้นไม้ตัดสินใจ เพื่อให้ได้ตัวแปรท่ีเป็นตัวแบ่งข้อมูล

ออกเป็นกลุ่มย่อยท่ีมีสมาชิกภายในกลุ่มเป็นชนิดเดียวกันมากท่ีสุด (Homogeneous) ด้วยมาตรวัดการได้

ประโยชน์จากการแบ่งกลุ่มย่อยเรียกวา่ อัตราส่วนเกน (Gain Ratio) ซึ่งเป็นอัตราส่วนของค่าเกน (Gain หรือ 

Information Gain) กับ ค่าสารสนเทศการแบ่งกลุ่ม (Split Info) อันเป็นการลดอิทธิพลของตัวแปรท่ีมีคา่หลาย
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ค่า ผลท่ีได้รับจากการใช้เทคนิคนีจ้ะได้ล าดับของตัวแปรซึ่งตัวแปรท่ีอยู่ล าดับแรกๆ จะถือวา่มอิีทธิพลในการ

พยากรณ์ตัวแปรเป้าหมายมากกว่าตัวแปรในล าดับถัดไป ท าให้เราสามารถพิจารณาเลือกจ านวนตัวแปรท่ี

เหมาะสมได้อย่างมีประสิทธิภาพ (Tan, Steinbach and Kumar. 2006; Asha, Manjunath and Jayaram. 

2010) 

3. เทคนิคการพยากรณ์ (Prediction) 

     เทคนิคการพยากรณ์เป็นกระบวนการสร้างรูปแบบทางคณิตศาสตร์หนึ่งอย่างหรือมากกวา่โดย

อาศัยข้อมูลจากอดีตมาสร้างเป็นตัวแบบ (Model) ในการพยากรณ์ (Sang. 2012) ในงานวจิัยนี้ได้ทดลอง

สร้างตัวแบบในการพยากรณ์ด้วยเทคนิคต่อไปนี้ 

 3.1 เทคนิคโครงข่ายประสาทเทียมแบบแพร่กลับ (Backpropagation Neural Network: BPNN)

เป็นขั้นตอนวธีิโครงข่ายประสาทเทียมแบบหลายชั้น (Multilayer Perceptron: MLP) เรียนรู้โดยการปรับค่า

น้ าหนักในเส้นเชื่อมต่อระหว่างโหนด (Nodes) ให้เหมาะสมโดยการปรับค่าจะขึ้นกับความแตกต่างของค่า

เอาท์พุตท่ีค านวณได้กับค่าจริงในข้อมูลฝึกสอนพืน้ฐาน การเรียนรู้ของโครงข่ายประสาทเทียมแบบแพร่กลับ

จะใช้ข้อมูลท่ีผ่านเข้าไปในล าดบัชั้นท่ีแตกต่างกนัของโครงขา่ยโดยอินพุตเวกเตอร์ (Input Vector) จะถูกน าเข้า

และจะส่งผลกระทบต่อการแพร่กระจายเข้าไปในชั้นของระบบโครงข่ายชั้นต่อชั้นแบบตัวเดินหน้าผ่านค่า

น้ าหนัก (Weight) จนได้ผลลัพท์ของโครงข่าย ซึ่งในทางกลับกันของกระบวนการแพร่กลับ ค่าน้ าหนักของ

โครงข่ายจะถูกปรับเปลี่ยนไปโดยขึน้อยู่กับค่าความผิดพลาดของผลท่ีค านวณจากโครงข่าย โดยล าดับชั้นการ

ท างานของ BPNN ท่ีนิยมใช้ มี 3 ล าดับชั้นได้แก่ ชั้นน าเข้า (Input Layer)  ชั้นซ่อน (Hidden Layer) และชั้นน า

ออก (Output Layer) (Baha, Emine and Dursun. 2012; Rojas. 1996) 

3.2 เทคนิคซัพพอร์ตเวกเตอร์แมทชีน  (Support Vector Machines: SVMs) เป็นเทคนิคการ

จ าแนกประเภทข้อมูลท่ีมีพืน้ฐานมาจากทฤษฎกีารเรียนรู้ทางสถิติคล้ายเทคนิคโครงข่ายประสาทเทียม (Luts 

et al. 2010; Cristianini and Shawe-Taylor. 2000) หลักการของSVMs คือการใช้ข้อมูลน าเข้าท่ีใช้ฝึกสอน

เป็นเวคเตอร์ในสเปซ N มติิ เช่น ถ้าในกรณีของ 2 มติิและ 3 มติิจะเป็นจุดท่ีอยู่ในระนาบ (x, y) และสเปซ (x, 

y, z) ตามล าดับ จากนั้นท าการสร้างไฮเปอร์เพลน (Hyperplane) ท่ีจะแยกกลุ่มของเวคเตอร์อินพุตออกเป็น

กลุ่มต่าง ๆในกรณีท่ีเป็น 2 มิติไฮเปอร์เพลนก็คือเส้นตรงและกรณีท่ีเป็น 3 มติิไฮเปอร์เพลนก็คือระนาบ

กระบวนการสอนให้ระบบเรียนรู้ของเทคนิค SVMs ท าโดยเลือกเส้นหรือระนาบจ าแนกประเภทข้อมูลท่ี

เหมาะสมท่ีสุดโดยการค านวณค่าสัมประสิทธ์ิของสมการท่ีเหมาะสมซึ่งจะอยู่ในรูปแบบของฟังก์ชันท่ีค านวณ

ได้จากข้อมูลท่ีน ามาฝึกสอนโดยใช้ทฤษฎกีารหาค่าเหมาะสมท่ีสุด (Optimization Theory) ในบางกรณีท่ีข้อมูล

สองกลุ่มอาจจะจับกลุ่มในต าแหน่งต่างๆแบบไมเ่ชิงเส้น (Non-Linear) ท าให้ไม่สามารถใช้วิธีแบบเชิงเส้นได ้

ข้อเด่นของเทคนิค SVMs จะใช้ฟังก์ชันเคอร์เนล (Kernel Function) ท าการแปลงค่าเวคเตอร์ในสเปซข้อมูล

น าเข้าไปสู่สเปซข้อมูลแบบอ่ืนได้ ท าให้สามารถรองรับข้อมูลท่ีมีมิติเพิ่มมากขึน้ได้ 

3.3 เทคนิคการรวมกลุ่มตัวจ าแนกประเภท(Ensemble Classify)เป็นเทคนิคในการรวมเอากลุ่ม

ของตัวจ าแนกข้อมูลอย่างง่ายหลายตัวจ าแนกมาช่วยแก้ปัญหาเดียวกันด้วยการน าเอาตัวจ าแนกข้อมูล

เหล่านั้นมาร่วมกันตัดสินใจ ซึ่งเทคนิคท่ีนิยม คือ วิธีการ Bagging และวิธีการ Boosting (Shixin. 2003; 
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Freund and  Schapire. 1995) ในงานวจิัยนีเ้ลือกใช้วิธีการ Bagging ซึ่งเป็นวธีิการสุ่มข้อมูลย่อยจากชุดขอ้มูล

ฝึกสอนแบบสุ่มซ้ าได้ (Bootstraps Replacement) จ านวนหลายเซตย่อย น ามาสร้างตัวจ าแนกท่ีแตกต่างกัน

แล้วจึงน าผลการท านายของแต่ละตัวจ าแนกย่อยมาพิจารณาร่วมกัน ท่ีนิยมใช้ คือ การลงคะแนนเสียงข้าง

มาก (Breiman.1996)  
 

วิธีด าเนินการวิจัย 
การวิจัยนี้ได้ด าเนินงานโดยประยุกต์ตามแนวทางในการท าเหมืองข้อมูลท่ีเรียกวา่ กระบวนการ

มาตรฐานอุตสาหกรรม หรือ CRIPS-DM (Cross Reference Industry Standard for Data Mining)(Chapman 

et al. 2000) ท่ีได้รับความนิยมมากในปัจจุบัน ซึ่งมขีั้นตอนการด าเนินการวจิัย ดังภาพท่ี 1 รายละเอียดการ

ท างานแต่ละขั้นตอน มีดังนี้ 

1. ขั้นการจัดเตรียมข้อมูล 

ข้อมูลท่ีใช้ในงานวิจัยนี้ คือ ข้อมูลของนิสิตท่ีศึกษาหลักสูตรปริญญาตรี สาขาวชิาวิทยาการ

คอมพิวเตอร์ ฉบับปรับปรุง พ.ศ. 2548 จ านวน 180 ระเบียน ประกอบด้วย คุณสมบัติ 23 ตัวแปร แบ่งเป็น 

ตัวแปรอิสระ 22 ตัวแปร ได้แก่ ข้อมูลภูมิหลังต่างๆ และข้อมูลผลการเรียนของรายวชิาท่ีศึกษาในแผนการ

เรียนชั้นปีท่ีหนึ่งและชั้นปีท่ีสอง ตัวแปรตามหรือตัวแปรพยากรณ์ คือ เกรดเฉลี่ยของนิสิตเมื่อส าเร็จ

การศึกษา โดยข้อมูลท่ีไม่เกี่ยวข้องกับการท านาย เช่น สถานะการศึกษา ท่ีอยู่ หมายเลขโทรศัพท์และข้อมูลท่ี

ไมม่คี่า (Missing Value) ซึ่งได้ถูกคัดออก ดังแสดงในตาราง 1 

2. ขั้นการคัดเลือกคุณสมบัต ิ 

 ผู้วิจัยได้ทดลองสร้างตัวแบบการพยากรณ์จากข้อมูลท้ังหมดท่ีมีตัวแปรอิสระ 22 ตัวแปร ด้วย

เทคนิคBPNN และเทคนิคSVMs ได้ผลการพยากรณ์ท่ีมีค่ารากท่ีสองของก าลังสองของข้อผิดพลาด (Root Mean 

Square Error: RMSE) เท่ากับ 0.2444 และ 0.1246 ตามล าดับ หลังจากนั้น จึงท าการวเิคราะห์ปัจจัยการเรียนรู้

ด้วยการคัดเลือกคุณสมบัติท่ีส าคัญ โดยใช้เทคนิคการคัดเลือกคุณสมบัติ 3 วิธี ได้แก่ การคัดเลือกคุณสมบัติ

แบบ Correlation-based Feature Selection การคัดเลือกคุณสมบัติแบบ Consistency-based Feature Selection 

และ การคัดเลือกคุณสมบัติแบบ Gain Ratio Feature Selection ผลการทดลองท้ังสามเทคนิคสามารถลดจ านวน

ของคุณสมบัติจาก 22 ตัวแปร เหลือ 9ตัวแปร 10 ตัวแปร และ 11 ตัวแปร ตามล าดับ ดังแสดงในตาราง 2 

3. ขั้นการสร้างตัวแบบในการพยากรณ์ 

หลังจากคัดเลือกคุณสมบัติท่ีส าคัญด้วยเทคนิคการคัดเลือกคุณสมบัติ 3 วธีิ แล้ว จึงน าข้อมูล

ตามผลการคัดเลือกมาสร้างตัวแบบในการพยากรณ์ผลสัมฤทธ์ิทางการเรียน ด้วยเทคนิคBPNNและเทคนิค

SVMs ซึ่งในงานวจิัยนีไ้ด้ใช้เทคนิค 10-fold Cross Validation ซึ่งเป็นการแบ่งข้อมูลออกเป็น 10 ส่วนเท่าๆ กัน 

ท าการสร้างตัวแบบ 10 ครั้ง โดยใช้ข้อมูลครั้งละเพียง 9 ส่วนเป็นส่วนของการฝึกสอน และข้อมูลอีก 1 ส่วนท่ี

เหลือเป็นส่วนของการทดสอบ พบว่า ชุดข้อมูลท่ีมีจ านวนคุณสมบัติ 10 ตัว ให้ค่าความถูกต้องในการ

พยากรณ์ของท้ังสองเทคนิคสูงกวา่ชุดขอ้มูลอ่ืนๆ จากนั้นจึงน าชุดข้อมูลนีม้าท าการทดลองอีกครั้ง โดยมกีาร

ปรับค่าพารามเิตอร์ท่ีส าคัญเพื่อเพิ่มประสิทธิภาพให้กับตัวแบบพยากรณ์ ดังนี้ 
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1) การปรับค่าพารามิเตอร์ของเทคนิค BPNN คือ ปรับค่าจ านวนโหนดในชั้นซ่อน (Hidden 

Layer) เป็นจ านวน 5 โหนด 6 โหนด 7 โหนด 8 โหนด 9 และ 10 โหนด ตามล าดับ ก าหนดค่าอัตราการ

เรียนรู้ (Learning Rate) เป็น 0.2 ก าหนดค่าโมเมนตัม (Momentum) เป็น 0.2 และก าหนดจ านวนรอบในการ

ทดสอบ (Training Time) เป็น 100 รอบ จากนั้นท าการเปรียบเทียบประสิทธิภาพ ผลการทดลองพบวา่ ตัว

แบบโครงสร้าง BPNN ท่ีดีท่ีสุดมจี านวนชั้นซ่อนเป็น 10 โหนด(10:10:1) 

2) การปรับค่าพารามเิตอร์ของเทคนิค SVMs คือก าหนดค่าคอมเพลกซิตี ้(Complexity) หรือ

ค่า C เป็น 1 และเลือกเคอร์เนล เป็นแบบโพลินอเมยีลฟังก์ชัน (Polynomial Function) และ แบบเรเดียลเบสิส

ฟังก์ชัน (Radial Basis Function) จากนั้นท าการเปรียบเทียบประสิทธิภาพ ผลการทดลองพบว่า ได้ตัวแบบ

พยากรณ์ด้วยเทคนิค SVMs ด้วยเคอร์เนลแบบโพลินอเมยีลฟังก์ชัน 

3) เมื่อได้ตัวแบบพยากรณ์ท่ีดีท่ีสุดของเทคนิคการพยากรณ์ท้ัง 2 เทคนิค ผู้วจิัยได้ทดลองเพิ่ม

ประสิทธิภาพการพยากรณ์ด้วยเทคนิคการรวมกลุ่มตัวจ าแนกประเภท โดยเลือกใช้วิธีการ Baggingให้กับตัว

แบบพยากรณ์ท้ังสองเทคนิค ผลการทดลองพบวา่ ตัวแบบพยากรณ์ท้ังสองเทคนิคนั้นมีประสิทธิภาพในการ

พยากรณ์เพิ่มขึน้ 

4. ขั้นการวัดประสิทธิภาพตัวแบบในการพยากรณ์ 

การวัดประสิทธิภาพของตัวแบบการพยากรณ์ท่ีท าการทดลองในงานวิจัยนี้ เลือกใช้การวัด

ประสิทธิภาพของตัวแบบด้วยค่ารากท่ีสองของก าลงัสองของข้อผิดพลาด (Root Mean Square Error: RMSE)

ซึ่งเป็นมาตรวัดท่ีนิยมใช้เพื่อวัดความแตกต่างระหว่างค่าท่ีพยากรณ์และค่าจริง สรุปผลการประเมิน

ประสิทธิภาพ แสดงในตาราง 3 และภาพท่ี 2  
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ภาพที ่1 ขั้นตอนการด าเนินงานวจิัย 

 

การจัดเตรียมข้อมลู 

 

การคัดเลือกคุณสมบัติ 

- Correlation-based 

- Consistency-based 

- Gain Ratio 
 

การวัดประสทิธิภาพ 

- Root Mean Square Error 

 

น าไปใช้งาน 

 

 

Backpropagation Neural Network 

Support Vector Machines 

  Ensemble Classify 

- Bagging method 

 

การสร้างตัวแบบ 



39 

วารสารมหาวิทยาลัยราชภัฏสกลนคร ; 6 (12) : กรกฎาคม – ธันวาคม 2557 

Sakon  Nakhon  Rajabhat University  Journal ; 6 (12) : July - December 2014 

 

ตาราง 1 ตัวแปรท่ีใช้ในการวเิคราะห์ 
 

ล าดับ ชื่อตัวแปร รายละเอียด ชนิดข้อมูล 

1 Entrance  Entrance Method Nominal 

2 Sex  Gender  Nominal 

3 In_Fa  Father’s income Ordinal 

4 Occu_Fa  Father’s career  Nominal 

5 In_Mo  Mother’s income Ordinal 

6 Occu_Mo  Mother career Nominal 

7 Acad_Fa  Father’s degree Ordinal 

8 Acad_Mo  Mother’s degree Ordinal 

9 Old_GPA  Grade 12 GPA Interval 

10 GENERAL  General subjects Interval 

11 251100  Philosophy of Sciences Interval 

12 252111  Introductory Mathematics Interval 

13 256103  Introductory Chemistry Interval 

14 258101  Introductory Biology Interval 

15 261103  Introductory Physics Interval 

16 252112  Calculus  Interval 

17 254271  Introduction  to Programming Interval 

18 252351  Discrete Mathematics Interval 

19 254251  Data Structure Interval 

20 254261  Computer Architecture Interval 

21 254275  Object Oriented Programming Interval 

22 254351  Database System Interval 

23 GPA  Learning Achievement Interval 
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ตาราง 2 แสดงผลการคัดเลือกคุณสมบัต ิ
 

 

วิธีการคัดเลือกคุณสมบัติ 

 

ผลการคัดเลือกคุณสมบัติ 

Ge
ne

ra
l 

25
11

00
 

25
21

11
 

25
81

01
 

25
21

12
 

25
23

51
 

25
42

71
 

25
42

75
 

25
42

51
 

25
42

61
 

25
43

51
 

Consistency-based 

 Feature Selection 

√ √ √ √ √  √ √  √ √ 

Correlation-based  

Feature Selection 

√  √ √ √ √ √ √ √ √ √ 

Gain Ratio Feature Selection √ √ √ √ √ √ √ √ √ √ √ 

  

 

 

 

 

 

 

 

 

 
 

จากตาราง 3 และภาพท่ี 2 จะเห็นได้ว่าระหวา่งตัวแบบพยากรณ์ BPNN และ SVMs ท่ียังไม่มกีาร

เพิ่มประสิทธิภาพด้วยวธีิการ Bagging นั้น พบว่า ตัวแบบพยากรณ์ SVMs มปีระสิทธิภาพในการพยากรณ์

ดีกว่าตัวแบบพยากรณ์ BPNN เพราะค่า RMSE น้อยกวา่ คือ 0.1150 และ 0.1344 ตามล าดับ แต่เมื่อมีการ

เพิ่มประสิทธิภาพในการพยากรณ์ของตัวแบบพยากรณ์ (BaggingBPNN และ BaggingSVMs) พบวา่ ตัวแบบ

พยากรณ์ท้ังสองแบบมีประสิทธิภาพในการพยากรณ์ดีขึ้นจากตัวแบบพยากรณ์เดิม และพบว่าตัวแบบ

พยากรณ์ BaggingBPNN กลับมปีระสิทธิภาพในการพยากรณ์ดีกวา่ตัวแบบพยากรณ์BaggingSVMs เพราะ

คา่ RMSE น้อยกวา่ คือ 0.1051 และ 0.1071 ตามล าดับ 
 

สรุปผลการวิจัยและข้อเสนอแนะ 
งานวจิัยนี้ท าการวเิคราะห์ปัจจยัการเรียนรู้ท่ีส าคัญในสาขาวชิาวทิยาการคอมพิวเตอร์ และสร้างตัว

แบบพยากรณ์ผลสัมฤทธ์ิทางการเรียน (เกรดเฉลี่ย) เมื่อส าเร็จการศึกษา โดยใช้ข้อมูลภูมิหลังต่าง ๆ ได้แก่ 

วธีิการคัดเลือกเข้าศึกษาระดับอุดมศึกษา เพศ รายได้ของบิดามารดา อาชีพของบิดามารดา วุฒกิารศึกษา

ของบิดามารดา เกรดเฉลี่ยของนักเรียนเมื่อส าเร็จมัธยมศกึษา น ามารวมกับข้อมูลผลการเรียนของรายวชิาท่ี

ศึกษาในแผนการเรียนชั้นปีท่ีหนึ่งและชั้นปีท่ีสอง รวมท้ังสิน้เป็นจ านวนตัวแปรอิสระ 22 ตัวแปร สร้างตัวแบบ

ตาราง 3 เปรียบเทียบการวัดประสิทธิภาพ 

               ของตัวแบบพยากรณ์ 
 

ตัวแบบพยากรณ์ ค่า RMSE 

BPNN 0.1344 

BaggingBPNN 0.1051 

SVMs 0.1150   

BaggingSVMs 0.1071 

 

 

 
 

ภาพที่ 2 ผลการประเมินประสิทธิภาพของตัวแบบพยากรณ์ด้วยวิธีต่าง ๆ 
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การพยากรณ์ตัวแปรตาม ได้แก่ เกรดเฉลี่ยเมื่อส าเร็จการศึกษา ข้อมูลท่ีใช้ในงานวจิัยนี้ได้มาจากข้อมูลของ

นิสิตท่ีศึกษาหลักสูตรเดียวกัน ในระดับปริญญาตรี สาขาวิชาวทิยาการคอมพิวเตอร์ ฉบับปรับปรุง พ.ศ. 

2548 และส าเร็จการศึกษาแล้ว จ านวน 180 ระเบียน  

การด าเนินการวจิัย ได้น าข้อมูลมาคัดเลือกคุณสมบัติท่ีส าคัญด้วยเทคนิคการคัดเลือกคุณสมบัติ 3 

วธีิ สามารถลดจ านวนของคุณสมบัติจาก 22 ตัวแปรเหลือ 10 ตัวแปร แล้วน าข้อมูลมาใช้สร้างตัวแบบการ

พยากรณ์ด้วยเทคนิคBPNNและเทคนิคSVMs ท าการปรับค่าพารามเิตอร์ของตัวแบบให้มปีระสิทธิภาพสูงขึ้น 

รวมท้ังเพิ่มเทคนิคการรวมกลุ่มตัวจ าแนกประเภทด้วยวธีิ Bagging ได้ตัวแบบการพยากรณ์ท่ีมีประสิทธิภาพ 

มคี่า RMSE อยู่ในระดับต่ ามาก โดย BaggingBPNN มปีระสิทธิภาพสูงสุดท่ีคา่ RMSE เท่ากับ 0.1051 

จากผลการวเิคราะห์คัดเลอืกคุณสมบัติท่ีส าคัญท่ีไดจ้ านวน 10 ตัวแปร พบวา่ ตัวแปรดังกล่าว เป็น

รายวิชาท่ีมีความสอดคล้องกับกรอบมาตรฐานคุณวุฒิระดับปริญญาตรีสาขาคอมพิวเตอร์ พ.ศ. 2552 

(ส านักงานคณะกรรมการการอุดมศึกษา.2552ข) รวมท้ังยังคงเป็นรายวชิาท่ีบรรจุไวใ้นหลักสูตรปริญญาตรี 

สาขาวิชาวิทยาการคอมพิวเตอร์ ฉบับปรับปรุง พ.ศ. 2555 การศึกษาความเหมาะสมของรายวิชาใน

หลักสูตรนั้นจะเป็นประโยชน์ในการบริหารหลักสูตรและการปรับปรุงหลักสูตรในอนาคต ซึ่งคุณสมบัติอันพึง

ประสงค์ของบัณฑิตท่ีเป็นท่ีต้องการของสังคมจะช่วยรักษามาตรฐานของนิสิตสาขาวิชาวิทยาการ

คอมพิวเตอร์ของประเทศไทยให้เทียบเคียงกับประเทศใกล้เคียง อันจะน าไปสู่การแลกเปลี่ยนนิสิตระหวา่ง

ประเทศในประชาคมอาเซียน นอกจากประโยชน์ในการบริหารหลักสูตรของสถาบันการศึกษาแล้ว ตัวแบบ

การพยากรณ์เกรดเฉลี่ยของนิสิตยังจะช่วยให้นิสิตสามารถประเมนิตนเองและปรับพฤติกรรมการเรียน เช่น 

การเพิ่มถอนรายวชิาให้เหมาะสมกับศักยภาพของตนเอง กล่าวคอื หากเป็นรายวชิาบังคับ นิสิตอาจจะชะลอ

การเรียนในรายวิชาท่ีอาจส่งผลต่อการพ้นสภาพ และหากเป็นรายวิชาเลือก นิสิตก็จะมีข้อมูลช่วยการ

ตัดสินใจเลือกรายวชิาท่ีเหมาะสมกับตนเอง 

อย่างไรก็ตามจากข้อจ ากัดทางด้านข้อมูลของจ านวนนิสิตท่ีส าเร็จการศึกษาด้วยหลักสูตรเดียวกัน 

จึงไม่สามารถใช้ข้อมูลของนิสิตท่ีศึกษาหลักสูตรเก่าได้ ท าให้ข้อมูลท่ีใช้ในการศึกษามีน้อย การวิเคราะห์

ข้อมูลจึงยังไมส่ามารถอ้างอิงและทดสอบได้มากนัก ดังนั้นจึงควรใช้ขอ้มูลของนิสติท่ีก าลงัจะส าเร็จการศกึษา

ในการวเิคราะห์และทดสอบเพิ่มเติมรวมท้ังวเิคราะห์ด้วยตัวแบบการพยากรณ์ขั้นสูงอ่ืน ๆ ต่อไป 
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