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บทคัดยอ 

เครื่องตรวจขอสอบแบบปรนัย (Optical Mark Recognition: OMR) ถูกใชกันอยางกวางขวางในสถาบันการศึกษาทุกระดับ เน่ืองจาก

มีความนาเชื่อถือและความรวดเร็วตอตรวจคําตอบและการประมวลผลคะแนน อยางไรก็ตามเครื่องตรวจขอสอบยังคงมีราคาคอนขางสูง 

สถาบันการศึกษาที่มีงบประมาณจํากัดไมสามารถจัดหามาใชใหเกิดประโยชนอยางคุมคา นอกจากน้ีเครื่องตรวจขอสอบจําเปนตองใช

กระดาษคําตอบเฉพาะจึงเปนการยากที่สภาบันการศึกษาตางๆ จะตองเปลี่ยนกระดาษคําตอบ งานวิจัยน้ีมีวัตถุประสงคเพื่อพัฒนา

โปรแกรมประยุกตการตรวจขอสอบแบบปรนัยดวยเทคนิคการประมวลผลภาพ โดยมีขั้นตอนดังน้ี 1) การคนหาเครื่องหมายกากบาท และ 

2) การตรวจคําตอบ สําหรับการคนหาเครื่องหมายกากบาท สําหรับการวัดประสิทธิภาพ กระดาษคําตอบแบบปรนัยของ 

มหาวิทยาลัยราชภัฏสกนครแบบ 120 ขอ 5 ตัวเลือกถูกใชในการทดลองน้ี โดยกระดาษคําตอบจะถูกทําเครื่องหมายกากบาทจากกลุม

ตัวอยางจํานวน 65 คน แบงเปน กระดาษคําตอบที่ทําโดยอาสาสมัครจํานวน 40 คน และกระดาษคําตอบที่ทําโดยผูเรียนวิชาคอมพิวเตอร

และสารสนเทศขั้นพื้นฐานจํานวน 25 คน ผลการทดสอบประสิทธิภาพการคนหาเครื่องหมายกากบาทจํานวน 9,600 ขอ พบวาใหคา

ความแมนยําที่ 97%  และการตรวจคําตอบใหผลลัพธ 100%  

คําสําคัญ: กระดาษคําตอบแบบปรนัย; ฟูเรียรคอนโวลูชัน; ซัพพอรทเว็คเตอรแม็ชชีน 
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Abstract  

A multiple-choice examination checking (Optical Mark Recognition: OMR) machine is widely used in academy for 

evaluation the effectiveness of study because it has a robustness and fast for answer checking and score processing. 

However, this machine is quite expensive and not available for low budget academies. Moreover, the answer sheet 

for OMR machine is a specific. It is difficult to change an academy's answer sheet. This paper aims to develop an 

application for a multiple-choice answer sheet checking. The proposed method consists of two frameworks; 1) cross 

marker detection and 2) answer checking. For evaluation, Sakonnakorn Rajabhat University multiple-choice answer 

sheet (120 items and 5 choices) is implemented throughout in this experiment. The answer sheets are marked by 65 

students; 40 volunteers and 25 students in class of computer and fundamental information technology. The 

effectiveness of cross marker detection (9,6 00 markers) provides 97% accuracy. For answer checking provides 100% 

accuracy. 
Keywords: Multiple-choices answer sheet; Fourier Convolution; Support Vector Machine  

 

1. บทนํา 

เครื่องตรวจคําตอบแบบปรนัย (Optical Mark Recognition: OMR) โดยทั่วไปมีหลักการทํางานโดยการฉายลงบนกระดาษคําตอบ 

จากน้ันเซนเซอรรับแสงจะตรวจจับการซึมซับของแสง โดยที่บริเวณที่ทําเครื่องหมายดวยดินสอมีสารตะก่ัวออนซึ่งจะเกิดการสะทอนแสง 

และทําการบันทึกตําแหนงของเครื่องหมายไว [1, 2] จากน้ันจะเทียบคําตอบที่ฝนไววาตรงกับคียคําตอบที่ตั้งคาวาเปนคําตอบที่ถูกตอง

หรือไม เครื่อง OMR มีใชกันในสถาบันการศึกษาขนาดใหญที่มีการสอบลักษณะน้ีในจํานวนที่มาก เชน การสอบคัดเลือกเขาศึกษาตอ หรือ

การสอบในรายวิชาที่มีผูเรียนจํานวนมาก [3] อยางไรก็ตามเครื่อง OMR ตองใชตนทุนสูงทําใหสถาบันการศึกษาขนาดเล็กไมสามารถ

ลงทุนได [4] ดวยเหตุผลความไมคุมคาตอการใชงาน นอกจากน้ีหลายสถาบันการศึกษามีการใชกระดาษคําตอบแบบกากบาทหลากหลาย

รูปแบบ จึงเปนการสิ้นเปลืองในการเปลี่ยนรูปแบบของการดาษคําตอบ ดังน้ันการพัฒนาขั้นตอนวิธีสําหรับตรวจคําตอบแบบปรนัยเปนสิ่ง

ที่ทาทายตอการคงรูปแบบการสอบทั้งในเรื่องกระดาษคําตอบ และวิธีการทําเครื่องหมายลงบนกระดาษคําตอบ เพื่อใหผูใชไมตอง

ปรับเปลี่ยนพฤติกรรมในการทําขอสอบ ดังน้ันผูวิจัยจึงมีวัตถุประสงคเพื่อพัฒนาโปรแกรมประยุกตสําหรับการตรวจขอสอบแบบปรนัย

ดวยวิธีการประมวลผลภาพ 

การตรวจขอสอบแบบปรนัยคือการคนหาเครื่องหมายบนกระดาษคําตอบและนําไปเทียบตําแหนงพิกัดกับคําตอบที่ถูกตอง [1, 2, 4, 5] 

การคนหาเครื่องหมายบนกระดาษคําตอบจึงเปนประเด็นสําคัญที่จะใหไดรับความแมนยําในการตรวจคําตอบ พฤฒิพงศ [4] ไดนําเสนอ

การคนหาเครื่องหมายแบบฝนจุดกลมดวยเทคนิคบล็อกคัลเลอรริงและทฤษฎีเบยเซียน (Block Coloring and Bayesian Theorem) 

โดยที่บล็อกคัลเลอรริงเปนการระบุตําแหนงพิกัด และทฤษฎีเบยเซียนเปนการตัดสินใจในการระบุคาระดับความสวางของเครื่องหมายและ

คํานวณหาคาขีดแบงระดับสีของตัวเลือกคําตอบ สําหรับเครื่องหมายแบบกากบาท พุทธินันท และ นุชนาฎ [5] นําเสนอวิธีการคนหา

เครื่องหมายกากบาทดวยการศึกษาคุณลักษณะของกากบาท และใชเทคนิคเพอรสเปคทีพทรานสฟอร (Perspective Transform) ในการ

แกปญหาการเอียงผิดรูปของกากบาท อยางไรก็ตามโปรแกรมตรวจขอสอบสวนใหญจะใชกับกระดาษคําตอบแบบฝนที่มีตนทุนสูง [3, 4] 

นอกจากน้ีปญหาความเอียงของกระดาษคําตอบ [5] และความหลากหลายของการทําเครื่องหมายกากบาท ทําใหผลการตรวจยังมี

ขอผิดพลาด การพัฒนาขั้นตอนวิธีการตรวจกระดาษคําตอบแบบปรนัยจึงยังคงมีความทาทายในการเพิ่มความถูกตองเพื่อนําไปประยุกตใช

งานในสภาพแวดลอมของการทําขอสอบจริง 

งานวิจัยน้ีนําเสนอโปรแกรมประยุกตสําหรับการตรวจขอสอบแบบปรนัยที่ใชเครื่องหมายกากบาท โดยแบงออกเปนสองสวนคือ 1) 

การคนหาเครื่องหมายกากบาทบนกระดาษคําตอบ และ 2) การตรวจคําตอบ สําหรับการคนหาเครื่องหมายกากบาท ขั้นแรกจะทําการ



C .  S omp on g e t  a l .  /  S NRU J ou r na l  of  S c i e n ce  a n d Te ch n ol og y 9 ( 3 )  (2 0 1 7)  6 6 1   6 7 1  

663 

คนหาบริเวณที่คาดวาจะเปนเครื่องหมายกากบาทดวยฟูเรียรคอนโวลูชัน (Fourier Convolution) [6] จากน้ันใชซัพพอรตเว็คเตอรแม็ชชีน 

(Support Vector Machine) [7 – 11] สําหรับตรวจสอบความเปนเครื่องหมายกากบาท ในสวนของการตรวจคําตอบจะใชการระบุ

ตําแหนงพิกัดในแตละขอ และตัวเลือก สําหรับการวัดประสิทธิภาพ การดําเนินการทดลองไดนํากระดาษคําตอบแบบปรนัยของ

มหาวิทยาลัยราชภัฏสกนครแบบ 120 ขอ 5 ตัวเลือกมาใชในการทดสอบน้ี โดยแบงกลุมทดสอบเปน 2 กลุมคือ อาสาสมัครจํานวน 40 คน 

และผูเรียนวิชาคอมพิวเตอรและสารสนเทศขั้นพื้นฐานจํานวน 25 คน โดยวัดคาความแมนยํา (Accuracy) ดวยคอนฟวชันเมตริกซ 

(Confusion Matrix)  

 

2. ทฤษฏีท่ีเก่ียวของ 

ฟูเรียรคอนโวลูชัน (Fourier Convolution) 

การแปลงฟูเรียร (Fourier Transformation) [6] สําหรับภาพดิจิตอลเปนวิธีการแปลงสัญญาณภาพไปอยูอีกโดเมนหน่ึง ซ่ึงมีบทบาท

สําคัญกับการนําไปใชในงานการวิเคราะหภาพ (Analysis) การปรับปรุงภาพ (Enhancement) การสรางภาพใหม (Restoration) และ

การบีบอัดภาพ (Compression) โดยการแปลงฟูเรียรนิยามใน (1)  
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โดยที่ภาพขนาด M×N จุดภาพ แทนดวยฟงกชัน f(x,y) (x และ y  คือตําแหนงของจุดภาพในหลักและแถวตามลําดับ) ซ่ึง u=0,1,2,…,M–1 
และ v=0,1,2,…,N–1 สําหรับการแปลงฟูเรียรแบบผกผันนิยามใน (2) โดยที่ x=0,1,2,…,M-1 และ v=0,1,2,…,N–1  
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การคอนโวลูชั่น (Convolution) ซ่ึงเปนกระบวนของการกรองภาพ (image filtering) กําหนดใหภาพ A และ B มีขนาด M×N  แทน

ดวยฟงกชัน f(x,y) และ h(x,y) ตามลําดับ การคอนโวลูชั่นจะนิยามดวย f(x,y) ∗ h(x,y)  ดังสมการที่ (3) 
 

 f(x,y) ∗ h(x,y)  =
1
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การประยุกตใชการแปลงฟูเรียรในงานวิจัยน้ีจะใชการคอนโวลูชั่นระหวางภาพตนฉบับกับแผนภาพ (Template) เพื่อหาคา

ความสัมพันธดวยคาสหสัมพันธ (Correlation) วิธีการน้ีเรียกวาฟูเรียรคอนโวลูชั่น (Fourier Covolution) กําหนดใหกําหนดใหภาพ A 

เปนภาพตนฉบับ และ B เปนแผนภาพ ซ่ึงมีขนาด M×N   แทนดวยฟงกชัน  f(x,y) และ h(x,y) ตามลําดับ ฟูเรียรคอนโวลูชั่นนิยามโดย

สมการที่ (4) 
 

 real [C(x,y)] = iFFT( FFT( f(x,y) ) ∗ FFT( h(x,y) ) )  (4) 
 

โดยที่ FFT และ iFFT เปนการแปลงฟูเรียร และการแปลงฟูเรียรแบบผกผันตามลําดับ เน่ืองจากผลของการแปลงฟูเรียรจะมีคาเปน

จํานวนเชิงซอน (Complex Number) ดังน้ันคาสหสัมพันธคือคาแมนิจูด (Magnitude) ซ่ึงเปนจํานวนจริง 

การระบุตําแหนงตัวอักษรดวยฟูเรียรคอนโวลูชั่น โดยที่ภาพที่ 1(ก) เปนภาพตนฉบับ และ ภาพที่ 1(ข) เปนแผนภาพของตัวอักษร a 

ภาพที่ 1(ค) คือผลลัพธของฟูเรียรคอนโวลูชั่น จะเห็นไดวาตําแหนงที่เปนตัวอักษร a จะมีคาสหสัมพันธสูงที่สุด โดยมีคาเทากับ 154 ซ่ึงใน

ภาพที่ 1(ง) ใชคาขีดจํากัดเทากับ 140 แบงสวนภาพที่ 1(ค) จะทําใหสามารถคนหาตําแหนงของตัวอักษร a ได ซ่ึงฟูเรียรคอนโวลูชั่นจะ

เปนวิธีการพื้นฐานที่จะนําไปประยุกตใชในงานวิจัยน้ี ดังตัวอยางในภาพที่ 1  
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ภาพที่ 1  ตัวอยางการคนหาตัวอักษรดวยฟูเรียรคอนโวลูชั่น (ก) ภาพตนฉบับ (ข) แผนภาพของตัวอักษร a (ค) ผลลัพธของ 

ฟูเรียรคอนโวลูชั่น (ง) ตําแหนงของตัวอักษร a 

 

ซัพพอรตเวกเตอรแมชชิน (Support Vector Machine) 

ซัพพอรตเวกเตอรแมชชิน (Support Vector Machine: SVM) เปนตัวจําแนกเชิงเสน (Linear Classifier) แบบ 2 คลาส ซ่ึงเปนที่

ยอมรับถึงประสิทธิภาพของการจําแนกที่เหนือกวาวิธีการจําแนกอ่ืนๆ [7 – 11] ขอไดเปรียบของ SVM คือมีประสิทธิภาพในการจําแนก

ขอมูลที่มีมิติจํานวนมากได นอกจากน้ีการใชฟงกชันเคอรเนล (Kernel Function) เพื่อแปลงขอมูลไปยังมิติที่สูงขึ้นในปริภูมิคุณลักษณะ 

(Feature Space) สามารถจําแนกขอมูลที่มีความคลุมเครือไดอยางมีประสิทธิภาพ หลักการของ SVM คือการหาเสนตรงที่มีมารจินที่โต

ที่สุด (Maximum Margin) ที่สามารถแบงขอมูลออกเปน 2 คลาส ดังตัวอยางในภาพที่ 2 เปนขอมูลขนาด 2 มิติ โดนถูกจําแนกออกเปน 

2 คลาส ไดแก + () และคลาส – () โดยเสนตรงที่ใชแบงขอมูลมีมารจินเทากับ M=2w ซ่ึง w เปนความกวางระหวางเสนตรงกับ 

ซัพพอรตเวคเตอร (Support vector) ของขอมูลทั้ง 2 คลาส ( และ )    
 

 
งานวิจัยสวนใหญนําตัวจําแนก SVM มาใชเพื่อรูจําวัตถุที่สนใจในภาพดิจิตอล เชน การรูจําตัวอักษร (Character Recognition) [7 – 9] 

และ การรูจําลายมือ (Handwritten Recognition) [10, 11] เปนตน โดยเฉพาะอยางยิ่งตัวอักษรที่มีลักษณะความคลายกัน โดย SVM 

ใหผลที่ถูกตองกวาวิธีการเปรียบเทียบอ่ืนๆ  

 

3. วิธีดําเนินการวิจัย 

วิธีวิจัยประกอบไปดวย 3 สวนหลักคือ 1) การนําเขาขอมูลและการประมวลผล 2) การคนหาเครื่องหมายกากบาทดวยการใชฟูเรียร

คอนโวลูชั่น และซัพพอรตเวกเตอรแมชชิน และ 3) การตรวจคําตอบ โดยแสดงใหเห็นดังภาพที่ 3 
 

     
 (ก) (ข) (ค) (ง)  

 
ภาพที่ 2 แสดงตัวอยางของตัวแบบจําแนก SVM บนขอมูลขนาด 2 มิติ 

 
บริเวณท่ีมีคาสหสัมพันธสูง 

 
ตําแหนงของตัวอักษร a 
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การนําเขาขอมูลและการประมวลผล (Image Preprocessing) 

การนําเขาขอมูล (Image Input) คือการนํากระดาษคําตอบเขาสูการสแกนดวยเครื่องสแกนแบบตอเน่ืองโดยใชการปอนกระดาษครั้ง

ละ 10 ชุด โดยที่ขนาดของภาพอาจเปลี่ยนไปตามลักษณะการปอนกระดาษ ซ่ึงมีขนาดตางกันไมมาก  

การประมวลผลภาพกอนการทํางาน (Preprocessing) ขั้นตอนน้ีเปนการปรับปรุงภาพกระดาษคําตอบเพื่อลดสัญญาณรบกวนใน

ขั้นตอนการนําเขาขอมูลภาพ ซ่ึงเกิดจากคุณภาพของกระดาษ อันดับแรกจะทําการกรองสัญญาณภาพ (Image Filtering) เพื่อลด

สัญญาณรบกวนชนิด Pepper Noise ที่เกิดจากคุณภาพของกระดาษ ตอมาการปรับตําแหนงและความเอียงของกระดาษคําตอบ ในการน้ี

จะนําตราสัญลักษณของมหาวิทยาลัยในกระดาษคําตอบ (ภาพที่ 4) ปรับตําแหนงและความเอียงโดยใชคาสัมประสิทธ์ิสหสัมพันธ 

(Coefficient Correlation) เปนตัววัดในแตละมุมของการเอียง ߠ ครั้งละ 1º โดยเริ่มที่ 10°– = ߠ  ถึง +10° เลือก ߠ ที่ใหคาสัมประสิทธ์ิ

สหสัมพันธสูงที่สุดดังสมการที่ 5 ขั้นตอนสุดทายจะทําการแปลงภาพเปนภาพแบบไบนารี (Binary Image) โดยคาขีดจํากัด (Threshold) 

สําหรับการแปลงเม่ือทําการทดลองกับภาพที่ใชในการทดสอบพบวามีคาเทากับ 178 ซ่ึงจะทําใหไดผลทดลองที่ดีที่สุด 
 

ߠ   = arg max
ఏ

[correlation(A,B)ఏ]   (5) 

 

 
 

 

 

 

 

 
ภาพท่ี 3 ภาพรวมของการดําเนินงาน 

 

 
ภาพที่ 4 การปรับความเอียงของกระดาษคําตอบ 
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ตารางที่ 1 ขั้นตอนวิธีการคนหาเครื่องหมายกากบาท 

Algorithm 1: Cross marker candidate detection 
Input: Answer sheet (A), cross template (B). 
Output: Cross symbol point (C). 
Method: 1: Read image (A); 
2: Let R be the FFTC results; 
3: Let r = 0 be initial result; 
4: for each bi, bi∈ B do 
5:  r = iFFT[ FFT(A) · FFT(bi) ]; 
6: R = r+ri; 
7: end 
8: if R>th then, convert R to binary using threshold (th); 
9:  R = 1; 
10: else 
11: R = 0; 
12: end 
13: Morphology dilation processing with R; 
14: Find centroid of cross symbol candidate, C; 

 

การคนหาเครื่องหมายกากบาท (Cross Marker Detection) 

การคนหาเครื่องหมายกากบาทแบบหยาบ เปนขั้นตอนที่ ใหไดตําแหนงของบริเวณที่คาดวาจะเปนกากบาท (Cross Marker 

Candidate) โดยใชวิธีการฟูเรียรคอนโวลูชั่น (FFTC) ดวยสมการที่ (4) ขั้นตอนของการทํางานแสดงในตารางที่ 1 โดยที่ B คือ เทมเพลต

กากบาท (Cross Template) ที่ใชสําหรับ FFTC กําหนดโดยผูวิจัยดวยการตัดภาพชองตัวเลือกที่มีเครื่องหมายกากบาทขนาด 22x22 จุดภาพ 

ตัวอยางดังภาพที่ 5(ก)  A หมายถึงภาพกระดาษคําตอบ FFTC (บรรทัดที่ 4 – 7) จะประมวลผลกับทุก Cross Template และนําผลที่

ไดมารวมกันแสดงดังภาพ 5 (ข) จากน้ันนําแปลงเปนภาพไบนารีดวยคาขดีจํากัดจะไดบริเวณที่คาดวาจะเปนเครื่องหมายกากบาท ดังภาพที่ 5(ค) 

เก็บขอมูลคาจุดศูนยกลางของ (C) บริเวณดังกลาวเพื่อใชในการคํานวณตอไป 

การตรวจสอบความเปนกากบาท (Cross Validation) ดวยเทคนิค SVM แบบ 2 คลาส กอนอ่ืนสรางชุดขอมูล ฝก (Training 

Dataset) จากขอสอบ 25 ชุด ที่ตางลายมือและเลือกตัวอยางขอมูลชุดละ 10 ตัวอยาง (คลาสละ 5 ภาพ) ขนาด 16x16 จุดภาพ  

(ภาพที่ 6(ก)) จากน้ันสกัดลักษณะเดนของภาพ (Feature) ดวยการใชผลรวมความหนาแนน (Density) จุดภาพของภาพไบนารีขนาด 

4x4 จุดภาพ จะไดขอมูลภาพขนาด 16 มิติ (ภาพที่ 6(ข)) ลําดับถัดมานําขอมูลภาพของชุดฝกเขาสูกระบวนการเรียนรูโดย SVM เพื่อสราง

ตัวแบบจําแนกขั้นถัดมาเปนการสรางชุดขอมูลทดสอบ (Testing Dataset) โดยนําภาพที่คาดวาจะเปนเครื่องหมายกากบาทไปสกัด

ลักษณะเดนเชนเดียวกับขอมูลฝก ขั้นสุดทายนําขอมูลลักษณะเดน เขาสูกระบวนการจําแนกดวย SVM แบบ 2 คลาส  

 

 

ภาพที่ 5 การทํา FFTC (ก) ตัวอยางของ Cross Template (ข) ผลของการทํา FFTC และ (ค) ภาพไบนารีดวยคาขีดจํากัด (th) 
 

    
 (ก) (ข) (ค) 
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ภาพที่ 6  การยืนยันเครื่องหมายกากบาท (ก) ตัวอยางของชุดขอมูลฝก (Training Data) (ข) การสกัดลักษณะเดนของเครื่องหมาย

กากบาท (Cross Feature) 

 

การตรวจคําตอบ 

การตรวจคําตอบแบงออกเปนขั้นตอนหลักๆ คือ 1) การตรวจสอบหมายเลขขอของคําตอบ 2) การตรวจสอบความผิดพลาดในกรณีที่

มีการกากบาทเกินหน่ึงตัวเลือกในหน่ึงขอ 3) การตรวจคําตอบและการรวมคะแนน การตรวจคําตอบจะนําตําแหนงบนแกน x และ y ของ

กากบาทเทียบกับตําแหนงที่ถูกตองดวยระยะทางที่สั้นที่สุดโดยวิธียูคลิเดียน (Euclidian Distance) ซ่ึงจะตองทําการตรึงพิกัด

กระดาษคําตอบดวยตราสัญลักษณของมหาวิทยาลัยเพื่อลดความคลาดเคลื่อนของการดาษคําตอบ โดยขั้นตอนการตรวจสอบหมายเลขขอ

ของคําตอบแสดงในตารางที่ 2 (Algorithm 2) โดยที่ Ci=(x,y)i ;i=1..120  คือพิกัดของกากบาทจากการคนหาเครื่องหมายกากบาท 

S=[i   j] คือผลเฉลยขอสอบ i=1..120 คือหมายเลขขอ และ j={1, 2, 3, 4, 5} คือตัวเลือก (ก, ข, ค, ง และ จ), ݇ܯ คือแผนที่พิกัดของ

กระดาษคําตอบสําหรับใชตรวจสอบหมายเลขขอและตัวเลือกมีรูปแบบดังน้ี [ xi,j  yi,j  i  j ]k=1…600 โดยที่ xi,j และ yi,j  คือพิกัดบนแกน x 

และ y ของขอที่ i=1..120 และตัวเลือกที ่j={1, 2, 3, 4, 5} 
 

การวัดประสิทธิภาพ 

ชุดกระดาษคําตอบที่ใชในการทดสอบแบงเปนสองชุดคือ กระดาษคําตอบที่ทําเครื่องหมายโดยอาสาสมัคร (Answer Sheet 1) เปน

นักศึกษาจากสาขาวิชาเทคโนโลยีสารสนเทศจํานวน 40 คน คละหญิง-ชาย แบงการทดลองออกเปนสามชุดไดแก 40 ขอ 80 ขอ และ 

120 ขอ โดยมีการควบคุมการทําเครื่องหมายสองประการ ไดแก 1) กากบาทมากกวาสองตัวเลือกในหน่ึงขอ และ 2) มีการลบและการขีด

ฆา และกระดาษคําตอบที่ทําเครื่องหมายโดยนักศึกษาที่เรียนวิชาคอมพิวเตอรสารสนเทศขั้นพื้นฐานปการศึกษา 2/2553 จํานวน 25 คน 

(Answer Sheet 2) ซ่ึงในกระดาษคําตอบชุดน้ีเปนการทําขอสอบจริง ไมมีการควบคุมการทําเครื่องหมายใดๆ ในการน้ีเครื่องมือในการวัด

ประสิทธิภาพจะใชการวัดคาความแมนยําดวยคอนฟวชันเมตริกซคํานวณไดตามตารางที่ 3 โดยใชคาความแมนยํา (Accuracy) ตาม

สมการที่ (6) – (8) โดยที่ TP คือจํานวนกากบาทที่คนหาไดถูกตอง TN คือจํานวนวัตถุที่ไมใชกากบาทที่คนหาไดถูกตอง FP คือจํานวน

กากบาทที่คนหาไดแตไมใชกากบาท และ FN คือจํานวนของกากบาทที่คนหาไมได 

 

 

 

 

 

 

 

   
 (ก)  (ข) 
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ตารางที่ 2 ขั้นตอนวิธีการตรวจคําตอบ 

Algorithm 2: Check answer 
Input: Coordinate of cross symbol Ci = (x,y)i . 
Output: Score R. 
Method: 1: Create correct answer Si = [i   j]; 
2: Create coordinate answer mapping Mk = [xi,j yi,j i j]k=1…600 
3: Let A = []; 
4: for each Ci do 
5:  k = arg mink[Euc(Ci,Mk)]; 
6: Ai = Mk; 
7: end  
8: Let R = 0; 
9: for each Ai do 
10:  if Ai(4) == Si(4)  
11:  R = R+1; 
12: end 
13: end 

 

ตารางท่ี 3 คอนฟวชันเมตริกซ (Confusion Matrix) 
 

 Predicted class 
Yes No 

Actual 
class 

Yes TP FN 
No FP TN 

 

 Accuray  = 
TP+TN

TP+FN+FP+TN
  (6) 

 

 Precision = 
TP

TP+FP
  (7) 

 

 Recall     = 
TP

TP+FN
  (8) 

 

4. ผลการทดลอง 

การคนหาเครื่องหมายกากบาท 

การทดลองบนชุดกระดาษคําตอบ Answer Sheet 1 จํานวน 9,600 ขอ พบวาสามารถคนหาเครื่องหมายกากบาทถูกตอง (TP) 

จํานวน 9,211 ขอ จํานวนของกากบาทที่ไมสามารถคนหาได (FN) จํานวน 185 ขอ คนหาวัตถุที่ไมใชกากบาท (เครื่องหมายอ่ืนๆ เชน 

รอยลบ รอยขีดฆา เปนตน) (TN) จํานวน 10 ขอ และจํานวนกากบาทที่คนหาไดแตไมใชกากบาท (FP) 115 ขอ ในสวนของ Answer 

Sheet 2 จํานวน 2,000 ขอ ไดผลการคนหาดังน้ี TP=1,931, FN=70, TN=0 และ FP=9  

การประเมินประสิทธิภาพของขั้นตอนวิธีที่นําเสนอ ผลการทดสอบใหคาความแมนยํา (Accuracy) ของขั้นตอนวิธีอยูที่ 97% โดย

ขั้นตอนวิธีการคนหาเครื่องหมายกากบาทมีความสามารถในการคนหากากบาทเจอ (Precision) ถึง 99% ในสวนของอัตราความถูกตอง

ของขั้นตอนวิธีมีความสามารถคนหาถูกตอง (Recall) 98% ซ่ึงผลการทดลองแสดงใหเห็นถึงประสิทธิภาพความทนทานตอความ

แปรปรวนตางๆ ที่เกิดขึ้นจากการทําขอสอบโดยกลุมผูใชจํานวน 65 คน เชน รูปทรง และขนาดของกากบาท รอยขีดฆา และรอยลบจาก

นํ้ายาลบคําผิด เปนตน เวลาในการประมวลผลโดย MATLAB R2014, Intel Core2Duo E8400 3.00 GHz, RAM 4 MB ใชเวลาประมาณ 

9 วินาที ตอชุด ขึ้นอยูกับขนาดของกระดาษคําตอบที่สแกน ประสิทธิภาพของขั้นตอนวิธีแสดงไวในตารางที่ 4  
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ตารางที่ 4 ผลการทดลองการคนหาเครื่องหมายกากบาท 

 Answer Sheet 1 Answer Sheet 2 รวม 
40 ขอ 80 ขอ 120 ขอ 80 ขอ 

Accuracy 0.9795 0.9722 0.9621 0.9603 0.9686 
Precision 0.9857 0.9880 0.9879 0.9944 0.9891 
Recall 0.9935 0.9837 0.9735 0.9654 0.9791 
Computation time (s) 11.54 ± 1.67 8.69 ± 1.90 9.46 ± 1.21 7.74 ± 1.34 9.35 ± 1.68 

 

ภาพที่ 7 แสดงผลลัพธของการคนหาเครื่องหมายกากบาทบน Answer Sheet 2 โดยแสดงจํานวนขอที่คนหาเครื่องหมายกากบาท

เจอในแตละชุดกระดาษคําตอบ จากภาพขอสอบจะเห็นไดวาชุดที่ 4, 5 และ 6 ใหผลการคนหาถูกตองทั้งหมด ในขณะที่ขอสอบชุดที่ 1, 

9, 11 และ 16 จะเห็นไดวามีความผิดพลาดในการคนหากากบาทที่ต่ําวา 75 ขอ (จาก 80 ขอ) ซ่ึงสวนใหญเปนผลมาจากการทํา

เครื่องหมายกากบาทที่ผิดรูปทรงไปจากปกติ และการทําเครื่องหมายที่ไมชัดเจนจนทําใหเกิด FN และรอยขีดฆาจากผูทําขอสอบทําใหเกิด 

FP ภาพที่ 8 แสดงตัวอยางของการคนหาเครื่องหมายกากบาท โดยจะทําการแกเอียง (ภาพที่ 8(ก)) กอน จากน้ันใช FFTC คนหากากบาท

แบบหยาบ(ภาพที่ 8(ข-ค)) สุดทายจะใชการจําแนกขอมูลดวย SVM สําหรับการยืนยันเครื่องหมายกากบาท (ภาพที่ 8(ง) แสดงโดยกรอบ

สี่เหลี่ยมสีแดง)  

 
 

 
ภาพที่ 8 ตัวอยางของการคนหาเครื่องหมายกากบาท (ก) ภาพตนฉบับที่ มีแกเอียงแลว (ข) ภาพผลลัพธของการทํา FFTC  

(ค) เครื่องหมายที่คาดวาจะเปนกากบาท (ง) ผลลัพธการคนหาเครื่องหมายกากบาท 

 

การตรวจคําตอบ 

การตรวจคําตอบใชวิธีการเทียบตําแหงพิกัดระหวางตอบที่ถูกตองกับคําตอบจากกระดาษคําตอบผลลัพธที่ไดพบวาความถูกตอง 

100% โดยวัดจากเครื่องหมายกากบาทที่คนหาได ในการน้ีความถูกตองในการตรวจคําตอบที่มีประสิทธิภาพถึง 100% เกิดมาจากการแก

ความเอียงของกระดาษคําตอบ ทําใหตําแหนงของเครื่องหมายกากบาทมีความคลาดเคลื่อนไปจากตําแหนงของคําตอบที่ถูกตองนอยมาก 

 
ภาพที่ 7  ผลการคนหาเครื่องหมายกากบาทบนชุดขอสอบ Answer Sheet 2 
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ดังตัวอยางในภาพที่ 9 แสดงผลการตรวจขอสอบจากชุดขอสอบ Answer Sheet 2 จํานวน 4 ตัวอยาง ในกรอบสี่เหลี่ยมสีแดงคือ

เครื่องหมายกากบาทที่คนหาได และคําตอบที่ตอบถูกแสดงในกรอบสี่เหลี่ยมสีนํ้าเงิน 
 

 
5. สรุปผลการวิจัยและขอเสนอแนะ 

งานวิจัยน้ีนําเสนอโปรแกรมประยุกตสําหรับการตรวจขอสอบแบบปรนัยดวยเทคนิคการประมวลผลภาพ โดยมีการทํางานสองสวน

หลักคือ 1) การคนหาเครื่องหมายกากบาท และ 2) การตรวจคําตอบ ผลการทดลองไดดําเนินการบนชุดขอสอบ 2 ชุด ไดแกชุดขอสอบ

จากอาสาสมัคร และนักศึกษาที่เรียนวิชาคอมพิวเตอรสารสนเทศขั้นพื้นฐานปการศึกษา 2/2553 ประสิทธิภาพของวิธีการที่นําเสนอใหผล

ความแมนยําของการคนหาเครื่องหมายกากบาท ที่ 97% และ ใหผลความแมนยําในการตรวจคําตอบที่ 100% โดยใชเวลาในการ

ประมวลผลตอขอสอบ 1 ชุด ประมาณ 9 วินาที (MATLAB R2014, Intel Core2Duo E8400 3.00 GHz, RAM 4 GB)  

จากการศึกษาการทดลองพบวาพฤติกรรมของการทําเครื่องหมายกากบาทของแตละคนมีความแปรปรวนคอนขางสูง ทั้งขนาด รูปราง 

ความเอียง และนํ้าหนักของการเขียนทําใหเกิดความผิดพลาดของการคนหา จากการตรวจสอบพบวาการสกัดคุณลักษณะของเครื่องหมาย

กากบาทเพื่อนําไปฝกสอนใหกับตัวแบบ SVM เปนวิธีที่จะเพิ่มความถูกตองของการคนหา ซ่ึงสามารถนําไปปรับปรุงประสิทธิภาพในการ

คนหาตอไป  

การพัฒนาเทคนิคสําหรับการตรวจขอสอบแบบปรนัยที่นําเสนอใหผลลัพธที่มีความแมนยําสูง มีประสิทธิภาพในการคนหาเครื่องหมาย

กากบาทและการตรวจคําตอบที่มีความผิดปกติในดานความเอียงของที่เกิดจากสแกน และความแปรปรวนตอลักษณะของกากบาท ในการ

น้ีวิธีการที่นําเสนอสามารถที่จะนําไปพัฒนาตอยอดเพื่อใชงานจริง สามารถปรับใหเขากับรูปแบบของกระดาษคําตอบของแตละ

สถาบันการศึกษาได ซ่ึงผูวิจัยจะดําเนินการพัฒนาโปรแกรมสําหรับการประมวลผล และการจัดเก็บคะแนนสอบตอไปในอนาคต 
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