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Abstract

A multiple-choice examination checking (Optical Mark Recognition: OMR) machine is widely used in academy for
evaluation the effectiveness of study because it has a robustness and fast for answer checking and score processing.
However, this machine is quite expensive and not available for low budget academies. Moreover, the answer sheet
for OMR machine is a specific. It is difficult to change an academy's answer sheet. This paper aims to develop an
application for a multiple-choice answer sheet checking. The proposed method consists of two frameworks; 1) cross
marker detection and 2) answer checking. For evaluation, Sakonnakorn Rajabhat University multiple-choice answer
sheet (120 items and 5 choices) is implemented throughout in this experiment. The answer sheets are marked by 65
students; 40 volunteers and 25 students in class of computer and fundamental information technology. The
effectiveness of cross marker detection (9,6 00 markers) provides 97% accuracy. For answer checking provides 100%
accuracy.

Keywords: Multiple-choices answer sheet; Fourier Convolution; Support Vector Machine
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FumuinaiinerhasduaiesanonnumieiiFesneulagiu (Fourier Convolution) [6] Tniulddwmesniamesudady
(Support Vector Machine) [7 - 11] dmfunsnasuanuduademuisninum Tuﬁaummmimwﬁmamﬂ%’ﬂﬁizq
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wag v=0,1,2,...N-1 dmsumsuvasisesuuunniuienly (2) 1007 x=0,1,2,..M-1 udz v=0,12, N1

)

fooy) = 0 I Fuwve ™ )
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Ml fixy) wag hlxy) aua1du nsaeuligtuastewny fixy) « hixy) AaEunsi (3)
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aumsi (4)
real [Clxy)] = iFFT{ FFT{ fix,y) ) * FFT( h(x,y) ) ) (4)
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Start
Preprocessing Cross marker detection Answer checking
i Input answer sheet ; > Prepare choice answer
. Cross marker detection
Image preprocessing il . ] Answer checking
using FFT convolution
Answer sheet orientation Cross marker validation Output score and answer
adjustment using SVM analysis

End
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msintrdoya (image input) fenstnssausneudgnisaunudieiaiesaunuuuuseidodagldnmstounssauade
az 10 g0 lneflnnavesnmeradsulunmdnvaznistounseay Jevuasatuliunn
115US2UIANANINADUNITYIINIY (Preprocessing) %”'umauﬁl,ﬂumiﬂ%’uﬂqnmwﬂismwﬁmamﬁaam Feyrausunaulu
Funeunisindrdeyann Fufnanqunmeesnseaiy Suduisnazsiinisnsosdyaimnin (image Filtering) Litoas
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M15197 1 TURBUITNTAUNILATDINUIININUN

Algorithm 1: Cross marker candidate detection
Input: Answer sheet (A), cross template (B).
Output: Cross symbol point (O).

Method: 1: Read image (A);

2: Let R be the FFTC results;

3: Let r = 0 be initial result;

4: for each b, b;€ B do

5 r = iFFTL FFT(A) - FFT(6) J;
6: R = r+r;
7
8

: end
. if R>th then, convert R to binary using threshold (th);
9: R=1,
10: else
11: R=0;
12: end

13: Morphology dilation processing with R;
14: Find centroid of cross symbol candidate, G,

ﬁ?iﬁﬂ%?éﬂ?@d%&/?ﬂﬁ?ﬂvm (Cross Marker Detection)

n1sRun e onuIen U Imsuuney Wuduneuilildsundsesusnaiiniaiiazifuninun (Cross Marker
Candidate) Imﬂ%’%’%msﬂ&%a%muﬁg% (FFTO) #heaunsit () tunsuvesmsviaunanslunisad 1 laedt 8 fio wamnan
AU (Cross Template) Alddm3u FITC Amunlnefidesomsinnmdssiaudoniifiniomsnennuimunng 22x22 ganmn
Fregaianmd 5(n) A nanedaniwnsgatusimeu FFTC (Ussviafl 4 - 7) AgUszananafiuyn Cross Template wazinad
Ifnsufuanssianm 5 @) mmishuvasdunmluunideriasiregldusnaiinniesdueienunenmnum fanmi se)
\Audeyargaguinatsves (O vnafananuiieldlunisduinsield

n139599a9UR7ML TUN1NYIM (Cross Validation) ¥reafin SYM wuy 2 aata Aeuduaiiayadoya fn (Training
Dataset) 9ndaaau 25 4 fidnsarsileuazidendiogadoyaynas 10 f1e81s (AANAAT 5 A1W) YUIA 16x16 IANTH
(T 6(n) nTuarndnvasiuresn (Feature) frenslduasiuanumuuiy (Density) NNV NlUUITVUIA
axa ynm agladeyaninunng 16 94 (il 6(2) aiudnunihdayanmueer nidignszuiunsiseuslag SYM \ieasha
Gly’e]LL‘U‘UET’]LLUH%’u‘fljmﬂLﬂurﬂ'ﬁﬁ%’]ﬂ;ﬂ%auﬂaﬂﬂﬁ@U (Testing Dataset) Tngthandiaiaitaziduaisanuneninuinllade

SnwuzlAuguAIiutayain Juanvihetveyainuazu LEgnTEUINITIIMUNGTY SVM LUY 2 Aana

MKIKIEXIK

(n) () (m)

Al 5 139 FETC (n) faeg19wea Cross Template (9) kavasnisvin FFTC uag (A) anluwn3deedndada (th)
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Training data | Class
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1159399A MY

msmwﬁwa‘uLLﬁﬂaaﬂLﬁu%umauuﬁﬂ6] fio 1) MInsIedeUnINeLaYToTeIR e 2) NMsRsavdeuAuRnNanlunsai
finsmaumiiunilsiadonlunilede 3) M5RTI9AIRBULAZNITILATLUL N1FATIVFINBUILLIFIUMUIULLAY X UAZ ¥ V89
mmm/lLﬁﬁmﬁ’w‘hLmﬂqﬁgﬂéfadﬁwssﬁlsmaﬁg’uﬁqﬂimaﬁggﬂéﬁau (Euclidian Distance) 393z f03%1n15n3eRAn
nszAuAReUREn T ddnuaie W Ine1deifioanAnuAaIALAGEUTRINITA AR BY Tnedunsunsnsivdeumngavde
Y0IAROULERTIUAISIIT 2 (Algorithm 2) Tnoil C,-:(x,y)l. ;i=1..120 AR AAUEININUINIINATAUNILASBINUIEAINUIN
S=[i j] Aenawaasdodasu i=1..120 Avvanewavle way j={1, 2, 3, 4, 5} Aeduden (0, ¥, A, 1 Lazy 1), M, Aownuiiiinves
ﬂismwﬁmauﬁm%’ﬂ%mwaawmaLam%'aLLazéTaLﬁaﬂﬁgﬂLLUUéfafT [x; vy i J ler. 00 VO8I X Wag y;; AONAAUULAY X

way y vosdeil i=1..120 wazdndendl j=(1, 2, 3, 4, 5}

minusgansnim

ganszarwimeulilunsvaaeuniaiuassynie nszaummeuiivieiomanelagetanaing (Answer Sheet 1) 1u
tnAnwanaviivinaluladarsaumadiuag 40 au Aaznds-e wlansmaasseeniduaugaldun 40 4o 80 o uas
120 U9 Imaﬁmsmuqumw‘hLﬂéaqwuwaaaqﬂwﬂﬁ Igud 1) mavmunnitaesiadentunilede waz 2) In1savuaznisia
s uaznszauimeuiivhiedomnelasihAnuniiFeuineeuiamesasaumatuiiugudmsinu 2/2553 S 25 au
(Answer Sheet 2) FslunszaudmouseilJumsvindeausia lifinnsmugunisiiaiemnelag lumsiedesdoluntsin
Uszansnmazldnsinaianuniudrserouiiatuanindiuaaldniunised 3 Ineldamamuudug (Accuracy) anu
aunsi (6) - (8) Taedt TP ﬁaﬁﬂmumﬂmmﬁﬁumlﬁgﬂéfaq N ﬁaﬁwmui’mqﬁiﬂﬂimﬂuwﬁﬁumlﬁgmﬁaa FP Aod1uIu

mau U bawebdleninuin wag FN Aesruiuvasnmnuimiaumlile
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M15799 2 YURBUITNITATIIAMBU

Algorithm 2: Check answer

Input: Coordinate of cross symbol C; = (xy)..

Output: Score R.

Method: 1: Create correct answer S; = [i j];

2: Create coordinate answer mapping M, = [x,-,j Yij i jl-1 600
3:Let A =[]
4: for each C; do

5: k = arg mindEuc(C,M)I:
6: A= My
7
8

s end
:Let R =0,
9: for each A; do
10:  if A(4) == 5(4)

11: R = R+1,;
12:  end
13: end

A1519% 3 PRUTITULUMSNG (Confusion Matrix)

Predicted class
Yes No
Actual Yes TP FN
class No FP TN
TP+TN
Accuray = —————— (6)
TP+FN+FP+TN
TP
Precision = (7)
TP+FP
TP
Recall = (8)
TP+FN

4. NanN1INNaDg
NITAUNIASDIIININYTY

mswmaawummwwﬁmau Answer Sheet 1 $14U 9,600 U8 Wudﬂawuﬁaﬁumm%mmsmwnmwgnﬁm (TP)
$1uau 9,211 4o Swruveamnumilianusadumls (FN) Sy 185 de Aumingdilaldninum (3emanedu 1wy
sovau s8Tnen 1udu) (TN) $1uu 10 90 wazswaunnumiisumlauslaileninuin (FP) 115 4o Tudiuaes Answer

¥
v

Sheet 2 31u3U 2,000 98 lonan1sAumsall TP=1,931, FN=70, TN=0 wag FP=9

ada

nsUsuLiiuUsEans e siuneyiaitiaue nanisnageuliainiuLlug (Accuracy) man%u’umaﬁ%agjﬁ 97% lny
FuneuitnsfumiaIosunenInuIME AL LIS lunNSAUIINAU MG (Precision) B9 99% luduresdnsiaugnaes
maﬁ%umau%‘%ﬁmmmmmﬁumgﬂéfm (Recall) 98% Fawan1snnassnansliiuisUszansainaununiuieniny
wUSUTIUAN ﬁLﬁm?Tumﬂmw‘iﬁaaaUImaﬂfjwﬂ%ﬁﬂmu 65 AL LY JUNTI KAZVUIATDININUM F08TA2N UagToaUaIN
thenaudnin Wudu nanlunsuszananalag MATLAB R2014, Intel Core2Duo E8400 3.00 GHz, RAM 4 MB 1#1aa1Useana

9 3dl siegn YusdivvuiaveInsEAwAmaUNauny Usednsnmvestunawisuanslilunsnd 4
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M15199 4 HANNSNAABINITAUNILATBINLIBNINUIN

Answer Sheet 1 Answer Sheet 2 374
40 99 80 9@ 120 U9 80 9@
Accuracy 0.9795 0.9722 0.9621 0.9603 0.9686
Precision 0.9857 0.9880 0.9879 0.9944 0.9891
Recall 0.9935 0.9837 0.9735 0.9654 0.9791
Computation time (s) | 11.54 + 1.67 8.69 + 1.90 9.46 + 1.21 7.74 + 1.34 9.35 + 1.68

AT 7 LA AN UBINISAUNILAS DININENINUIMUY Answer Sheet 2 TnguanssuIudafifumnLas osmanenInuIm
\welulrarYANIEA1YAINOY mﬂmw%’aaamuﬁulﬁdwsqmﬁ 4,5 uay 6 IﬁwaﬂWSﬁuuwgﬂé’faqﬁ”’nuum Tummsﬁ%’aaawmﬁ 1
9, 11 war 16 iuldinfinmufanarnlunisdunininumiisnin 75 de (30 80 d8) Fearulugiunauiainnisy
m%wmamﬂmwﬁﬁmgﬂmﬂ.ﬂmnﬂﬂa wasmsvinaIsnedilidauauiiliife FN wazseedaganndiiteasuyinliia
FP Al 8 wanadnaensveanshunLAsemanennum Tngasyinnnsudises (Mt 8(n) neu aniald FETC dummnum

WUUnEUO M 8(3-m) gaviheagldnisiundeyame SYM dmsunistuduaiesmneninuin (1w 8(q) uandlagnsau

a a

AVRUUALA)

80

75

70

v

PUIUVD

65

°

60

55

50

NTZABANN DU

a 9] A I
AN 7 WANITAURLAIBINAIYNINUIMNUUYAVDFDU Answer Sheet 2

v OOBO0 |~ OO0RG | & 0000
D000 | = B00CO, =00000
00080 | 2 0Cana | sor
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