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บทคัดยอ 
งานวิจัยนี้เปนการนําเสนอการพยากรณความตองการไฟฟาระยะส้ันของระบบจําหนาย 22 kV สถานีไฟฟาบานนาทอน แขวงสาละวัน 

สาธารณรัฐประชาธิปไตยประชาชนลาว โดยใชเทคนิคโครงขายประสาทเทียม  (Artificial Neural Networks, ANNs) ชนิดแพรคา

ยอนกลับ (Back-Propagation Learning Algorithm) แบบมีผูฝกสอน (Supervised Learning) โดยมีแบบจําลองท่ีมีหน่ึงช้ันซอน และ 

สองช้ันซอน และใชความสัมพันธระหวางความตองการไฟฟาสูงสุด กับอุณหภูมิสูงสุด-ตํ่าสุด ฤดูกาล และประเภทของวันมารวมทําการ

วิเคราะห โดยผลการพยากรณ เปนท่ียอมรับได โดยพบวาประสิทธิภาพของโครงขายประสาทเทียมท่ีมีหน่ึงช้ันซอนใหผลการทดสอบโดยมี

คาผิดพลาดเฉล่ียสัมบูรณ (MAPE) เทากับ 2.82% ดีกวาแบบสองช้ันซอนท่ีมีจํานวนนิวรอนในช้ันซอนท้ังสองเปนจํานวนเทากันและไม

เทากัน พบวาคาผิดพลาดเฉล่ียสัมบูรณ (MAPE) เทากับ 3.05% และ 3.06% ตามลําดับ  ซึ่งในการศึกษานี้ไดใชขอมูลความตองการไฟฟา

สูงสุดในแตละวันในป พ.ศ.2557 จากสายปอนท่ีจายไฟภายในนิคมอุตสาหกรรม (JV06:สาละวัน 2) และสภาพอากาศในป พ.ศ. 2557

ไดแก อุณหภูมิสูงสุด ความช้ืนสัมพัทธเฉล่ีย ปริมาณน้ําฝน และชวงเวลา เพ่ือพิจารณาวาจะมีความเก่ียวพันกันกับความตองการไฟฟามาก

นอยเพียงใด ปจจัยท้ังหมดถูกนํามาวิเคราะหโดยใชการเขียนกราฟแผนภาพการกระจาย (Scatter Diagram) และหาความสัมพันธผาน

สมการถดถอยเชิงเสนตรง (Linear Regression: R2). 

คําสําคัญ: การพยากรณความตองการไฟฟาระยะส้ัน; โครงขายประสาทเทียม; การเรียนรูแบบแพรยอนกลับ; สัมประสิทธ์ิแสดงการ

ตัดสินใจ   
 

Abstract  
This research presented short-term load forecasting for Ban-Nathone substation ,Salavane province , Lao PDR by 

using Artificial Neural Network (ANN) consisted of 1 and 2 hidden layer model with back propagation supervised 

learning algorithm  based on the analysis of associates among daily peak load, highest-lowest temperature, 

weather, and characteristics of calendar days. The forecasting result was acceptable for the ANN with 1 hidden 
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layer for it could obtain the mean absolute percentage error (MAPE) of 2.82%, which was more accurate than that 

of 2 hidden layers using the same and different numbers of neural with mean absolute percentage error of 3.05%, 

and 3.06%, respectively. This research used the daily peak load data in 2014 from the industrial area (JV06: feeder 

Salavane2), and the weather information in 2014 consisted of the highest temperature, average humidity, rainfall 

intensity, and the considered time interval for load demand determination. These factors had been analyzed using 

scatter diagram and linear regression equation (Linear Regression: R2). 

Keywords: short-term load forecast; artificial neural networks; back-propagation learning; coefficient of decision 
 

1. บทนํา 
ปจจุบันพลังงานไฟฟาจําเปนในการดํารงชีวิตประจําวันและเปนปจจัยพ้ืนฐานท่ีสําคัญในการขับเคล่ือนเศรษฐกิจในสาธารณรัฐ

ประชาธิปไตยประชาชนลาว จากแนวโนมของเศรษฐกิจท่ีกําลังมีการขยายตัวสูงข้ึนการจัดหาพลังงานไฟฟาใหเพียงพอตอความตองการ

ไฟฟาน้ันจึงเปนส่ิงจําเปนตองมีการวางแผนในการขยายกําลังการผลิต (Generation) ระบบสายสง (Transmission Line) และระบบ

จําหนาย (Distribution) ใหเพียงพอกับความตองการใชไฟฟาในอนาคตดังนั้นการพยากรณท่ีมีความแมนยําจึงมีความสําคัญอยางมากตอ

ความม่ันคงดานพลังงานไฟฟาของประเทศ [1] 

ปจจุบันไดมีการแยกประเภทของการพยากรณความตองการไฟฟาตามระยะเวลาท่ีพยากรณไฟฟาอยู  4 ระยะคือ 1) การพยากรณ

ความตองการไฟฟาระยะส้ันมาก (Very Short-Term Load Forecasting; VSTLF) เปนการพยากรณความตองการไฟฟาในชวงเวลาส้ัน

มาก เชน รายนาที รายคร่ึงช่ัวโมง เปนตน การพยากรณในลักษณะน้ีมีจุดประสงคเพ่ือควบคุมใหการวางแผนการใชเช้ือเพลิงในการผลิต 

การซื้อ-ขาย ใหประหยัด คุมคา และระบบตองมีความม่ันคงมากท่ีสุด หรือใชกําหนดราคาคาไฟฟา 2) การพยากรณความตองการไฟฟา

ระยะส้ัน (Short-Term Load Forecasting; STLF) เปนการพยากรณความตองการไฟฟาในชวงเวลาส้ัน เชน รายช่ัวโมง รายวัน ราย

สัปดาห เปนตน การพยากรณในลักษณะน้ีมีวัตถุประสงคเพ่ือวางแผนการใชเช้ือเพลิงในการผลิตไฟฟาใหมีประสิทธิภาพ จัดตารางในการ

บํารุงรักษาโรงไฟฟา และควบคุมการผลิตระบบกําลังไฟฟาสํารอง 3) การพยากรณความตองการไฟฟาระยะกลาง (Medium-Term 

Load Forecasting; MTLF) เปนการพยากรณความตองการไฟฟาในชวงเวลาปานกลาง เชน รายเดือน รายป เปนตน การพยากรณใน

ลักษณะน้ีมีจุดประสงคเพ่ือ วางแผนการผลิตไฟฟาใหเพียงพอ กับกลุมผูใชไฟฟาประเภทตางๆ ขยายระบบผลิต และระบบสง 4) การ

พยากรณความตองการไฟฟาระยะยาว (Long-Term Load Forecasting; LTLF) เปนการพยากรณความตองการไฟฟาในระยะยาว เชน 

15-20 ปลวงหนา เพ่ือวางแผนการขยายกําลังผลิต สรางโรงไฟฟา หรือจัดหากําลังไฟฟาใหเพียงพอกับความตองการของผูใชไฟฟาใน

อนาคต [2] ซ่ึงในงานวิจัยนี้เปนแบบระยะส้ันโดยใชขอมูลความตองการไฟฟาสูงสุดในแตละวันในป พ.ศ.2557 ของสายปอนท่ีจายไฟ

ภายในนิคมอุตสาหกรรม (JV06:สาละวัน 2) และใชขอมูลสภาพอากาศในป พ.ศ.2557 เชนอุณหภูมิสูงสุด ความช้ืนสัมพัทธเฉล่ีย ปริมาณ

นํ้าฝน เพ่ือพิจารณาวาจะมีความเก่ียวพันกันกับความตองการไฟฟามากนอยเพียงใด แลวจึงนําเอาไปเปนขอมูลท่ีใชเขาในการสราง

แบบจําลองการพยากรณตอไป  การพยากรณความตองการไฟฟายังมีหลายวิธี เชน การใชเทคนิคเชิงสถิติเชน วิธีการถดถอยพหุคูณ 

(Multiple Regression) [3] , วิธีเอกโพเนนเชียลสมูตติง (Exponential Smoothing) [4], วิธีอนุกลมเวลา (Time Series) [5] เปนตน 

ซ่ึงวิธีการตางๆท่ีกลาวมาเปนการหาคําตอบในชวงขอมูล ในเวลาน้ันๆไมมีการจดจําและเรียนรูและตองใชสมการทางคณิตศาสตรจํานวน

มากในการวิเคราะห ดังน้ันในงานวิจัยน้ี จึงไดมีการนําโครงขายประสาทเทียม (Artificial Neural Networks: ANNs) [6 – 8] ซึ่งเปน

เทคนิคท่ีมีความสามารถในการเรียนรูฟงก ชันตอเน่ืองแบบไมเปนเชิงเสนหลายชนิดไดอยางแมน ยําภายในขอบเขตท่ีเรียนรู โดย

แบบจําลองของโครงขายประสาทเทียมท่ีใชจะเปน ชนิดแพรคายอนกลับ (Back-Propagation Learning Algorithm) แบบมีผูฝกสอน 

(Supervised Learning) และใชความสัมพันธระหวางความตองการไฟฟาสูงสุด กับอุณหภูมิสูงสุด – ตํ่าสุด ฤดูกาล ประเภทของวัน

มารวมทําการวิเคราะห 
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2. วิธีดําเนินการวิจัย 

หาความสัมพันธดวยสัมประสิทธ์ิการตัดสินใจ 

ในบทความน้ีผูวิจัยไดมีการนําขอมูลจากแหลงตางๆท่ีไดระบุไว เพ่ือนําไปวิเคราะหโดยใชแผนภาพการกระจาย และหาความสัมพันธ

ผานสมการถดถอยเชิงเสนตรงอยางงายดังสมการ (1) 

Y = ax + b               (1)  
 

การวิเคราะหความสัมพันธนี้เปนการศึกษาถึงสภาพอากาศวาจะมีความเกี่ยวพันกันกับความตองการไฟฟามากนอยเพียงใด เม่ือวิเคราะห

ปจจัยทางสภาพอากาศแลวปรากฏวามีผลตอความตองการไฟฟา ก็จะนําสภาพอากาศน้ันมาเปนขอมูลอินพุตในการพยากรณ ซ่ึงสภาพ

อากาศท่ีจะนํามาวิเคราะหไดแกขอมูลตอไปน้ี [9] 

อุณหภูมิสูงสุด (°C) กับความตองการไฟฟา  (MW) 

ความช้ืนสัมพัทธเฉล่ีย (%) กับความตองการไฟฟา  (MW) 

ปริมาณน้ําฝน(mm) กับความตองการไฟฟา  (MW) 
 

สถาปตยกรรมของโครงขายประสาทเทียมแบบแพรยอนกลับ 

โครงขายประสาทเทียมชนิดแพรยอนกลับ (Feedforward Back Propagation Neural Network ) จะประกอบไปดวยจํานวน

นิวรอนท่ีเรียงตอกันเปนช้ันๆไดแก ช้ันอินพุต (Input Layer) ช้ันเอาตพุต (Output Layer) และช้ันซอน (Hidden Layer) ซ่ึงอยูระหวาง

ช้ันอินพุต และ เอาตพุต ทุกๆนิวรอนในช้ันอินพุตจะสงสัญญาณไปยังทุกๆนิวรอนในช้ันซอนแรก และทุกๆนิวรอนในช้ันซอนแรกจะสง

สัญญาณไปยังทุกๆนิวรอนในช้ันถัดไป จนในท่ีสุดทุกๆนิวรอนในช้ันซอนสุดทายจะสงสัญญาณไปยังทุกๆนิวรอนในช้ันเอาตพุตดังภาพท่ี 1 

โดยในแตละช้ันจะมีการเช่ือมตอระหวางนิวรอนดวยตัวเช่ือมท่ีสามารถปรับเปล่ียนได ซึ่งเรียกวา คาถวงน้ําหนัก (Weight) และคาตัวทด

ไบแอส (Bias) นอกจากนี้ยังมีทรานเฟอรฟงกชัน (Transfer Function) ชวยในการคํานวณหาคาท่ีเหมาะสม ภาพท่ี 1แสดงโครงขาย

ประสาทเทียมท่ีมี สองช้ันซอนโดยมี p1, p2, p3…, pR เปนอินพุตของโครงขาย, a1 เปนเอาตพุตของช้ันท่ี 1 ซึ่งก็เปนอินพุตของช้ันท่ี 2 

ดวยและ a2 เปนเอาตพุตของช้ันท่ี 2 ซึ่งก็เปนอินพุตของช้ันขอมูลเอาตพุตดวย และ a3 เปนเอาตพุตของโครงขายประสาทเทียม โดยมี f1, 

f2 และ f3 เปนทรานเฟอรฟงกชัน ซ่ืงคา a1, a2และ a3 จะสามารถหาไดจากสมการตอไปน้ี 
 

1 1
a = 1(p*W1+b )f           (2) 
2 1 2

a = 2(a *W2+b )f           (3) 
3 2 3

a = 3(a *W3+b )f           (4) 
 

โดยท่ี  W1, W2, W3 คือ คาถวงนํ้าหนักท่ีเช่ือมระหวางช้ันขอมูลดานอินพุต และช้ันซอนแตละช้ันจนถึงช้ันเอาตพุต 

b1, b2, b3 คือ คาไบแอส (Bias) ในช้ันซอนท่ี 1, 2 และช้ันเอาตพุต 

ถาโครงขายประสาทเทียมมีจํานวนช้ันซอนเพียงช้ันเดียวหมายความวา จะมีช้ันอินพุต ช้ันซอน และช้ันเอาตพุตเทาน้ัน 
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                            Input       layer 1                   layer 2     layer 3 

 

 

 

 

 

 

 

 

 

 

 

ภาพท่ี 1 โครงขายประสาทเทียมท่ีมี 2 ช้ันซอนแบบหลายอินพุต 
 

ในการศึกษาน้ีจะใชซอฟทแวร Matlab ซึ่งมีคําส่ังในการสรางโครงขายประสาทเทียมและกําหนดองคประกอบท่ีใชในกระบวนการ

สอนและการเรียนรูของโครงขาย โครงขายประสาทเทียมท่ีใชในการทดลองคร้ังนี้เปนโครงขายประสาทเทียมแบบหนึ่งช้ันและสองช้ันซอน

ท่ีมีการทํางานแบบฟดฟอรเวิรด (Feed-Forward Neural network) และใชฟงกชันกระตุนแบบไบโพลาชิกมอยด  (Tansig) ในสวนของ

การสอนจะใชรูปแบบปอนไปขางหนาท่ีมีการเรียนรูแพรกลับความผิดพลาดแบบ gradient descent และมีการปรับอัตราการเรียนรูแบบ 

(traingda) ท้ังนี้ไดมีการทําใหมีการเรียนรูไวย่ิงข้ึนโดยอาศัยคาโมเมนตัมและกําหนดการเรียนรูแบบ learngdm  

การหาประสิทธิภาพของเครือขายประสาทเทียมจะเปนการหาคาเปอรเซ็นความผิดพลาดสัมบูรณท่ีนอยท่ีสุด (Mean Absolute 

Percentage Error) ซ่ึงหาไดจากสมการตอไปน้ี (5) 

ANN real

real

P -P1
MAPE 100%

PI=1

N

N
 

 
 
 

         (5) 

 

โดยท่ี  PANN  คือ กําลังไฟฟาสูงสุดไดจากโครงขายประสาทเทียม (MW) 

P real คือ กําลังไฟฟาสูงสุดจากขอมูลจริง (MW) 

N     คือ จํานวนขอมูลท่ีใชในการทดสอบ 

 

ปจจัยท่ีมีผลตอการพยากรณ 

ในการศึกษาเลือกลุมขอมูลความตองการไฟฟาจากสถานีไฟฟา บานนาทอน แขวงสาละวัน สาธารณรัฐประชาธิปไตยประชาชนลาว 

พบวามีการจายไฟใหระบบจําหนาย 6 สายปอน ผานหมอแปลงไฟฟาขนาด 20 MW 115/22kV จํานวน 2 เคร่ือง ปจจุบันมีการจายไฟ 

ท้ังหมด 5 สายปอน ท้ังน้ีมีอกี 1 สายปอนท่ียังอยูในระหวางการดําเนินการติดต้ังดังภาพท่ี 2 

 

 

 

 

lw2,1 

1 

Σ Σ 

Σ Σ 

Σ Σ Σ 

P1 

P2 

P3 

PR 

f1 f2 f3 

f1 

f1 

f2 

f2 

f3 

f3 

Iw1,1 1,1 

s,R 

n1
1 n2

1 n3
1 a1

1 1,1 1,1 a2
1 a3

1 
lw3,2 

Iw1,1 

n1
2 

n1
s
1 

a1
s
1 

lw2,1 

b1
1 

b1
2 

b1
s
1 

a1
2 

b2
1 b3

1 

n2
2 a2

2 
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s
2 

n2
s
2 

n3
2 a3

2 

b2
s
2 

lw3,2 
s2,s1 s3,s2 b3

s
3 

n3
s
3 a3

s
3 

1 1 

a1 = ƒ1 (lW1,1 p+ b1) 
 

a2 = ƒ2 (lW2,1 a1+ b2) 
 

a3 = ƒ3 (lW3,2 a2+ b3) 
 a3 = ƒ3 (lW3,2 ƒ2 (lW2,1 ƒ1 (lW1,1 p+ b1)+b2)+ b3) 

 

1 1 1 

1 1 1 

Σ 

Σ 

. 

. . . 

. . . 
. . . 

. . . 

. . . 
. . . . . 



L.  S ou n aph an  & D .  W ir o t eu r a i ru an g  /  SNRU  Jou r n al  of  S c i en ce an d T ech n o lo gy  9 ( 3)  ( 20 17 ) 60 7    6 16 

611 

 

 

 

 

 

 

 

 

ภาพท่ี 2 แสดงวงจร Single Line Diagram การจายไฟฟาสถานีบานนาทอน แขวงสาละวัน 
 

ในงานวิจัยน้ีผูวิจัยไดนําขอมูลจากแหลงตางๆท่ีไดระบุไวเพ่ือนําไปวิเคราะหดวย Microsoft Excel จากน้ันจึงนําขอมูลปริมาณการใช

ไฟฟาในแตละเดือน มาสรางกราฟเพ่ือหารูปแบบของการใชไฟฟาของแหลงจายไฟท้ังสองสายปอน ดังแสดงในภาพท่ี 3 และ 4 
 

 

 

 

 

 

 

 

 

       ภาพท่ี 3 กราฟความตองการไฟฟาของเทศบาลเมือง                 ภาพท่ี 4 กราฟความตองการไฟฟายานอุตสาหกรรม 

                   รหัสสายปอน JV:13 สาละวัน 1                                        รหัสสายปอน JV:06 สาละวัน 2 
 

 จากภาพท่ี 3 จะเห็นไดวาคาความตองการไฟฟามีรูปแบบ (Pattern) ในแตละชวงเวลาของเดือน ท่ีใกลเคียงกัน ตางกันท่ีขนาดของ

ความตองการไฟฟา (MW) การใชไฟฟาจะสูงข้ึนในชวงเวลา 8:00 น. ถึง 12:00 น. และ 13:00 น. ถึง 17:00 น. โดยเปนเวลาทํางานของ

โหลดประเภทเคร่ืองปรับอากาศ คอมพิวเตอร ฯลฯ และจะสูงข้ึนอีกคร้ังในชวงเวลา 18:00 น. ถึง 21:00 น. ซึ่งเปนการใชไฟฟาท่ี

เก่ียวของกับท่ีอยูอาศัย เชน ทีวี แสงสวาง และ โหลดประเภทอ่ืน ๆ 

 จากภาพท่ี 4 จะเห็นไดวาคาความตองการไฟฟามีรูปแบบ ในแตละชวงเวลาของเดือน จะมีความใกลเคียงกันแตมีบางเดือนการใช

ไฟฟาจะมีคาท่ีสูงและตํ่าผิดปกติ เน่ืองจากความตองการในการผลิตของโรงงานตองสอดคลองกับการใชไฟฟา ซ่ึงจะสูงข้ึนในชวงเวลา 

8:00 น.ถึง 12:00 น. และ 13:00 น. ถึง 17:00 น. โดยเปนชวงเวลาการทํางานของคนสวนใหญ และจะสูงข้ึนอีกคร้ังในชวงเวลา 18:00 

น. ถึง 21:00 น. แตคาความตองการไฟฟาจะตํ่ากวาในชวงเวลาการทํางานของคนสวนใหญเพราะการใชไฟฟาสวนมากจะมาจากโรงงาน

อุตสาหกรรม 
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3. การเตรียมขอมูลโหลดและปจจัยท่ีเก่ียวของ 

 จากท่ีกลาวมาแลวขอมูลท่ีจะนํามาใชในการพยากรณความตองการไฟฟาในอนาคตไดแก โหลดในอดีตและอุณหภูมิ แตเนื่องจากการ

พยากรณความตองการไฟฟาจะแยกเปนฤดูการและประเภทของวันตามรูปแบบการใชไฟท่ีหาไวแลว ดังน้ันขอมูลท่ีจะใชเปนอินพุตสําหรับ

โครงขายประสาทจะประกอบไปดวยคาท่ีเปนจํานวนจริงและเลขไบนารี (Binary) ขนาดสามบิต สวนอินพุตของโครงขายประสาทเทียมจะ

ประกอบไปดวยนิวรอนอินพุตจํานวน 14 นิวรอน โดยแตละนิวรอนจะใชสัญญาณอินพุตตางๆ สําหรับขอมูลอินพุตท่ีจะใชในการสอน ท่ีมา

จากการเลือกขอมูลอุณหภูมิและโหลดสูงสุดในอดีตท้ังหมด 42 วันหรือรูปแบบ คือ  

ฤดูรอนเร่ิมจากวันท่ี 1 – 14 เดือนมีนาคม2557 

ฤดูฝนเร่ิมจากวันท่ี 1 – 14 เดือนกรกฎาคม 2557  

 ฤดูหนาวเร่ิมจากวันท่ี 1 – 14 เดือนกุมภาพัน 2557 

 นอกจากน้ี ในกระบวนการเรียนรูของโครงขายประสาทเทียมแบบแพรกลับความผิดพลาดจะตองมีคาเอาตพุตเปาหมาย (Target 

Output) เพ่ือใชเปนคาอางอิงสําหรับเอาตพุตท่ีไดจากการสอนและการเรียนรูแตละคร้ัง และขอมูลท่ีตองการคือ คาโหลดสูงสุดของวันท่ี

จะพยากรณ ดังน้ันเอาตพุตจึงมีหน่ึงนิวรอนและมีจํานวนรูปแบบเทากับรูปแบบของอินพุต คือ 42 รูปแบบ 
 

ตารางท่ี 1 แสดงขอมูลท่ีจะนําไปเปนอินพุตของโครงขายประสาทเทียม 

ลําดับ รายการ 

1 โหลดสูงสุดของวันท่ีจะพยากรณ จํานวนจริงทศนิยมหน่ึงตําแหนง 

2 อุณหภูมิสูงสุดและตํ่าสุดของวันท่ีจะพยากรณ จํานวนจริงทศนิยมหน่ึงตําแหนง 

3 อุณหภูมิสูงสุดและตํ่าสุดของวันท่ีจะพยากรณ จํานวนจริงทศนิยมหน่ึงตําแหนง 

4 ดัชนีแสดงฤดูการแบงเปนสามฤดู เลขไบนารีสามบิต 

- ฤดูรอน 001 

- ฤดูฝน 100 

- ฤดูหนาว 010 

5 ดัชนีแสดงประเภทวัน เลขไบนารีสามบิต 

- วันทํางาน 100 

- วันหยุดประจําสัปดาห 010 

- วันหยุดพิเศษ 001 

6 ดัชนีแสดงวัน เลขไบนารีสามบิต 

- วันจันท 001 

- วันอังคาร 010 

- วันพุธ 011 

- วันพฤหัสบดี 100 

- วันศุกร 101 

- วันเสาร 110 

- วันอาทิตย 111 
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ตารางท่ี 2 แสดงโครงขายประสาทเทียมท่ีนํามาใชในการศึกษาแบบ 1 ช้ันซอน 

แบบท่ี จํานวนหนวยนิวรอนในช้ันซอน โมเมนตัม 

1            2,3,4,5,6,7,8,9,10,11,12 0 

2 2,3,4,5,6,7,8,9,10,11,12 0.20 

3 2,3,4,5,6,7,8,9,10,11,12 0.40 

4 2,3,4,5,6,7,8,9,10,11,12 0.60 

5 2,3,4,5,6,7,8,9,10,11,12 0.80 
 

ตารางท่ี 3 แสดงโครงขายประสาทเทียมท่ีนํามาใชในการศึกษาแบบ 2 ช้ันซอนท่ีมีจํานวนนิวรอนในช้ันซอนท่ี 1 และ 2 เทากัน 

แบบท่ี 
จํานวนนิวรอน 

ในช้ันซอนท่ี1 

จํานวนนิวรอน 

ในช้ันซอนท่ี2 
โมเมนตัม 

1 4 4 0 และ 0.60 

2 6 6 0 และ 0.60 

3 8 8 0 และ 0.60 

4 10 10 0 และ 0.60 

5 12 12 0 และ 0.60 
 

ตารางท่ี 4 แสดงโครงขายประสาทเทียมท่ีนํามาใชในการศึกษาแบบ 2 ช้ันซอนท่ีมีจํานวนนิวรอนในช้ันซอนท่ี 1 และ 2 ไมเทากัน 

แบบท่ี 
จํานวนนิวรอน 

ในช้ันซอนท่ี1 

จํานวนนิวรอน 

ในช้ันซอนท่ี2 
โมเมนตัม 

1 4 6,8,10,12 0 และ 0.60 

2 6 4,8,10,12 0 และ 0.60 

3 8 4,6,10,12 0 และ 0.60 

4 10 4,6,8,12 0 และ 0.60 

5 12 4,6,8,10 0 และ 0.60 
 

ขอมูลท่ีใชในการสอนเปนคาความตองการไฟฟาในอดีต 42 วัน คือ ฤดูรอนเร่ิมจากวันท่ี 1 – 14 เดือนมีนาคม ฤดูฝนเร่ิมจากวันท่ี  

1 – 14 เดือนกรกฎาคม และฤดูหนาวเร่ิมจากวันท่ี 1 – 14 เดือนกุมภาพัน 2557 

จากน้ันจะทําการทดสอบสมรรถนะของโครงขายประสาทเทียมท่ีผานการสอนดวยขอมูลของโหลด ฤดูกาล อุณหภูมิ และประเภทของ

วัน ในระหวางวันท่ี 1 – 21 เดือนพฤษภคม 2557 
 

4. ผลการทดลอง 

 การทดลองแบบจําลองโครงขายประสาทเทียมท่ีมีจํานวนช้ันซอน 1 ช้ัน มีการเปล่ียนคาโมเมนตัม 5 คาคือ 0.80, 0.60, 0.40, 0.20 

และ 0 ซ่ึงแตละคาของโมเมนตัมจะเปล่ียนจํานวนนิวรอนต้ังแต 2 – 12 นิวรอน ดังตารางท่ี 2 ผลท่ีไดจากการทดสอบในชุดขอมูลทดสอบ

โดยการเปรียบเทียบคาเฉล่ียเปอรเซ็นตความผิดพลาดสัมบูรณ หรือ MAPE จะไดคาโมเมนตัมท่ีเหมาะสม คือ 0.80 ซ่ึงมีคาเปอรเซ็นต
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เฉล่ียนอยสุดเปน 2.76% และจํานวนนิวรอนในช้ันซอนท่ีเหมาะสม คือ 11 นิวรอน โดยมีคาเปอรเซ็นตเฉล่ียของ MAPE ท้ัง5 แบบเทากับ 

2.82% ดังภาพท่ี 5 

 สวนแบบจําลองโครงขายประสาทเทียมท่ีมี 2 ช้ันซอนจะแบงเปนสองกรณีศึกษา คือ กรณีศึกษาท่ี 1 จะใหจํานวนนิวรอนในช้ันซอนท่ี 

1 และ 2 เทากันดังตารางท่ี 3 จากการทดสอบพบวา คาเฉล่ียเปอรเซ็นตความผิดพลาดสัมบูรณท่ีโมเมนตัม 0 และ 0.60 ในท้ัง 5 รูปแบบ

เทากับ 2.75% และ 3.35% ตามลําดับ ซ่ึงคาเฉล่ียของ MAPE จากคาโมเมนตัมท้ังสองมีคาเทากับ 3.05% ดังภาพท่ี 6 สวนกรณีศึกษาท่ี 

2 จะใหจํานวนนิวรอนในช้ันซอนท่ี 1 และ 2 ไมเทากันดังตารางท่ี 4 จากการทดสอบพบวาการกําหนดคาโมเมนตัมท่ี 0 และ 0.60 กับ

รูปแบบท้ัง 5 จะไดคา MAPE เทากับ 2.94% และ 3.17% ตามลําดับ ซ่ึงคา MAPE เฉล่ียของท้ังสองโมเมนตัมเทากับ 3.06 % ดังภาพท่ี 7 

 จากผลการการวิเคราะหหาสัมประสิทธิ์แสดงการตัดสินใจ ความตองการไฟฟากับอุณหภูมิสูงสุด ความช้ืนสัมพัทธ และปริมาณนํ้าฝน

จะมีคาสัมประสิทธ์ิแสดงการตัดสินใจ R2= 0.0412, 0.007 และ 0.0038 ตามลําดับ เม่ือพิจารณาคาสัมประสิทธ์ิแสดงการตัดสินใจเห็นวา

มีคาคอนขางนอย อยางไรก็ตามเม่ือพิจารณาจากกราฟความตองการไฟฟาใน ชวงเวลาแตละช่ัวโมงจะเห็นวามีความเก่ียวพันกันอยางมี

นัยสําคัญในระดับหนึ่ง โดยจะช้ีใหเรารูถึงพฤติกรรมของการใชไฟฟาของผูใชไฟฟา ดังภาพท่ี 3 และ 4 

   

 

 

 

 

 

 

 

         ภาพท่ี 5 แสดงผลการทดลองโครงขายประสาทเทียม              ภาพท่ี 6 แสดงผลการทดลองโครงขายประสาทเทียมท่ีนํามาใช 

                     ท่ีนํามาใชในการศึกษา แบบ 1 ช้ันซอน                               ในการศึกษา แบบ 2 ช้ันซอนท่ีมีจํานวนนิวรอนในช้ัน     

             ซอนท่ี 1 และ 2 เทากัน 

 
 

 

 

 

 

 

 

 

ภาพท่ี 7 แสดงผลการทดลองโครงขายประสาทเทียมท่ีนํามาใชใน         ภาพท่ี 8 ผลการการวิเคราะหหาสัมประสิทธ์ิแสดงการตัดสินใจ 

            การศึกษา แบบ 2 ช้ันซอนท่ีมีจํานวนนิวรอนในช้ันซอนท่ี 1                 ระหวางโหลดสูงสุดกับอุณหภูมิสูงสุดมีคา R2= 0.0412 

            และ 2 ไมเทากัน 
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   ภาพท่ี 9 ผลการการวิเคราะหหาสัมประสิทธ์ิแสดงการตัดสินใจ        ภาพท่ี 10 ผลการการวิเคราะหหาสัมประสิทธิ์แสดงการตัดสินใจ 

               ระหวางโหลดสูงสุดกับความช้ืนสัมพัทธเฉล่ียมีคา                           ระหวางโหลดสูงสุดกับปริมาณนํ้าฝนมีคา  

               R2= 0.007                    R2= 0.0038 

 

5. อภิปรายผล 
จากผลการทดลองท่ีไดเปรียบเทียบโครงสรางของโครงขายประสาทเทียมท่ีมี 1 ช้ันซอน และแบบ 2 ช้ันซอนพบวาจํานวนช้ันซอนท่ีมี

จํานวนมากไมไดทําใหความผิดพลาดเฉล่ียสัมบูรณ MAPE ดีข้ึนอาจจะเปนผลมาจากการสุมคาน้ําหนักและคาไบแอส นอกจากนี้สามารถ

จําแนกปจจัยท่ีมีผลกระทบตอการพยากรณจากกราฟ และคา R2 ไดดังน้ี 

ลักษณะของโหลด พบวาโครงขายประสาทเทียมจะทํางานโดยอาศัยความสัมพันธของขอมูลอินพุตและเอาตพุตดังนั้นการเปล่ียนแปลง

ขอมูลโหลดโครงขายประสาทเทียมก็มีแนวโนมเปล่ียนแปลงไปในทิศทางเดียวกับการเปล่ียนแปลงขอมูลการใชโหลด 

เวลา ถือวาเปนปจจัยท่ีสําคัญอีกปจจัยหน่ึง เน่ืองจากการใชไฟฟาแตละวันมีความแตกตางกันไปตามชวงเวลา ในการเรียนรูของ

โครงขายประสาทเทียมท่ีมีรูปแบบของอินพุตท่ีแสดงถึงเวลา จะทําใหโครงขายประสาทเทียมสามารทเรียนรูถึงสภาพการใชไฟฟาไดอยาง

มีประสิทธิภาพ 

ในแงของอุณหภูมิ พบวามีนัยสําคัญพอท่ีจะแสดงวามีอิทธิพลกวาปจจัยอ่ืนเชนความช้ืนสัมพัทธ และปริมาณน้ําฝนซึงแสดงดวยคา R2 
ท่ีคามากกวา และเปนปจจัยท่ีสําคัญท่ีสงผลตออัตราการใชกําลังไฟฟาของผูใชไฟฟา รูปแบบลักษณะของการใชพลังงานไฟฟาของระบบ

จําหนายจะข้ึนอยูกับสภาพอากาศ ขณะท่ีอัตราการพลังงานไฟฟาท่ีเพ่ิมข้ึนหรือลดลงจะข้ึนอยูกับจํานวนผูใชไฟฟาท่ีเช่ือมตออยูกับระบบ 

วันและประเภทของวันเปนส่ิงท่ีบงบอกถึง ปริมาณการใชกําลังไฟฟาวามีมากนอยเพียงใดและประเภทผูใชไฟฟาเปนประเภทใดบาง 
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