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บทคัดย่อ  ปัจจุบันมีการใช้ปัญญาประดิษฐ์มาช่วยงานในหลายเร่ืองและบ่อยคร้ังท่ีจ  าเป็นต้องใช้กล้องร่วมกับ
ปัญญาประดิษฐ์เพ่ือให้เป้าหมายลุล่วงไปได ้โดยทัว่ไปหุ่นยนตจ์ะใชก้ารควบคุมอตัโนมติัหรือการควบคุมผ่านตวัควบคุม 
อย่างไรก็ตามความอิสระและเป็นธรรมชาติค่อนขา้งน้อย งานวิจยัน้ีจึงไดน้ าเสนอการใชโ้ครงขายประสาทเทียมแบบคอน
โวลูชั่นท านายภาษากายของคนส าหรับควบคุมหุ่นยนต์ขบัเคล่ือนสองลอ้เพ่ือเพ่ิมความอิสระในการควบคุม หลกัการ
ท างานคือกล้องจะท าการรับภาพและส่งไปยงัคอมพิวเตอร์ ท่าทางท่ีประมาณได้จะถูกส่งเป็นสัญญาณไร้สายจาก
คอมพิวเตอร์ไปยงัหุ่นยนตเ์พ่ือใหท้  างานตามค าส่ัง การทดลองจะใชภ้าพจากกลอ้งหลายชนิดในการเก็บภาพส าหรับท าการ
ฝึกปัญญาประดิษฐ ์เม่ือไดค่้าน ้าหนกัท่ีใชใ้นการทดลองแลว้ ระบบจะถูกปรับปรุงเพ่ือใหส้ามารถท างานแบบเวลาจริง ผลท่ี
ไดคื้อใชเ้วลาในการประมวลผลแต่ละภาพโดยเฉล่ีย 0.05 วนิาที ค่าความถูกตอ้งอยูท่ี่ 80 เปอร์เซ็นต ์ 
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Abstract Currently, artificial intelligent (AI) has been used to contribute in many applications. 
In several time, a camera is used together with the AI to achieve the working target. In general, 

the robots are controlled by means of automatic control or remote control system which the 

degrees of freedom are quite small.  Thus, this research presented a convolutional neural 

network (YOLOv5)  to predict the human body languages in order to control the robots. 
Convolution neural network can be used to predict the human postures.  After that, all signals 

were sent to the robots via wireless computer system for working on order.  For experiments, 

the images from several cameras were used for the AI training.  After that, the system was 

approved for the real- time operation.  The results indicated that the each prediction time was 

averaged about 0.05 second and the accuracy of 80 percent. 
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1. บทน ำ 

ปัจจุบนักลอ้งถูกน ามาใช้งานร่วมกับหุ่นยนต์
มากข้ึนดงัใน [1] และ [2] เน่ืองจากตอ้งการความยืดหยุ่น
ในการหยิบจับวัตถุและการหาวัตถุ ในการควบคุม
หุ่นยนตโ์ดยปกติจะใชก้ารควบคุมแบบอตัโนมติัหรือการ
ควบคุมแบบใช้ตัวควบคุม (Remote Control) อย่างไรก็
เ ม่ือต้องการส่ังงานด้วยตัวเองนั่นคือการใช้ Remote 
Control ความยึดหยุ่นในการส่ังงานนั้นค่อนขา้งน้อยและ
หากเป็นผูใ้ชง้านใหม่จะท าการควบคุมไดย้าก  

ปัญญาประดิษฐ์ถูกพฒันาและออกแบบมาใน
หลายรูปแบบหากตอ้งการรู้แค่ชนิดและต าแหน่งท่ีวตัถุอยู่
จะเป็นกลุ่มของ YOLO (You Only Look Once) โดยมี
ตั้งแต่ YOLOv1 – YOLOv5 [3 - 7] ซ่ึงแต่ละเวอร์ชัน่จะมี
ขอ้ดีและขอ้เสียแตกต่างกนัออกไปจึงไดมี้การน าเวอร์ชัน่
ต่างๆมาเปรียบเทียบกนัอยู่เสมอ เช่นการเปรียบเทียบกัน
ระหว่ า ง  YOLOv3  และ  YOLOv5  ดังแสดงใน  [ 3 ] 
นอกจากน้ียงัมีการดดัแปลงเพ่ือเพ่ิมความเร็วหรือผลลพัธ์
ท่ีไดอ้ย่างเช่นการดดัแปลง YOLOv4 เป็น YOLOv4 tiny 
ใน [7] อีกกลุ่มของปัญญาประดิษฐ์ท่ีถูกพฒันามาควบคู่
กั น คื อ  R- CNN ( region- based convolutional neural 
networks) โดยมีตั้ งแต่ R-CNN, Mask R-CNN และ Fast 
R-CNN เป็นตน้ โดยเทคนิคน้ีเป็นการหาต าแหน่ง ชนิด 
และขอบของวตัถุท่ีสนใจ ซ่ึงการเตรียมข้อมูลในเวลา
มากกว่าและใช้เวลาในการ Training ข้อมูลมากกว่า ดัง
แสดงใน [8] และยงัมีการเปรียบเทียบข้ามกันระหว่าง
ปัญญาประดิษฐ ์2 แบบน้ีดว้ยดงัแสดงใน [5] 

การใชง้านหุ่นยนตเ์คล่ือนท่ี (Mobile Robot) [9 
- 11] แบบขบัเคล่ือนสองลอ้มีอย่างต่อเน่ือง ลกัษณะของ
หุ่นยนตป์ระเภทน้ีคือใชเ้พียงแค่สองลอ้ในการขบัเคล่ือน
และมีล้อประคองเพ่ือไม่ให้หุ่นยนต์ล้ม โดยงานวิจัย
ส่วนมากจะมีลอ้ประคองตั้งแต่ 1 – 4 ลอ้ จ  านวนลอ้ข้ึนอยู่
กับการวางต าแหน่งของน ้ าหนักและการวางต าแหน่งลอ้ 
หุ่นยนต์ประเภทน้ีถูกน าไปใช้ในภารกิจต่าง ๆ เช่น การ
ส ารวจ [11], การเคล่ือนยนตว์ตัถุ เป็นตน้ ซ่ึงหากเป็นงาน

ประเภทท่ีเป็นการท างานแบบอัตโนมัติจ  าเป็นต้องมี
เซ็นเซอร์ติดท่ีบริเวณล้อทั้ งสองข้างเพ่ือท าการระบุ
ต าแหน่งของหุ่นยนต์ [9] ซ่ึงตอ้งท าการเขียนโปรแกรม
แบบวงปิดและใชก้ารแปลงกลบั (Inverse Kinematic) ซ่ึง
เพ่ิมความซบัซอ้นและค่าใชจ่้ายใหร้ะบบเป็นอยา่งมาก 

งานวิจยัน้ีจึงไดน้ าเสนอการน าปัญญาประดิษฐ์
เขา้มาช่วยในการประมาณท่าทางของคน ซ่ึงคลา้ยกบัการ
ใช้มือโบกรถจอดในช่องจอดรถโดยไม่ได้มีการพูดคุย 
โดยใช้เพียงแค่ท่าทางในการบอก หลกัการท างานคือ ผู ้
ควบคุมท าการแสดงท่าทางดา้นหน้ากลอ้ง จากนั้นภาพท่ี
ได้จะถูกส่งเข้าไปประมวลผลโดยใช้ YOLOv5 การ
ประมวลผลทั้งหมดท างานบนคอมพิวเตอร์จากนั้นค าส่ัง
จะถูกส่งเป็นสัญญาณแบบไร้สายไปยงัหุ่นยนต์เพ่ือให้
หุ่นยนตท์  างานตามค าส่ัง 

เ น่ืองจากการท านายภาษากายของคนไม่
สามารถควบคุมสภาพแวดลอ้มได้เหมือนการประมาณ
ท่าทางวตัถุในอุตสาหกรรมท่ีสามารถคุมสีของพ้ืนหลัง
และแสงท่ีตกกระทบไดท้  าให้สามารถใชก้ารประมวลผล
ภ า พ ไ ด้  ( Image Processing)  จึ ง จ า เ ป็ น ต้ อ ง ใ ช้
ปัญญาประดิษฐเ์ขา้มาแกปั้ญหาส่วนของสภาพแวดลอ้มท่ี
ไม่แน่นอน และจากการทบทวนวรรณกรรมพบว่าการใช้
ปัญญาประดิษฐ์ในการท านายภาษากายของคน หาก
ตอ้งการการท างานแบบเวลาจริงใช้การประมวลผลน้อย 
ควรใชเ้ป็นปัญญาประดิษฐแ์บบ YOLO ซ่ึง YOLOv5 เป็น
ปัญญาประดิษฐ์ท่ีใหม่ท่ีสุดในฝ่ังของ YOLO โดยใชเ้วลา
ในการฝึกขอ้มูลน้อยท่ีสุด มีความแน่นย  ามากท่ีสุด และมี
ความเร็วในการประมาณมากท่ีสุด 

 
2. อุปกรณ์กำรทดลอง 

อุปกรณ์ท่ีใช้ในการทดลองมีส่วนประกอบ
หลักคือ กล้อง Webcam ส าหรับการเก็บภาพท่ีจะใช้ใน
การฝึกขอ้มูลและการหาต าแหน่งและชนิดของวตัถุแบบ
เรียลไทมซ่ึ์งจะถูกติดอยู่ท่ีตวัคอมพิวเตอร์ ส่วนต่อมาคือ
คอมพิวเตอร์ Asus รุ่น Tuf gaming F15 ใชใ้นการรับภาพ
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จากกล้องแล้วน ามาประมวลผลโดยใช้ปัญญาประดิษฐ์
ชนิด YOLOv5 ส่วนถัดมาคือ NRF24L01 โมดูลไร้สาย
ติดตั้งไว ้2 จุดคือท่ีคอมพิวเตอร์และหุ่นยนต ์

ส่วนต่อมาคือชุดหุ่นยนต์ขับเคล่ือนสองล้อ
ขนาดเล็ก ภายในมีมอเตอร์กระแสตรงขนาดเลก็ 2 ตวั ลอ้
ขบัเคล่ือน 2 ลอ้ ลอ้หมุนอิสระ 1 ลอ้ บอร์ด Arduino UNO 
ส่ วนของตัวขับมอ เตอ ร์ เ ป็น  L298N Driver ส่ วน
แหล่งจ่ายไฟใชเ้ป็นถ่าน AA ขนาด 1.2 โวลต ์8 กอ้น โดย
ท่ีภาพรวมโครงสร้างของหุ่นยนตถู์กแสดงในรูปท่ี 1 และ

การเช่ือมต่อระบบแสดงในรูปท่ี 2 โดยท่ีกลอ้งจะท าการ
เก็บภาพท่าทางของคนและส่งไปยงัคอมพิวเตอร์ โดย
ภายในจะมีส่วนของการรับภาพส่งไปยงัปัญญาประดิษฐ์ 
จากนั้ นผลท่ีได้จะถูกประมวลผลและแปลงค่าส่งเป็น
สัญญาณไร้สายไปยังตัวควบคุมท่ีหุ่นยนต์ โดยท่ีตัว
หุ่นยนต์จะมีแหล่งจ่ายไฟเป็นแบตเตอร่ี จากนั้นหุ่นยนต์
จะส่งสัญญาณไปท่ีตัวขับเคล่ือนมอเตอร์ เพื่อท าให้
มอเตอร์หมุนในทิศทางท่ีก าหนด 

 
 

 
 
 
 
 
 
 
 
 

 
รูปท่ี 1 ส่วนประกอบอุปกรณ์ท่ีใชใ้นการทดลอง 

 
 
 
 
 
 
 
 
 
 

รูปท่ี 2 การเช่ือมต่อของระบบและหลกัการท างาน (ลูกศรสีเขียวคือสัญญาณ และลูกศรสีแดงคือไฟเล้ียงระบบ) 
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3. ระเบียบวธีิวจิยั 
ระเบียบวิธีวิจยัจะถูกแบ่งออกเป็นสองส่วนคือ 

ส่วนของการเตรียมขอ้มูลและการฝึกขอ้มูล และส่วนของ
ขั้นตอนในการทดลอง 
3.1 กำรเตรียมข้อมูล (Dataset) และกำรฝึกข้อมูล (Data 
Training) 

งานวิจัยน้ีใช้ปัญญาประดิษฐ์ชนิด YOLOv5 
(You Only Look Once Version 5) ในการท านายต าแหน่ง
และท่าทางของคนซ่ึงเป็นลักษณะของภาษากาย โดยท่ี 
YOLOv5 มีพ้ืนฐานมาจากเทคนิคโครงข่ายประสาทเทียม
แ บ บ ค อ น โ ว ลู ชั่ น  ( Convolution Neural Networks) 
โครงสร้างของ YOLOv5 ถูกแสดงดังรูปท่ี 3 จากรูปจะ
เห็นว่าโครงสร้างมีความซับซ้อนกว่าโครงข่ายประสาท
เทียมแบบคอนโวลูชัน่มาก ปัจจุบนัเป็นท่ีนิยมมากในการ
น ามาใช้งานร่วมกับกล้อง เน่ืองจากโครงข่ายประสาท
เทียมชนิดน้ีการฝึกข้อมูลใช้เวลาน้อยมากเม่ือเทียบกับ
โครงข่ายประสาทเทียมชนิดอ่ืน และยงัสามารถปรับแต่ง
ค่าต่าง ๆ ไดโ้ดยง่าย โครงข่ายประสาทเทียมนั้นคือการ
จ าลองโครงข่ายประสาทในสมองของมนุษยน์ัน่เองซ่ึงท า
ให้สามารถตัดสินใจในงานท่ีมีความซับซ้อนได้และมี
ความเร็วในการประมวลผลสูง โดยท่ีความแม่นย  าข้ึนอยู่
กบัจ านวนของภาพตวัอยา่งและความหลากหลายของภาพ
ตวัอยา่งท่ีน ามาฝึกปัญญาประดิษฐ ์

ภาพท่ีใชใ้นการฝึกปัญญาประดิษฐจ์ะใชภ้าพท่ี
ไดจ้ากกลอ้ง Webcam ใช้ภาพตวัอย่างทั้งหมด 122 ภาพ 
คนท่ีเขา้ร่วมการทดลอง 7 คน สถานท่ีเก็บภาพ 7 สถานท่ี
และมีทั้งหมด 6 ท่าทาง นั่นคือ เดินหน้า (Toward), ถอย
หลัง (Backward), หยุด (Stop), เล้ียวขวา (Right), เล้ียว
ซ้าย (Left) และ ไม่ตอ้งท าอะไร (Nothing) ท่าทางต่างๆ
ถูกแสดงดงัรูปท่ี 3 โดยภาพทั้งหมดเป็นภาพท่ีใช้ในการ
ฝึกปัญญาประดิษฐ ์(Training) 70 เปอร์เซ็นต ์ภาพท่ีใชใ้น
การประเมินผลการฝึก (Valid) 10 เปอร์เซ็นต ์และภาพท่ี
ใช้ในการทดสอบ หลังจากท าการฝึกปัญญาประดิษฐ์
เรียบร้อยแลว้อีก 20 เปอร์เซ็นต ์ค่าตวัแปรต่าง ๆ ท่ีใชใ้น

การ ฝึก ปัญญาประ ดิษฐ์ มีดัง น้ี ใช้อัตราการ เ รียน รู้  
(Learning Rate)  อยู่ ท่ี  0 .0003  ใช้  Batch size เ ป็น  16 
จ านวนรอบในการฝึก (Epoch) ขนาดภาพท่ีใช้ในการฝึก
คือ 416x416 pixel อยูท่ี่ 600 รอบ 

โครงข่ายประสาทเทียมส่วนของแบบจ าลองท่ี
ใชใ้นการทดลองเป็น YOLOv5 แบบ L โดยท่ี  YOLOv5 
มีโครงข่ายประสาทเทียมทั้งหมด 4 แบบ คือ S, M, L และ 
X ดังแสดงในรูปท่ี 5 ยิ่งโครงข่ายมีความซับซ้อนจะยิ่ง
ตอ้งใชพ้ื้นท่ีในการจดัเก็บขอ้มูลมากข้ึน แต่จะท าใหร้ะบบ
ท่ีมีความซบัซอ้นมากมีความแม่นย  าข้ึนดว้ย ภาพโครงข่าย
ประสาทเทียม YOLOv5 ส่วนของคอนโวลูชั่นถูกแสดง
ในรูปท่ี 4 โดยส่วนน้ีจะเป็นการผสมกันหลายชั้นของ 
Convolution Layer, BN ( Batch Normalization)  Layer 
และ Leaky ReLU (Rectified Linear Unit)  เ พ่ือ ช่วยให้
โครงข่ายประสาทเทียมสามารถท านายท่าทางไดดี้ยิ่งข้ึน   
โดยท่ี Convolution Layer    คือการน าภาพมาใส่ตวักรอง 
(Filter) แบบต่างๆ ส่วน Batch Normalization  จะช่วยให้
แต่ละ Layer  ในโครงข่ายประสาทเทียมสามารถเรียนรู้ได้
ด้วยตัวเองอย่างอิสระและลดการผูกติดกับ Layer อ่ืนๆ   
ส่วน Learky ReLU คือการเปล่ียนค่าต่างๆให้เป็นค่าบวก
ทั้งหมดเน่ืองจากการกรองภาพโดยใช ้Convolution Layer 
จะท าให้ค่าท่ีไดบ้างค่ามีค่าติดลบท าให้ไม่สามารถแสดง
ภาพได ้

ก า ร ฝึ ก ปั ญญ าป ร ะ ดิ ษ ฐ์ จ  า เ ป็ น ต้ อ ง ใ ช้
คอมพิวเตอร์ท่ีมีการ์ดจอท่ีมีความสามารถในการแสดงผล
สูง ส าหรับช่วยในการฝึก โดยงานวจิยัน้ีใชก้ารค านวณบน 
Google Collab ซ่ึงเป็นการประมวลผลแบบออนไลน์ โดย
ใช้การ์ดจอ NVIDIA Tesla T4 และเวลาในการฝึกขอ้มูล
ทั้ งหมด 1 ชั่วโมง 18 นาที 1 วินาที หลังจากท าการฝึก
เสร็จจะไดแ้บบจ าลอง (Model) ส าหรับการท านายท่าทาง
แบบเวลาจริง 
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รูปท่ี 3 ท่าทางทั้งหมดท่ีใชใ้นการทดลอง 

 

 
 

รูปท่ี 4 โครงสร้างโครงข่ายประสาทเทียม YOLOv5 [12] 
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รูปท่ี 5 แสดงขนาดต่างๆของแบบจ าลอง YOLOv5 [13] 
 

3.2 ขั้นตอนในกำรทดลอง 
หลงัจากท าการฝึกปัญญาประดิษฐโ์ดยใชก้าร์ด

จอผ่าน Google Collab จนไดค่้าน ้ าหนัก (Weight) มาแลว้
จากนั้นน าค่าน ้าหนกัท่ีไดม้าใชก้บัโปรแกรมส่วนของการ
ท านายท่าทาง ภาพรวมการท างานถูกแสดงดงัรูปท่ี 3 โดย
เร่ิมจากกล้องท าการรับภาพท่าทางท่ีคนท าอยู่ขณะนั้ น
และส่งไปให้ YOLOv5 ซ่ึงท างานผ่านโค๊ด Python ถ้า
ตรวจจบัพบท่าทางท่ีก าหนดไวใ้นการฝึกตวั YOLOv5 จะ
ท าการระบุว่าเป็นท่าอะไรและอยู่ต  าแหน่งไหนของภาพ 
จากนั้ นจะท าการส่งท่าท่ีพบออกไปเป็น String ไปยัง
บอร์ด Arduino UNO ท่ีอยู่กับคอมพิวเตอร์จากนั้นบอร์ด
จะท าการส่งสัญญาณแบบไร้สายไปยงัตวัรับสัญญาณไร้
สาย อีกตัวหน่ึง  เ ม่ือบอ ร์ด  Arduino UNO ท่ีอยู่ ท่ี ตัว
หุ่นยนตไ์ดรั้บสัญญาณแลว้จะท าการแปลงค่าจาก String 
เป็น Integer และท าการส่ังมอเตอร์ผ่านทางตวัขบัเคล่ือน
มอเตอร์ ให้หุ่นยนตส์ามารถเคล่ือนท่ีตามท่าทางท่ีส่ังงาน
ไวผ้่านท่าทาง โดยท่ีลกัษณะการท างานจะเป็นไปตามรูป
ท่ี 6 ซ่ึงเป็นการส่ังงานให้หุ่นยนต์เคล่ือนท่ีตามท่าทางท่ี
ก าหนด 

ขั้นตอนการเก็บผลการทดลองแบ่งออกเป็น 2 
ส่วนหลักๆ ส่วนแรกคือการทดลองแบบรับภาพท่ีมีอยู่
แล้วและท าการท านายท่าทางโดยไม่ได้น าไปควบคุม
หุ่นยนต์ ส่วนท่ีสองเป็นการรับภาพจากกล้องโดยตรง 

จากนั้นท าการท านายและส่งผลท่ีไดไ้ปควบคุมหุ่นยนต์
ทนัที 

ส าหรับส่วนแรกมีการเก็บผลสองแบบ แบบ
แรกคือการเก็บผลในระหว่างการฝึกขอ้มูลโดยผลจะได้
จากการใชภ้าพท่ีมีอยู่ในการฝึกและการใช้ภาพท่ีไม่ไดมี้
อยู่ในการฝึก โดยผลท่ีได้จะถูกแสดงเป็นกราฟแกน y 
แสดงเป็นเปอร์เซ็นตมี์ค่าระหว่าง 0 – 1 และแกน x แสดง
เป็นจ านวนคร้ังท่ีท าการฝึกข้อมูล โดยมีค่าท่ีแสดงดงัน้ี 
Box, Objectness, Classification, Precision, Recall, Val 
Box, Val Objectness, Val Classification และ mAP (mean 
Average Precision) จากนั้นน าค่า Precision และค่า Recall 
มาเทียบกบัค่า Confidence ดว้ย แบบท่ีสองคือการน าภาพ
ท่ีไม่ไดอ้ยู่ในการฝึกขอ้มูลและการประเมินผลขอ้มูล  แต่
ยงัคงเป็นภาพของคนท่ีใชใ้นการฝึกขอ้มูลอยู่โดยการสุ่ม
ภาพมาทั้งหมด 10 ภาพ จากนั้นท าการท านายแลว้เทียบ
กบัเฉลยและเวลาท่ีใช ้

ส่วนท่ีสองคือการทดสอบแบบเวลาจริงโดยใช้
ผูท้ดสอบสองคนคือคนท่ีมีภาพอยูใ่นการฝึกขอ้มูลและอีก
คนไม่มีภาพอยู่ในการฝึกข้อมูลท าการทดสอบท่าละ 3 
คร้ัง ทุกคร้ังจะท าการเปล่ียนเส้ีอเป็นสีท่ีมีในการฝึกขอ้มูล 
2 ชุด และสีท่ีไม่มีในการฝึกขอ้มูลอีก 1 ชุด ทั้งสองคน ผล
ท่ีไดคื้อท่าท่ีท  านายไดเ้ทียบกบัท่าท่ีท  าจริงและจบัเวลา 
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tp
precision = 

tp + fp
                     (1) 

 
tp

recall = 
tp + fn

                            (2) 

 
-1

-1 -1

1

recall + precision
F =

2

 
 
 

         (3) 

 
จากสมการด้านบน tp คือท านายว่าใช่และใช่

จริง ส่วน fp คือท านายว่าใช่และไม่ใช่จริงและ fn คือ 
ท านายว่าไม่ใช่แต่ความจริงใช่ ค่า Precision คือค่าความ
แม่นย  าสามารถหาได้จากสมการท่ี (1) ค่า Recall คือค่า
ความถูกต้องสามารถหาได้จากสมการท่ี (2) และค่า F1 
Score คือค่าเฉล่ียของ Precision และ Recall ดังแสดงใน
สมการท่ี (3) ส่วน Confidence คือค่าความเช่ือมัน่ สมมติ
ว่า ตวัปัญญาประดิษฐ์ท  านายท่าทางว่าคือเล้ียวขวา โดยมี
ความเช่ือมัน่ว่าคือขวาถึง 60% แต่ค่าความเช่ือมัน่ไม่ได้
เป็นการรับประกนัความถูกตอ้ง 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

      รูปท่ี 6 การทดลองส่ังงานหุ่นยนตผ์า่นท่าทาง 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

รูปท่ี 7 ผลจากการฝึกปัญญาประดิษฐ ์
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4. ผลกำรทดลอง 
ตารางท่ี 1 แสดงผลการทดสอบภาพท่ีไม่ได้

น าไปฝึกปัญญาประดิษฐ์และไม่ไดน้ าไปประเมินผล ซ่ึง
เป็นการทดลองโดยการน าภาพมาเขา้โปรแกรมโดยตรง
ไม่ผ่านกล้อง  โดยตารางประกอบด้วยท่าทางของภาพ 
ท่าทางท่ีท านายได้ เวลาท่ีใช้ในแต่ละภาพ และค่าเฉล่ีย
เวลา โดยสามารถตรวจจับได้ 100 เปอร์เซ็นต์ ความ
ถูกต้องอยู่ ท่ี  50 เปอร์เซ็นต์ เวลาท่ีใช้เฉล่ียต่อภาพคือ 
0.0384 วนิาที  

รูปท่ี 7 แสดงผลท่ีไดจ้ากการฝึกปัญญาประดิษฐ์ 
ซ่ึงไม่ได้น าภาพอ่ืนมาท าการทดสอบและไม่ได้ท  างาน
แบบเรียลไทม ์โดยเราจะพิจารณาผลการฝึกขอ้มูลในรอบ
ท่ี 500 ซ่ึงแกน y แสดงเป็นเปอร์เซ็นต์มีค่าระหว่าง 0 – 1 
และแกน x แสดงเป็นจ านวนคร้ังท่ีท าการฝึกขอ้มูล กราฟ 
Box แสดงค่าความผิดพลาดในการตีกรอบท่าทางท่ี
ท านายไดซ่ึ้งอยูท่ี่ 2 เปอร์เซ็นต ์กราฟ Objectness แสดงค่า
ความไม่ปกติของการท านายท่าทางซ่ึงอยูท่ี่ 10 เปอร์เซ็นต ์
กราฟ Classification แสดงค่าความผดิพลาดในการท านาย
ท่าทางซ่ึงอยูท่ี่ 2.5 เปอร์เซ็นต ์กราฟ Precision คือค่าความ
แม่นย  าอยูท่ี่ 60 เปอร์เซ็นต ์Recall คือค่าความถูกตอ้งอยู่ท่ี 
80 เปอร์เซ็นต์ ส่วน Val Box, Val Objectness และ Val 
Classification คื อ ก า ร น า ภ า พ ท่ี ไ ม่ ไ ด้ น า ม า ฝึ ก
ปัญญาประดิษฐม์าทดสอบกบัแบบจ าลองท่ีท าการฝึกแลว้ 
ซ่ึงมีค่าผิดพลาดอยู่ท่ี 1 เปอร์เซ็นต์, 0.5 เปอร์เซ็นต์ และ 
2.5 เปอร์เซ็นต์ ตามล าดับ กราฟ mAP ท่ีความเช่ือมั่น
เท่ากบั 0.5 แสดงค่าเฉล่ียความแม่นย  าของทุก Class ของ
วตัถุท่ีท  าการท านาย มีค่าเท่ากับ 80 เปอร์เซ็นต์ และท่ีค่า
ความเช่ือมัน่ระหวา่ง 0.5 – 0.95 อยูท่ี่ 75 เปอร์เซ็นต ์

จากตารางท่ี 2 แสดงการเก็บผลการทดลอง
แบบเรียลไทม์ผ่านกล้อง โดยท่ีตารางส่วนท่ีแรเงา
แสดงผลการทดลองของผูร่้วมทดลองท่ีไม่ไดมี้อยู่ในการ
ฝึกขอ้มูล โดยท่ีท าการทดลองสามคร้ัง คร้ังท่ี1 ใส่เส้ือสี
เหลืองท่ีไม่ได้น ามาใช้ในการฝึกข้อมูล คร้ังท่ี 2 และ 3 
เป็นเส้ือสีเลือดหมูและเทา ตามล าดบั ซ่ึงเป็นสีของเส้ือท่ี

ใชใ้นการฝึกขอ้มูล ส่วนตารางส่วนท่ีไม่ไดแ้รเงาแสดงผล
การทดลองของผูร่้วมทดลองท่ีมีอยูใ่นการฝึกขอ้มูล โดยท่ี
ท าการทดลองสามคร้ัง คร้ังท่ี1 ใส่เส้ือฟ้าท่ีไม่ไดน้ ามาใช้
ในการฝึกขอ้มูล คร้ังท่ี 2 และ 3 เป็นเส้ือสีเลือดหมูและเทา 
ตามล าดบั ซ่ึงเป็นสีของเส้ือท่ีใชใ้นการฝึก จากการทดลอง
พบว่าการใช้สีของเส้ือท่ีไม่ได้มีอยู่ในการฝึกข้อ มูล
ร่วมกบัผูร่้วมการทดลองท่ีไม่ไดมี้อยู่ในการฝึกขอ้มูล ท า
ให้ความสามารถในการท านายลดลงอย่างมาก อยู่ท่ี 50 
เปอร์เซ็นต์ และท่าท่ีสามารถท านายได้ถูกอยู่ท่ี 33.33 
เปอร์เซ็นต์ เวลาท่ีใช้เฉล่ีย 1.1217 วินาที ในทางกลบักนั 
การใชสี้ของเส้ือท่ีมีอยู่ในการฝึกขอ้มูลร่วมกบัผูร่้วมการ
ทดลองท่ีมีอยู่ในการฝึกขอ้มูล ท าให้ความสามารถในการ
ท านายเพ่ิมข้ึนอย่างมาก โดยสามารถท านายได้ 100 
เปอร์เซ็นต ์และความถูกตอ้งอยู่ท่ี 66.66 เปอร์เซ็นต ์เวลา
ท่ีใชเ้ฉล่ีย 1.1227 วนิาที 

รูปท่ี 8 แสดงค่า Precision เทียบกับค่าความ
เช่ือมั่น (Confidence) ผลคือยิ่งมีความเช่ือมั่นมากยิ่งมี
ความแม่นย  ามากข้ึนตาม และรูปท่ี 9 แสดงค่า F1 เทียบกบั
ค่าความเช่ือมัน่ ค่า F1 สูงสุดคือ 0.6 ท่ีค่าความเช่ือมัน่ 0.55 
ตารางท่ี 1 แสดงเวลาท่ีใชใ้นการหาต าแหน่งและจ าแนก
ท่าทางคนโดยการสุ่มภาพจากภาพท่ีไม่ไดใ้ชใ้นการฝึก 

ภำพที่ ท่ำทำงของภำพ 
ท่ำทำงที่

ตรวจจับได้ 
เวลำที่ใช้ 

1 Nothing Toward 0.054s 
2 Right Right 0.054s 
3 Right Right 0.028s 
4 Left Left 0.027s 
5 Toward Toward 0.029s 
6 Nothing Toward 0.054s 
7 Stop Backward 0.051s 
8 Left Right 0.027s 
9 Nothing Toward 0.027s 

10 Backward Backward 0.033s 

เวลาท่ีใชเ้ฉล่ีย 0.0384 
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ตารางท่ี 2 เวลาท่ีใชใ้นการหาต าแหน่งและจ าแนกท่าทางคนโดยใชผู้ร่้วมการทดลอง 2 คน (ส่วนท่ีแรเงาคือผู ้ร่วมการ
ทดลองท่ีไม่ไดมี้ภาพอยูใ่นการฝึกขอ้มูล  และส่วนท่ีไม่ไดแ้รเงาคือผูร่้วมการทดลองท่ีมีภาพอยูใ่นการฝึกขอ้มูล) 

ท่ำทำงจริง 
ท ำนำยได้
คร้ังที ่1 

เวลำที่ใช้ 
ท ำนำยได้
คร้ังที่ 2 

เวลำที่ใช้ ท ำนำยได้
คร้ังที่ 3 

เวลำที่ใช้ 

Nothing - - Toward 1.125 Toward 1.120 
Toward - - Toward 1.126 Toward 1.124 

Backward - - Backward 1.121 Backward 1.128 
Stop Right 1.117 Backward 1.128 Backward 1.117 

Right Left 1.121 Left 1.121 Right 1.129 

Left Left 1.127 Left 1.121 Left 1.122 

เวลาเฉล่ีย 1.1217  1.1237  1.123 
Nothing - - Toward 1.120 Toward 1.113 
Toward Toward 1.118 Toward 1.117 Toward 1.125 

Backward - - Backward 1.125 Backward 1.124 
Stop Backward 1.126 - - Backward 1.125 

Right Right 1.126 Right 1.117 Right 1.124 
Left Left 1.114 Left 1.112 Left 1.125 

เวลาเฉล่ีย 1.121  1.1182  1.1227 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
รูปท่ี 8 ค่าความแม่นย  าเทียบกบัค่าความเช่ือมัน่ของแต่ละท่าทาง 
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รูปท่ี 9 ค่าเฉล่ียของความแม่นย  าและความถูกตอ้งเทียบกบัค่าความเช่ือมัน่ของแต่ละท่าทาง 
 

5. สรุปผลกำรทดลอง 
ผลการทดลองในตารางท่ี 1 เป็นการตดัปัญหา

เร่ืองสัญญาณรบกวนและความไม่แน่นอนของภาพ ท าให้
ง่ายต่อการวเิคราะห์ แต่ภาพท่ีใชใ้นการทดลองยงัคงเป็นผู ้
ร่วมการทดลองท่ีใชใ้นการฝึกขอ้มูล ความถูกตอ้งอยูท่ี่ 50 
เปอร์เซ็นต์ ถือว่ายงัต ่าอยู่ ส่วนตารางท่ี 2 ซ่ึงเป็นการ
ทดลองแบบเรียลไทม์ จากผลการทดลองพบว่ายิ่งใช้ผู ้
ร่วมการทดลองท่ีมากข้ึนและมีความหลากหลายของชุดท่ี
มากจะช่วยให้ความถูกตอ้งและแม่นย  ามีค่ามากข้ึน และ
การท านายท่ีผดิพลาดเกินจากท่าทางมีความคลา้ยกนัอย่าง
มากนั่นคือท่า Nothing และ Toward หากมองจากทาง
ดา้นหนา้จะพบวา่มีความแตกต่างนอ้ยมาก อีกท่าท่ีมีความ
คลา้ยกันคือ Stop และ Backward ต่างกันแค่แบมือกับก า
มือเท่านั้ น ส่วนรูปท่ี 7 ค่า Precision และ Recall มีการ
แกวง่ไปมาอยา่งมากแสดงถึงความไม่แน่นอนของสองค่า
น้ี ซ่ึงเกิดจากการทายท่าทางท่ีผิดพลาดของท่าทางสองคู่
ดา้นบน สุดทา้ยคือรูปท่ี 9 แสดงให้เห็นว่าค่าความเช่ือมัน่
มากไม่ไดแ้สดงถึงความถูกตอ้งเสมอไป 

 
จากสรุปผลการทดลองข้างต้นสามารถน ามา

สรุปเป็นผลการทดลองรวมดงัน้ี คือจ าเป็นตอ้งเพ่ิมภาพท่ี
ใชใ้นการฝึกขอ้มูลให้มากกว่าน้ีและใช้ผูร่้วมการทดลอง
ท่ีมากข้ึน รวมไปถึงจ านวนคร้ังในการฝึกขอ้มูล เพ่ือให้
สามารถท านายท่าทางไดอ้ยา่งครอบคลุมกบัทุกคนอย่างมี
ประสิทธิภาพ ซ่ึงการเตรียมขอ้มูลในการฝึกขอ้มูลตอ้งใช้
เวลาท่ีมาก โดยจะมีการเพ่ิมชุดขอ้มูลท่ีมากข้ึนในงานวิจยั
ต่อไป 
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สถานท่ีในการทดลอง 
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