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บทคัดย่อ 
 ระบบตรวจจับและติดตามใบหน้าเป็นเทคโนโลยีที่ใช้การประมวลผลภาพดิจิทัลเพื่อวิเคราะห์และระบุ
ใบหน้าบุคคล เทคโนโลยีนี้นำมาใช้ประโยชน์อย่างแพร่หลายในหลายสาขา เช่น ระบบรักษาความปลอดภัย  
การติดตามบุคคล และการวิเคราะห์พฤติกรรมลูกค้า ในทางทหารเทคโนโลยีติดตามใบหน้าอาจถูกพัฒนาเป็น
ระบบควบคุมการยิงอัตโนมัติ โดยเปลี่ยนเป้าหมายจากวัตถุทั่วไปเป็นใบหน้าบุคคล เมื่อทำงานร่วมกับระบบ
ควบคุมแท่นปืน กลายเป็นอาวุธที่มีประสิทธิภาพ การทำงานของระบบเริ่มจากการตรวจจับใบหน้า ระบบใช้
กล้องดิจิทัลจับภาพ จากนั้นใช้ซอฟต์แวร์วิเคราะห์ภาพเพื่อค้นหาและระบุใบหน้าบุคคลในเฟรม ทำการติดตาม
ใบหน้า เมื่อระบบพบใบหน้าแล้วส่งค่าจุดเซนทรอยด์สู่แขนกลอาดูโน่ เพื่อทำการติดตามการเคลื่อนไหวของ
ใบหน้าในเฟรมต่อ ๆ ไป ในการควบคุมแขนกล แขนกลปรับมุมและตำแหน่งตามข้อมูลที่ได้รับจากระบบ  
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โดยช้ีเป้าหมายไปท่ีใบหน้าบุคคล อัลกอริทึม 4 ตัวในการทดลองในการตรวจจับภาพใบหน้าประกอบด้วย Viola-
Jones Algorithm, Dlib Library, Convolutional Neural Networks (CNN) แ ละ  Multi-task Cascaded 
Convolutional Networks (MTCNN) ผลการว ัดประสิทธ ิภาพด้วย Confusion Matrix มีค่าเฉลี ่ยในการ
ตรวจจับภาพใบหน้าจากทั้ง 4 อัลกอริทึมพบว่า อัลกอริทึม (CNN) มีประสิทธิภาพดีที่สุด มีค่า Precision ที่ 
0.95, Recall ที่ 0.92 และ F1 score ที่ 0.93 ดังนั้น (CNN) เป็นอัลกอริทึมที่มีประสิทธิภาพในการตรวจจับ
ใบหน้าสูงที่สุด ประสิทธิภาพการทำงานของแขนกลร่วมกับอัลกอริทึมที่ใช้ในการตรวจจับใบหน้าพบว่า
อัลกอริทึม (CNN) มีประสิทธิภาพดีที ่สุดในการระบุและติดตามใบหน้าบุคคลได้อย่างแม่นยำ แม้ในสภาพ  
แสงน้อยหรือสภาพแวดล้อมที่ซับซ้อน เมื่อทำงานร่วมกับแขนกลทำการทดสอบหมุนแขนกลในมุม 45 องศา  
และ 135 องศา สามารถทำงานในการติดตามใบหน้าได้ถึงร้อยละ 82.5   

 
Abstract 

Face detection and tracking systems use digital image processing to analyse and identify 
human faces. This technology is widely applied in various fields such as security systems, 
personal tracking, and customer behaviour analysis. In the military, face tracking technology can 
be developed into an automatic targeting system by shifting the focus from general objects to 
human faces. When integrated with a gun turret control system, it becomes an efficient weapon. 
The system's operation starts with face detection using digital cameras to capture images, 
followed by image analysis software to locate and identify faces within frames and then track 
them. Once a face is detected, the centroid coordinates are sent to an Arduino robotic arm to 
track the face's movements within subsequent frames. The robotic arm adjusts its angle and 
position based on the information received from the system, targeting the human face. The 
experiment utilized four algorithms for face detection: the Viola-Jones algorithm, Dlib library, 
Convolutional Neural Networks (CNN), and Multi-task Cascaded Convolutional Networks 
(MTCNN). Performance measurement using a confusion matrix showed that the CNN algorithm 
had the highest efficiency, with a precision of 0.95, recall of 0.92, and F1 score of 0.93. Therefore, 
CNN is the most effective algorithm for face detection. The performance of the robotic arm 
combined with the face detection algorithms demonstrated that the CNN algorithm was the 
most accurate in identifying and tracking human faces, even in low light or complex 
environments. Testing the robotic arm's rotation at 45 and 135 degrees achieved an 82.5% 
success rate in face tracking. 
 
Keywords: Face Detection and Tracking Systems, Image Processing, Automatic Targeting System, 
Convolutional Neural Networks (CNN)
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1. บทน ำ 
 การพัฒนาระบบแขนกลท่ีติดตามใบหน้าผ่านการประมวลผลภาพดิจิทัลเป็นเทคโนโลยีท่ีมีความน่าสนใจ
และนำไปประยุกต์ใช้ในหลายสาขาอุตสาหกรรม ระบบดังกล่าวนำมาใช้ในภาครัฐและภาคเอกชนในการเพิ่ม
ระดับความปลอดภัยให้กับระบบประตูอัจฉริยะ การติดตามบุคคลในสถานที่สาธารณะ และการจำแนกประเภท
ลูกค้าในธุรกิจห้างสรรพสินค้า เทคโนโลยีนี้ใช้การประมวลผลภาพดิจิทัลเพื่อตรวจจับใบหน้าของบุคคล โดย
ระบบรับภาพหน้าบุคคลเข้ามาและนำผ่านกระบวนการวิเคราะห์และการจำแนกภาพ เพื่อระบุและติดตาม
ใบหน้าของบุคคลในเฟรมต่อไป จากนั้นส่งค่าจุดเซนทรอยด์ไปยังแขนกล เพื่อทำการขยับแขนกลเพื่อช้ีเป้าหมาย
ได้อย่างแม่นยำ การพัฒนาต้นแบบระบบแขนกลติดตามใบหน้าด้วยการประมวลผลภาพดิจิทัลนี้มีผลกระทบใหญ่
ต่อการปรับปรุงระบบรักษาความปลอดภัย การติดตามบุคคลในสถานที่สาธารณะ และการจำแนกประเภทลูกค้า
ในธุรกิจห้างสรรพสินค้า ด้วยการนำเอาเทคโนโลยีประมวลผลภาพดิจิทัลมาประยุกต์ใช้ ระบบนี้เปิดโอกาสให้เกิด
ความปลอดภัยที่มั่นคงมากขึ้น การสืบค้นและติดตามบุคคลที่อยู่ในสถานที่สาธารณะทำได้อย่างมีประสิทธิภาพ 
และการจัดการลูกค้าในธุรกิจห้างสรรพสินค้าที่ดียิ่งขึ้น อีกเหตุผลหนึ ่งในการพัฒนาแขนกลที่ติดตามใบหน้านั้น 
ก็เพื่อเป็นต้นแบบที่พัฒนาเป็นระบบอาวุธที่ใช้กล้องดิจิทัลเป็นเซ็นเซอร์ในการตรวจจับเป้าหมาย  ลดการพึ่งพา
การซื้ออาวุธจากต่างชาติได้ในอนาคต เนื่องจากระบบควบคุมการยิงแบบออฟโทรนิกซ์ (Optronic Fire Control 
System) ท่ีมีอัลกอริทึมต่าง ๆ ท่ีมีลักษณะการทำงานคล้ายคลึงกัน  
 ระบบควบคุมการยิงแบบออฟโทรนิกซ์เป็นระบบท่ีใช้เทคโนโลยีและอัลกอริทึมต่าง ๆ เพ่ือควบคุมการยิงอาวุธ
หรือระบบอาวุธที ่ต ิดตั ้งบนออฟโทรนิกส์ โดยระบบนี ้มีหลักการทำงานอย่างเป็นระบบเพื ่อให้การยิง  
มีความแม่นยำและเป้าหมายที่ถูกต้อง โดยระบบควบคุมการยิงแบบออฟโทรนิกซ์ประกอบด้วยส่วนประกอบ
หลายอย่าง ดังนี้ เซ็นเซอร์ (Sensors) ระบบใช้เซ็นเซอร์เพื่อตรวจจับและรับข้อมูลเกี่ยวกับสภาพแวดล้อม ซึ่ง
อาจมีเซ็นเซอร์ที่วัดระยะทาง การเคลื่อนไหว หรือแสง ซึ่งเป็นข้อมูลที่จำเป็นสำหรับการตรวจจับและติดตาม
เป้าหมาย ปัญญาประดิษฐ์ (Artificial Intelligence) ระบบควบคุมการยิงออฟโทรนิกซ์ใช้ปัญญาประดิษฐ์เพื่อ
วิเคราะห์ข้อมูลจากเซ็นเซอร์และตัดสินใจในการปรับการยิงให้เหมาะสม การใช้ปัญญาประดิษฐ์สามารถเรียนรู้
และปรับปรุงผลลัพธ์การยิงให้ดียิ่งขึ้นได้ตามเวลา ระบบส่งกำลัง (Power Transmission) ระบบส่งกำลังใช้เพื่อ
ส่งพลังงานไปยังอาวุธหรือระบบอาวุธท่ีใช้ในการยิง ระบบนี้สามารถควบคุมและปรับความแรงหรือการยิงได้ตาม
คำสั่งของระบบควบคุม อัลกอริทึม (Algorithms) ระบบควบคุมการยิงแบบออฟโทรนิกซ์ใช้อัลกอริทึมเพื่อ
คำนวณและปรับค่าต่าง ๆ เพื่อให้การยิงมีความแม่นยำและความเสถียร ระบบควบคุมการยิงแบบออฟโทรนิกซ์
เป็นระบบท่ีซับซ้อนและใช้เทคโนโลยีท่ีทันสมัย เพื่อให้การยิงมีความแม่นยำและประสิทธิภาพสูง [1-10] 
 ระบบควบคุมการยิงแบบออฟโทรนิกซ์และระบบแขนกลติดตามใบหน้าด้วยการประมวลผลภาพดิจิทัล
เป็นสองเรื่องท่ีมีความสัมพันธ์กัน 2 ส่วน คือ ส่วนการประมวลผลภาพดิจิทัลและส่วนการติดตามวัตถุ ในด้านการ
ประมวลผลภาพดิจิทัล ท้ังระบบควบคุมการยิงและระบบแขนกลติดตามใบหน้าใช้การประมวลผลภาพดิจิทัลเพื่อ
วิเคราะห์และจำแนกภาพใบหน้าหรือวัตถุต่าง ๆ ในภาพ เทคโนโลยีประมวลผลภาพ  เช่น การตรวจจับและ
ติดตามวัตถุ การจำแนกคุณลักษณะ และการระบุตำแหน่งทางพิกัด เป็นส่วนสำคัญในการทำงานของท้ังสองระบบนี้ 
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ในด้านการติดตามวัตถุ ท้ังระบบควบคุมการยิงและระบบแขนกลติดตามใบหน้าใช้ระบบการติดตามเพื่อระบุและ
ติดตามตำแหน่งของวัตถุหรือใบหน้าท่ีเป็นเป้าหมาย ใช้เทคโนโลยีติดตามอย่างแม่นยำ เช่น การระบุจุดเซนทรอยด์
หรือการใช้เทคนิค Computer Vision เพื่อติดตามการเคลื่อนไหวของวัตถุหรือใบหน้าในเวลาเป็นที่รวดเร็วได้ 
ถ้าเป็นระบบควบคุมการยิงตรวจจับและติดตามเป้าหมายด้วยการประมวลผลภาพดิจิทัลเมื่อตรวจจับเป้าหมาย
และได้จุดเซนทรอยด์แล้วส่งค่าสู่ระบบควบคุมอาวุธที่เสมือนแขนกลในการตรวจจับเป้าผิวน้ำและอากาศยาน  
ท่ีปรากฎในเฟรมภาพ โดยต้องการประสิทธิภาพและความแม่นยำสูงที่สุดในการทำงาน [11-14] ดังเช่นตัวอย่าง
งานวิจัยที่ใช้การการจำแนกและการติดตามเรือผิวน้ำด้วยระบบอัตโนมัติโดยการจดจำวัตถุด้วยวิธี AlexNet 
เสนออัลกอริทึมการติดตามเพื่อติดตามวัตถุท่ีระบุ [15] 
 1.1 ความเป็นมาและความสำคัญของปัญหา 
  แบบจำลองในการพัฒนาระบบอาวุธที่ใช้กล้องในการตรวจจับและติดตามเป้าหมายในอนาคต งานวิจัยนี้
อาจมีต้นกำเนิดจากความสำคัญของการพัฒนาเทคโนโลยีทางทหารท่ีมีความสามารถในการตรวจจับและติดตาม
ศัตรูหรือเป้าหมายเพื่อให้การดำเนินงานทางทหารมีประสิทธิภาพมากขึ้น การศึกษาและพัฒนาระบบแขนกลที่
ติดตามใบหน้าเป็นต้นแบบอาจช่วยเสริมสร้างความรู้และเข้าใจในการพัฒนาระบบอาวุธที่ใช้เทคโนโลยีกล้อง  
ในการตรวจจับและติดตามเป้าหมายได้ในอนาคต 
  ความสำคัญของปัญหานี้มาจากความเร่งด่วนในการพัฒนาเทคโนโลยีทางทหารที่มีความแม ่นยำและ
ประสิทธิภาพสูงในการตรวจจับและติดตามเป้าหมาย การมีระบบอาวุธที่สามารถตรวจจับและติดตามศัตรูให้ได้
ในระยะเวลาที่เร็วและแม่นยำส่งผลให้การดำเนินงานทางทหารมีประสิทธิภาพสูงขึ้น อนึ่งการศึกษาและพัฒนา
ระบบแขนกลท่ีติดตามใบหน้าเป็นต้นแบบยังเป็นกระบวนการที่เป็นประโยชน์ในการสร้างความเข้าใจและความรู้
เพิ่มเติมในเทคโนโลยีท่ีเกี่ยวข้องเพื่อนำไปพัฒนาต่อยอดให้สำเร็จได้ในอนาคต 
 
2. วัตถุประสงค์ของกำรวิจัย 
 2.1 เพื่อศึกษาและทดสอบการทำงานอัลกอริทึมในการตรวจจับใบหน้าท่ีมีประสิทธิภาพสูงสุดในการทำงาน
กับแขนกลอัตโนมัติในการตรวจจับและติดตามภาพใบหน้าได้ 
 2.2 เพื่อใช้เป็นต้นแบบในการพัฒนาต่อยอดความรู้เทคโนโลยีทางการทหาร งานวิจัยนี้มีวัตถุประสงค์ท่ีจะ
นำระบบการทำงานของแขนกลติดตามใบหน้าที่ได้รับการศึกษาและวิเคราะห์มาเป็นต้นแบบ โดยการพัฒนา
ระบบอื่น ๆ ท่ีใช้กล้องในการตรวจจับและติดตามเป้าหมายในอนาคต ระบบท่ีได้รับแรงบันดาลใจจากงานวิจัยนี้
อาจมีการพัฒนาเพื่อเสริมสร้างความแม่นยำและประสิทธิภาพในการตรวจจับและติดตามเป้าหมาย 
 2.3 เพื่อนำความรู้ที่ได้ไปพัฒนาต่อยอดในการพัฒนาเทคโนโลยีที่เกี่ยวข้องทางทหาร การศึกษาและวิจัย
ระบบการติดตามใบหน้าในงานนี้อาจช่วยเสริมสร้างความเข้าใจและความรู้เกี่ยวกับเทคโนโลยีที่เกี่ยวข้อง เช่น 
เทคนิคการระบุตำแหน่ง การประมวลผลภาพ หรือเทคโนโลยีที่ใช้ในการตรวจจับใบหน้า เนื่องจากเทคโนโลยี
เหล่านี้อาจมีความสำคัญในการพัฒนาระบบอาวุธท่ีใช้กล้องในการตรวจจับและติดตามเป้าหมายในอนาคต 
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3. สมมติฐำนของกำรวิจัย 
 3.1 ระบบการติดตามใบหน้าด้วยแขนกลสามารถทำงานได้อย่างแม่นยำและเชื ่อถือได้ สมมติฐานนี้
สันนิษฐานว่าระบบการติดตามใบหน้าท่ีใช้แขนกลสามารถระบุและติดตามใบหน้าของเป้าหมายอย่างแม่นยำและ
เป็นระบบท่ีน่าเช่ือถือในการใช้งานจริงในอนาคต 
 3.2 การพัฒนาและปรับปรุงระบบการติดตามใบหน้าด้วยแขนกลจะเป็นที่ต้องการในอนาคต สมมติฐานนี้
เสนอว่ามีความสำคัญและความต้องการในการพัฒนาระบบการติดตามใบหน้าท่ีใช้แขนกลอย่างต่อเนื่อง โดยการ
ปรับปรุงเทคโนโลยีและความสามารถของระบบเพื่อให้มีประสิทธิภาพและการใช้งานท่ีเหมาะสมกับระบบอาวุธที่
ใช้กล้องในการตรวจจับและติดตามเป้าหมาย 
 3.3 การพัฒนาระบบอาวุธท่ีใช้กล้องในการตรวจจับและติดตามเป้าหมายจะมีผลกระทบในด้านความปลอดภัย
และประสิทธิภาพของการดำเนินงานทางทหาร สมมติฐานนี้เสนอว่าการพัฒนาระบบอาวุธที่สามารถตรวจจับ
และติดตามเป้าหมายด้วยกล้องจะมีผลกระทบในด้านความปลอดภัยและประสิทธิภาพของการดำเนินงานทางทหาร 
เนื่องจากมีความสามารถในการระบุและติดตามเป้าหมายในระยะเวลาที่เร็วและแม่นยำ ทำให้มีประสิทธิภาพ
สูงขึ้นในการดำเนินงานทางทหาร 
 
4. ขอบเขตของกำรวิจัย 
 4.1 สามารถควบคุมแขนกลอัตโนมัติประกอบกับกล้องเว็บแคมในการติดตามใบหน้าบุคคลได้ในสภาวะแสงปกติ 
 4.2 ตรวจจับใบหน้าบุคคลด้วยอัลกอริทึมท่ีแตกต่างกันจำนวน 4 อัลกอริทึม ประกอบด้วย 1) Viola-Jones 
Algorithm  2) Dlib Library  3) Convolutional Neural Networks (CNN) และ  4 ) Multi-task Cascaded 
Convolutional Networks 
 4.3 วัดประสิทธิภาพด้วยเครื่องมือสำคัญในการประเมินผลลัพธ์ของการทำนาย Confusion Matrix เพื่อหา 
ประสิทธิภาพท่ีดีที่สุดในการทำงาน อุปกรณ์ท่ีใช้กล้องดิจิทัลขนาดไฟล์ภาพ 640 คูณ 480 อัตราเฟรม 50 เฟรม
ต่อวินาที ชุดข้อมูลรูปภาพทำการตรวจจับภาพใบหน้าจากสภาวะแวดล้อมภายในอาคารที่มีแสงสว่างเพียงพอ  
มีค่าความสว่างของแสงประมาณ 3500 lumen สามารถมองเห็นวัตถุและผู้คนในภาพได้อย่างถี่ถ้วน สีสันของ
ภาพสดใส ไม่ซีดจาง ภาพโดยรวมจะดูสว่างและสดใส จากภาพรวมทั้งหมด 1,000 ภาพ แบ่งเป็นตัวอย่างการฝึก 
800 ภาพ และตัวอย่างทดสอบ 200 ภาพ ซึ่งจำนวนใบหน้าที่มีในแต่ละภาพ เช่น แต่ละภาพมีใบหน้าไม่เกิน 1 
ใบหน้า และจำนวนพิกเซลของใบหน้าท่ีเล็กท่ีสุดท่ีตรวจจับได้เท่ากับ 40,000 พิกเซล 
 
5. ประโยชน์ที่คำดว่ำจะได้รับ 
 การเพิ่มความเข้าใจและความรู้ในเทคโนโลยีที่เกี ่ยวข้อง การศึกษาและวิจัยระบบการติดตามใบหน้า  
ด้วยแขนกลซึ่งจะช่วยเสริมสร้างความเข้าใจและความรู้ในเทคโนโลยีที่เกี่ยวข้อง เช่น เทคนิคการระบุตำแหน่ง 
การประมวลผลภาพ หรือเทคโนโลยีที ่ใช้ในการตรวจจับใบหน้า ซึ ่งอาจนำไปสู่การพัฒนาระบบอื่น ๆ ที่ใช้
เทคโนโลยีกล้องในการตรวจจับและติดตามเป้าหมายในอนาคต
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 ระบบการติดตามใบหน้าด้วยแขนกลดังกล่าวนี้ช่วยเสริมสร้างศักยภาพของวิทยากรและนักวิจัยในเชิง
วิทยาศาสตร์และเทคโนโลยีทางทหาร ซึ่งอาจส่งผลให้เกิดนวัตกรรมและการพัฒนาที่สำคัญในการปรับใช้
เทคโนโลยีท่ีใช้กล้องในการตรวจจับและติดตามเป้าหมายในสถานการณ์ทางทหาร 
 
6. วิธีด าเนินการศึกษา 
 ในส่วนของการเตรียมวัสดุและอุปกรณ์จะทำการประกอบแขนกลกับฐานและเชื่อมต่อกับกล้องเว็ปแคม 
จัดเตรียมโปรแกรมเพื่อเตรียมใช้งานตามหัวข้อย่อย ดังนี้ 
 6.1 วัสดุอุปกรณ์ 
  6.1.1 Servo MG996R (180 องศา) เซอร์โวเฟืองเหล็กภายใน เฟืองวัสดุผสมกึ่งโลหะ จำนวน 2 ตัว 
  6.1.2 Arduino UNO R3 
  6.1.3 กล้อง WEBCAM LOGITECH (C922) 
  6.1.4 แท่นยึดเซอร์โวมอเตอร์และกล้องเว็บแคม  
 

 
 

รูปที่ 1  อุปกรณ์ต้นแบบระบบตรวจจับและติดตามใบหน้า 
 
 6.2 ขั้นตอนวิธีการวิจัย 
  6.2.1 เริ่มจากการกำหนดปัญหา นำเสนอในหัวข้อ 1.1 ความเป็นมาและความสำคัญของปัญหา 
  6.2.2 การทบทวนวรรณกรรม 
   การตรวจจับใบหน้าด้วยการประมวลผลภาพดิจิทัลมีประวัติความเป็นมายาวนานกว่า 50 ปี โดย
เร่ิมต้นข้ึนในช่วงทศวรรษ 1960 เม่ือเทคโนโลยีการประมวลผลภาพดิจิทัลเริ่มพัฒนาขึ้น ในช่วงแรก ๆ การตรวจจับ
ใบหน้าเป็นการประยุกต์ใช้เทคนิคการประมวลผลภาพแบบดั้งเดิม เช่น การเปรียบเทียบลักษณะทางเรขาคณิต
ของใบหน้า เช่น ตำแหน่งของดวงตา จมูก ปาก เป็นต้น อย่างไรก็ตาม เทคนิคเหล่านี้มีประสิทธิภาพต่ำ เนื่องจาก
ใบหน้าของมนุษย์มีความแตกต่างกันในแต่ละบุคคล ทั้งในด้านรูปร่าง ลักษณะ และการแสดงอารมณ์ ในช่วง  
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ทศวรรษ 1980 ได้มีการพัฒนาเทคนิคการตรวจจับใบหน้าที่มีประสิทธิภาพมากขึ้น โดยอาศัยหลักการของการ
เรียนรู้ของเครื่อง (Machine Learning) เทคนิคเหล่านี้สามารถเรียนรู้ลักษณะเฉพาะของใบหน้าแต่ละบุคคลจาก
ข้อมูลตัวอย่างที่ให้มา ทำให้สามารถตรวจจับใบหน้าได้แม่นยำยิ่งขึ ้น ในช่วงทศวรรษ 1990 ได้มีการพัฒนา
เทคนิคการตรวจจับใบหน้าแบบเรียลไทม์ (Real-time Face Detection) เทคนิคเหล่านี้สามารถตรวจจับใบหน้า
ได้อย่างรวดเร็วและแม่นยำ ทำให้สามารถนำมาประยุกต์ใช้งานในระบบต่าง  ๆ  เช่น ระบบรักษาความปลอดภัย 
ระบบจดจำใบหน้า เป็นต้น ในปัจจุบัน การตรวจจับใบหน้าด้วยการประมวลผลภาพดิจิทัลมีการพัฒนาอย่างต่อเนื่อง 
โดยอาศัยเทคนิคใหม่ๆ เช่น การเรียนรู้เชิงลึก (Deep Learning) ทำให้สามารถตรวจจับใบหน้าได้แม่นยำยิ่งขึ้น 
และสามารถตรวจจับใบหน้าจากระยะไกล หรือจากภาพที่มีความละเอียดต่ำได้อีกด้วย สำหรับงานวิจัยที ่ใช้
เทคนิคในการตรวจจับใบหน้าที่หน้าสนใจพอสังเขป ดังนี้  Viola และ Jones ในปี 2004 [16] ได้ศึกษาเทคนิคนี้
ใช้หลักการของการเรียนรู้ของเครื่องในการจำแนกใบหน้า โดยแบ่งใบหน้าออกเป็นส่วนย่อย ๆ แล้วเปรียบเทียบ
ลักษณะของส่วนย่อยเหล่านั ้นกับใบหน้าในฐานข้อมูล การพัฒนาการของการตรวจจับใบหน้าด้วยการ
ประมวลผลภาพดิจิทัล เนื่องจากเป็นเทคนิคที่มีประสิทธิภาพสูงและสามารถนำมาใช้ในระบบต่าง ๆ ได้อย่าง
แพร่หลาย  Ahonen, T. และคณะ [17] ได้เสนอเทคนิคการตรวจจับใบหน้าโดยใช้ลักษณะเฉพาะของใบหน้า 
ท่ีเรียกว่า Local Binary Patterns (LBP) เทคนิคน้ีใช้หลักการของการทำแผนท่ีภาพเป็นชุดของค่าบิต ซ่ึงสามารถใช้
ในการจำแนกใบหน้าได้อย่างมีประสิทธิภาพเนื่องจากเป็นเทคนิคที่มีประสิทธิภาพสูงและสามารถนำมาใช้ใน
ระบบต่าง ๆ ได้อย่างแพร่หลาย เช่น ระบบรักษาความปลอดภัย ระบบจดจำใบหน้า  Agarwal, A. [18] ได้ศึกษา
การปรับปรุงประสิทธิภาพของอัลกอริทึมการตรวจจับใบหน้าด้วยไลบรารี Dlib Library เพื่อตรวจจับใบหน้าใน
สภาพแวดล้อมที่ท้าทาย เช่น สภาพแวดล้อมที่มีแสงน้อย สภาพแวดล้อมที่มีวัตถุรบกวน เป็นต้น บทความ
วารสารเล่มนี้นำเสนอเทคนิคการปรับปรุงประสิทธิภาพของอัลกอริทึมการตรวจจับใบหน้าด้วยไลบรารี Dlib 
Library หลายเทคนิค เช่น การใช้เทคนิคการประมวลผลภาพขั ้นสูง การใช้เทคนิคการเรียนรู้ของเคร ื ่อง 
Sawhney, S. และคณะ[19] ได้นำเสนอวิธีการตรวจจับใบหน้าแบบใหม่โดยใช้ไลบรารี Dlib Library และ
เทคนิค Adaptive Thresholding วิธีการตรวจจับใบหน้าแบบใหม่นี้สามารถตรวจจับใบหน้าในสภาพแวดล้อมที่
มีแสงน้อยและสภาพแวดล้อมที่มีวัตถุรบกวนได้ดี  Ren, S.และคณะ[20] นำเสนออัลกอริทึม Faster R-CNN  
ซึ่งเป็นอัลกอริทึมการตรวจจับวัตถุแบบหลายภาพ (Multi-stage Detector) ที่ใช้เทคนิคการเรียนรู้ของเครื ่อง 
แบบลึก (Deep Learning) อัลกอริทึมนี้มีประสิทธิภาพสูงและทำงานได้รวดเร็ว  Redmon, J. และคณะ [21] 
นำเสนออัลกอริทึม YOLO ซึ่งเป็นอัลกอริทึมการตรวจจับวัตถุแบบหนึ่งภาพ (One-stage Detector) ที่ใช้
เทคนิคการเรียนรู้ของเครื่องแบบลึก (Deep Learning) อัลกอริทึมนี้มีประสิทธิภาพสูงและทำงานได้รวดเร็ว  
Liu, W. คณะ [22] นำเสนออัลกอริทึม SSD ซึ่งเป็นอัลกอริทึมการตรวจจับวัตถุแบบหนึ่งภาพ (One-stage 
Detector) ที่ใช้เทคนิคการเรียนรู้ของเครื่องแบบลึก (Deep Learning) อัลกอริทึมนี้มีประสิทธิภาพสูงและ
ทำงานได้รวดเร็ว ในอนาคต การตรวจจับใบหน้าด้วยการประมวลผลภาพดิจิทัลจะมีการพัฒนาอย่างต่อเนื่อง 
โดยคาดว่าจะสามารถตรวจจับใบหน้าได้แม่นยำยิ่งขึ ้น และสามารถประยุกต์ใช้งานในสาขาใหม่ ๆ มากขึ้น   
พิศณุ ค.[23] ได้เสนอการตรวจจับใบหน้าบุคคลโดยใช้โมเดล YOLOv4 และเปรียบเทียบกับอัลกอริทึมอื่น ๆ  
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ที่ใช้ในงานวิจัยตรวจจับใบหน้า โดยใช้ชุดข้อมูลรูปภาพจำนวนมากจาก 3 สภาวะแวดล้อมที่แตกต่างกันอย่าง  
มีนัยสำคัญ คือ ภายในอาคารท่ีมีแสงน้อย น้อยกว่า 3500 lumen, ภายในอาคารท่ีมีแสงสว่างเพียงพอประมาณ 
3500 lumen และภายนอกอาคารในช่วงเวลาปกติที่มีแสงสว่างผลการทดลองพบว่า YOLOv4 เป็นอัลกอริทึม 
ที่มีประสิทธิภาพในการตรวจจับใบหน้าบุคคลที่ดีที ่สุด ซึ่งงานวิจัยนี้มีข้อดี  คือ ใช้ YOLOv4 ในการตรวจจับ
ใบหน้า ทำให้ผลการทดลองดีกว่างานวิจัยอื่น ๆ 
  6.2.3 การออกแบบการวิจัย 
   การตรวจจับใบหน้า จะเริ่มจากการรับภาพจากกล้องต่อจากนั้นจะทำการแปลงภาพ RGB เป็น 
ภาพ Gray Scale เพื่อลดขนาดข้อมูลและสะดวกในการประมวลผล ลดความซับซ้อนในการวิเคราะห์ และลด
อิทธิพลจากแสง ในส่วนของการตรวจจับใบหน้าจะทำการคำนวณหาจุดเซ็นทรอยด์ และส่งค่า X และ Y ไปยังส่ง
ค่าจุดเซ็นทรอยด์ X และ Y ไปท่ี Arduino ในการขยับแขนกลมีข้ันตอนการปฏิบัติสำคัญตามรูปท่ี 2 ดังนี้ 
 

 
 

รูปที่ 2  ขั้นตอนการทำงาน 
 

   6.2.3.1 การรับภาพ (RGB) ภาพท่ีนำมาใช้ในงานวิจัยต้องเป็นนามสกุล jpg/png ท่ีมีขนาดภาพ
ในตอนแรกขนาด 1,478 × 1,108 พิกเซล ภาพมีลักษณะเป็นตัวบุคคลที่สามารถมองเห็นใบหน้าได้ เพื่อให้ง่าย
ต่อการตรวจจับใบหน้าดังแสดงดังรูปท่ี 3 
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รูปที่ 3  ภาพ (RGB) 
 

   6.2.3.2 การปรับภาพเป็นภาพสีเทา (Gray Scale) ดังแสดงดังรูปท่ี 4 
 

 
 

รูปที่ 4  ภาพสีเทา (Gray Scale) 
 

   6.2.3.3 ตรวจหาใบหน้า (Face Detection) และการสร้าง (Bounding Box) คลุมรอบใบหน้า 
เป็นขั้นตอนท่ีใช้ในการระบุใบหน้าในภาพหรือวิดีโอ โดยใช้เทคนิคการต่าง ๆ ดังแสดงดังรูปท่ี 5 
 

 
 

รูปที่ 5  ภาพสีเทา (Gray Scale)
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   6.2.3.4 การหาจุดเซ็นทรอยด์ของภาพ กระบวนการหาจุดศูนย์กลางหรือจุดท่ีมีค่าเฉล่ียของพิกเซล
ในภาพ โดยจุดเซ็นทรอยด์เป็นจุดท่ีมีค่าเฉล่ียของค่าพิกเซลในแนวแกน X และแกน Y ของภาพดังแสดงดังรูปท่ี 6 
 

 
 

รูปที่ 6  แสดงจุดเซ็นทรอยด์ 
 

    ในขั้นตอนนี้จะมีการนำค่า x และ y จากภาพมาแปลงให้เป็นค่ามุมของเซอร์โวมอเตอร์ 
สามารถทำได้โดยใช้สมการท่ี (1) 

 

 𝜃 = 𝑡𝑎𝑛−1 𝑦

𝑥
 (1) 

 
 โดยท่ี 𝜃 คือ มุมองศา 
  𝑥 คือ ค่าท่ีได้จากการหาจุดเซ็นทรอยด์จากภาพใบหน้า 
  𝑦 คือ ค่าท่ีได้จากการหาจุดเซ็นทรอยด์จากภาพใบหน้า 
     
    การคำวนณค่าอะซิมุท (Azimuth) ของเส้นวงรอบ เริ ่มจากเส้นที่ทราบค่าอะซิมุท 
เส้นแรกออกจากสูตร 
 

 𝑎𝑧 ชี้ไป = 𝐴𝑧 ชี้มา + มุม ±  180° (2) 
 

 + 180 เมื่อผลรวมนอ้ยกว่า 180° 
 - 180 เมื่อผลรวมมากกว่า 180° 
   
   6.2.3.5 ส่งค่าจุดเซ็นทรอยด์ ค่า x และ y จะถูกส่งไปที่ Arduino โดยใช้สื ่อสารทางซีเรียล 
(Serial Communication) เพ่ือส่งค่าจุดเซ็นทรอยด์ x และ y จากคอมพิวเตอร์ไปยัง Arduino โปรแกรมบน Arduino 
จะรับค่าจากคอมพิวเตอร์ผ่านการสื่อสารซีเรียล และนำค่า x และ y ไปใช้ในการควบคุมเซอร์โวมอเตอร์ เมื่อ
เซอร์โวมอเตอร์ถูกควบคุมและคำนวณค่า x และ y ให้เหมาะสม แขนกลจะหมุนหรือเคลื่อนที่เพื ่อชี ้ไปที่จุด 
เซ็นทรอยด์ท่ีส่งมาจากการตรวจจับใบหน้าดังแสดงดังรูปท่ี 7 
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รูปที่ 7  การทำงานของแขนกล 
 

   6.2.3.6 ทดสอบการควบคุมแขนกลอัตโนมัติประกอบกับกล้องเว็บแคม 
   6.2.3.7 การวิเคราะห์ข้อมูล การวิเคราะห์ประสิทธิภาพในการตรวจจับใบหน้าบุคคล ด้วยค่า 
Confusion Matrix [24] สามารถทำได้โดยพิจารณาจากค่า Precision, Recall และ F1 Score ดังนี้ 
 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 (3) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 (4) 

 𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ×
 (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
 (5) 

 

 โดยท่ี 
 TP คือ จำนวนตัวอย่างท่ีจำแนกถูกต้องในกลุ่มตัวอย่างท่ีคาดว่าจะเป็นใบหน้า (True Positive) 
 FP คือ จำนวนตัวอย่างที่จำแนกผิดพลาดในกลุ่มตัวอย่างที่คาดว่าจะเป็นใบหน้า (False 
Positive) 
 FN คือ จำนวนตัวอย่างที่จำแนกผิดพลาดในกลุ่มตัวอย่างที่แท้จริงเป็นใบหน้า (False 
Negative) 
 Recall คือ อัตราส่วนของตัวอย่างที่จำแนกถูกต้องในกลุ่มตัวอย่างที่แท้จริงเป็นใบหน้า 
(True Positive) ท้ังหมด 
 Precision คือ อัตราส่วนของตัวอย่างที่จำแนกถูกต้องในกลุ่มตัวอย่างที่คาดว่าจะเป็น
ใบหน้า (True Positive) ท้ังหมด 
 F1 Score คือ ค่าเฉล่ียแบบ Harmonic ของ Precision และ Recall
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7. ผลกำรศึกษา 
 ระบบแขนกลที่ใช้การตรวจจับใบหน้าด้วยการประมวลผลภาพดิจิทัลในการทดลองนี้ได้ทดสอบใช้
อัลกอริทึมทั้งหมด 4 ตัว คือ Viola-Jones Algorithm, Dlib Library, Convolutional Neural Networks (CNN) 
และ Multi-task Cascaded Convolutional Networks (MTCNN) เพื ่อตรวจจับใบหน้าบุคคลในภาพ ซึ ่ง
เหตุผลที่เลือกใช้หลักการตรวจจับใบหน้าแทนที่ หลักการรู้จำใบหน้าเนื่องจากว่าในงานวิจัยนี้ต้องการติดตาม
ใบหน้าไม่ได้ต้องการรู้จำใบหน้า ผลการวัดประสิทธิภาพด้วย Confusion Matrix แสดงให้เห็นว่าอัลกอริทึม 
(CNN) มีประสิทธิภาพที่ดีที่สุด โดยมีค่า Precision ที่ 0.95, Recall ที่ 0.92, และ F1 score ที่ 0.93 สรุปว่า
อัลกอริทึม (CNN) เป็นอัลกอริทึมท่ีมีประสิทธิภาพในการตรวจจับใบหน้าบุคคลท่ีดีที่สุด และมีความเหมาะสมใน
การประยุกต์ใช้ในงานวิจัยนี้ตามตารางท่ี 1 
 
ตำรำงที่ 1  ประสิทธิภาพในการตรวจจับใบหน้าบุคคล 

Algorithm Precision Recall F1 score Accuracy (%) 
Viola-Jones 0.85 0.78 0.81 85 
Dlib library 0.92 0.85 0.88 92 
CNN 0.95 0.92 0.93 95 
MTCNN 0.93 0.91 0.92 93 

 
 จากผลของประสิทธิภาพอัลกอริทึม (CNN) นี้จากภาพรวมทั้งหมด 1,000 ภาพ แบ่งเป็นตัวอย่างการฝึก 
800 ภาพ และตัวอย่างทดสอบ 200 ภาพ และต้องการหาประสิทธิภาพของการจำแนก พบว่ามีจำนวนรูปภาพ 
ที่ถูกจำแนกถูกต้อง (True Positive) จำนวน 184 ภาพ มีจำนวนรูปภาพที่ถูกจำแนกผิด (False Positive) 
จำนวน 4 ภาพ ใบหน้าท่ีจริงมี แต่ตรวจจับไม่ถูกต้อง FN (False Negative) จำนวน 16 ภาพ และใบหน้าที่จริง
ไม่มี และตรวจจับไม่ถูกต้อง TN (True Negative) จำนวน 18 ภาพ ดังแสดงตามตารางท่ี 2  
 
ตารางที่ 2  ผลลัพธ์การเปรียบเทียบ 

 Predicted True (Positive) Predicted False (Negative) 
True (Positive) True Positive (TP) = 184 False Negative (FN) = 16 
False (Negative) False Positive (FP) = 4 True Negative (TN) = 18 

 
 การทดสอบแขนกลร่วมกับการทำงานของกล้องเว็บแคมในการตรวจจับและติดตามภาพใบหน้าโดยใช้ 
CNN โดยมีผลการทดลองในการตรวจจับภาพใบหน้าในมุม 45° และ 135° เพราะ 2 มุมนี้ให้ความแตกต่างของ
ใบหน้ามากท่ีสุด ตามตารางท่ี 3 MTCNN ตามตารางท่ี 4  Dlib Library  ตามตารางท่ี 5 และ Viola-Jones ตาม
ตารางท่ี 6 
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ตำรำงที่ 3  การตรวจจับและติดตามภาพใบหน้าโดยใช้ CNN ในมุม 45° และ 135° มุมล่ะ 10 ครั้งรวมทั้งหมด 
20 ครั้ง 

คร้ังที่ 
ตรวจจับได้ติดตามได้

แกน x 
ตรวจจับไม่ได้

แกน x 
ตรวจจับได้ติดตามได้

แกน y 
ตรวจจับไม่ได้

แกน y 
1 ✓     ✓ 
2 ✓   ✓   
3   ✓ ✓   
4   ✓ ✓   
5 ✓     ✓ 
6 ✓   ✓   
7 ✓   ✓   
8 ✓     ✓ 
9 ✓   ✓   
10 ✓   ✓   
11   ✓ ✓   
12 ✓   ✓   
13   ✓ ✓   
14 ✓   ✓   
15 ✓   ✓   
16 ✓   ✓   
17 ✓   ✓   
18 ✓   ✓   
19 ✓   ✓   
20 ✓   ✓   
รวม 16 4 17 3 
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ตำรำงที่ 4  การตรวจจับและติดตามภาพใบหน้าโดยใช้ MTCNN ในมุม 45° และ 135° มุมล่ะ 10 ครั้งรวม
ท้ังหมด 20 ครั้ง 

คร้ังที่ 
ตรวจจับได้ติดตามได้

แกน x 
ตรวจจับไม่ได้

แกน x 
ตรวจจับได้ติดตามได้

แกน y 
ตรวจจับไม่ได้

แกน y 

1 ✓   ✓   
2 ✓   ✓   
3 ✓     ✓ 
4 ✓   ✓   
5   ✓ ✓   
6 ✓   ✓   
7 ✓     ✓ 
8 ✓   ✓   
9 ✓   ✓   
10 ✓   ✓   
11   ✓   ✓ 
12   ✓ ✓   
13 ✓   ✓   
14 ✓     ✓ 
15   ✓ ✓   
16 ✓   ✓   
17 ✓     ✓ 
18 ✓   ✓   
19 ✓   ✓   
20   ✓ ✓   
รวม 15 5 15 5 
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ตำรำงที่ 5  การตรวจจับและติดตามภาพใบหน้าโดยใช้ Dlib Library ในมุม 45° และ 135° มุมล่ะ 10 ครั้งรวม
ท้ังหมด 20 ครั้ง 

คร้ังที่ 
ตรวจจับได้ติดตามได้

แกน x 
ตรวจจับไม่ได้

แกน x 
ตรวจจับได้ติดตามได้

แกน y 
ตรวจจับไม่ได้

แกน y 
1 ✓   ✓   
2 ✓   ✓   
3   ✓   ✓ 
4   ✓ ✓   
5   ✓   ✓ 
6 ✓   ✓   
7 ✓   ✓   
8 ✓     ✓ 
9   ✓ ✓   
10 ✓   ✓   
11   ✓   ✓ 
12 ✓     ✓ 
13   ✓ ✓   
14 ✓   ✓   
15   ✓   ✓ 
16 ✓   ✓   
17 ✓   ✓   
18 ✓   ✓   
19 ✓   ✓   
20 ✓   ✓   
รวม 13 7 14 6 
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ตำรำงที่ 6  การตรวจจับและติดตามภาพใบหน้าโดยใช้ Viola-Jones ในมุม 45° และ 135° มุมล่ะ 10 ครั้งรวม
ท้ังหมด 20 ครั้ง 

คร้ังที่ 
ตรวจจับได้ติดตามได้

แกน x 
ตรวจจับไม่ได้

แกน x 
ตรวจจับได้ติดตามได้

แกน y 
ตรวจจับไม่ได้

แกน y 

1 ✓     ✓ 
2   ✓ ✓   
3   ✓   ✓ 
4 ✓   ✓   
5   ✓   ✓ 
6 ✓   ✓   
7   ✓   ✓ 
8 ✓     ✓ 
9 ✓   ✓   
10   ✓ ✓   
11   ✓   ✓ 
12 ✓   ✓   
13   ✓ ✓   
14 ✓     ✓ 
15 ✓     ✓ 
16   ✓   ✓ 
17 ✓   ✓   
18   ✓ ✓   
19 ✓     ✓ 
20   ✓   ✓ 
รวม 10 10 9 11 

 
 จากตารางที่ 2 การทำงานของระบบแขนกลร่วมกับการทำงานของกล้องเว็บแคมสามารถตรวจจับและ
ติดตามใบหน้าได้ร้อยละ 82.5
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8. สรุปและอภิปรำยผล 
 8.1 สรุปผล 
  จากผลการทดลองพบว่าอัลกอริทึม CNN มีประสิทธิภาพในการตรวจจับใบหน้าบุคคลท่ีดีท่ีสุด โดยมีค่า 
Precision ท่ี 0.95, Recall ท่ี 0.92 และ F1 score ท่ี 0.93 ซ่ึงหมายความว่าอัลกอริทึมนี้สามารถระบุและติดตาม
ใบหน้าของบุคคลในภาพได้อย่างแม่นยำและเช่ือถือได้ 
  การตรวจจับและติดตามใบหน้าด้วยอัลกอริทึม CNN ในสภาวะมุมการมอง 45° และ 135° สามารถ 
ทำได้ด้วยความแม่นยำร้อยละ 82.5 ซึ่งถือว่ามีประสิทธิภาพสูงในการทำงานนี้ การที่ระบบสามารถทำงานใน
สภาวะการหมุนแขนกล เป็นการทดสอบที่สำคัญและแสดงถึงความคล่องตัวของระบบในการรับมือกับสภาวะที่
ภาพถูกหมุนหรือมีการเปลี่ยนแปลงมุมการมอง การทดสอบนี้อาจขึ้นอยู่กับการสร้างและปรับแต่งโมเดล CNN 
และการเตรียมข้อมูลท่ีใช้ในการฝึกโมเดลอย่างเหมาะสม 
 8.2 อภิปรายผล 
  8.2.1 ผลการทดลองในการตรวจจับใบหน้าด้วยอัลกอริทึมต่าง ๆ 
   Viola-Jones Algorithm มีประสิทธิภาพต่ำท่ีสุดในการตรวจจับใบหน้าในงานวิจัยน้ี มีความแม่นยำที่
ค่อนข้างต่ำเมื่อเทียบกับอัลกอริทึมอื่น ๆ ดังนั้นอาจจะไม่เหมาะสมสำหรับการนำไปใช้งานจริงในสถานการณ์ที่
ต้องการความแม่นยำสูง 
   Dlib Library มีประสิทธิภาพในการตรวจจับใบหน้าที่ดีกว่า Viola-Jones Algorithm แต่ยังมี
ความแม่นยำที่ไม่ได้สูงมาก เป็นอัลกอริทึมที่น่าพิจารณาในกรณีที่ต้องการความแม่นยำค่อนข้างสูงแต่ไม่
จำเป็นต้องมีความเร็วสูงมาก 
   Convolutional Neural Networks (CNN) เป็นอัลกอริทึมที่มีประสิทธิภาพในการตรวจจับ
ใบหน้ามากที่สุดในงานวิจัยนี้ มีค่า Precision ที่ 0.95, Recall ที่ 0.92 และ F1 score ที่ 0.93 ทำให้เป็น
ตัวเลือกท่ีเหมาะสมสำหรับงานตรวจจับและติดตามใบหน้าในสถานการณ์ท่ีต้องการความแม่นยำสูง 
   Multi-task Cascaded Convolutional Networks (MTCNN) เป็นอัลกอริทึมท่ีมีประสิทธิภาพ
ในการตรวจจับใบหน้า แต่ค่า Precision, Recall, และ F1 score ของ CNN ยังมีความสูงกว่า 
  8.2.2 การทำงานในการติดตามใบหน้าในมุมหมุน 45° และ 135° 
   ระบบสามารถทำงานในการติดตามใบหน้าในมุมหมุน 45° และ 135° ได้ถ ึงร ้อยละ 80 
ความสำเร็จนี้แสดงให้เห็นถึงประสิทธิภาพของระบบในการตรวจจับและติดตามใบหน้าในสภาวะที่ท้าทาย เช่น 
เมื่อมีการหมุนแขนกลอย่างมาก 
 8.3 ข้อเสนอแนะ 
  8.3.1 เพิ่มการทดสอบและเปรียบเทียบอัลกอริทึมเพิ่มเติม งานวิจัยนี้เลือกใช้อัลกอริทึม Viola-Jones 
Algorithm, Dlib Library, Convolutional Neural Networks (CNN), และ Multi-task Cascaded Convolutional 
Networks (MTCNN) เพื่อทดสอบประสิทธิภาพในการตรวจจับใบหน้า อาจมีการเพิ่มอัลกอริทึมอื่น ๆ เพื่อ
เปรียบเทียบประสิทธิภาพของตัวอัลกอริทึมเพิ่มเติม ที่มีการพัฒนาล่าสุดในสาขาด้านการตรวจจับใบหน้า  
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นอกจากนี้ ควรทำการทดลองในเงื่อนไขที่แตกต่างกัน เช่น แสงสว่างต่าง ๆ มุมมองที่แตกต่างกัน เพื่อประเมิน
ประสิทธิภาพในสถานการณ์ท่ีสองขั้นตอนมากขึ้น 
  8.3.2 พัฒนาระบบควบคุมและการติดตามให้มีความยืดหยุ่นมากขึ้น ในงานวิจัยนี้ได้กล่าวถึงการใช้
ระบบแขนกลอาดูโน่ในการขยับแขนกลเพื่อช้ีเป้าหมาย อย่างไรก็ตาม สามารถพิจารณาการพัฒนาระบบควบคุม
และการติดตามที่มีความยืดหยุ่นมากขึ้น เพื่อให้สามารถทำงานในสถานการณ์และตัวแปรที่หลากหลายมากขึ้น 
เช่น การปรับขนาดหรือมุมมองของใบหน้าในการตรวจจับ การติดตามใบหน้าในระยะเวลาท่ียาวขึ้น หรือการจับ
ใบหน้าในสภาพแวดล้อมท่ีซับซ้อน ซึ่งอาจเป็นท่ีพัฒนาเพิ่มเติมในงานวิจัยต่อไป 
 
9. องค์ควำมรู้ใหม่ที่ได้จำกงำนวิจัย 
 จากงานวิจัยนี้ได้รับองค์ความรู้ที่สำคัญเกี่ยวกับการตรวจจับใบหน้าและการติดตามใบหน้าด้วยการ
ประมวลผลภาพดิจิทัล ข้อมูลท่ีสำคัญ ได้แก่ 
 9.1 การนำเสนอเทคโนโลยีการตรวจจับและติดตามใบหน้า 
  การทดลองนี้ช่วยนำเสนอว่าเทคโนโลยีการตรวจจับและติดตามใบหน้าโดยใช้อัลกอริทึม CNN ร่วมกับ
กล้องเว็บแคมและระบบแขนกลสามารถทำงานร่วมกันได้อย่างประสิทธิภาพในสถานการณ์ที่มีการหมุนแขนกล 
ซ่ึงเป็นความรู้ท่ีมีความสำคัญในการพัฒนาระบบท่ีใช้ในการติดตามและระบุใบหน้าในสถานท่ีท่ีมีการเปล่ียนแปลงมุม
การมอง 
 9.2 ความสำเร็จของอัลกอริทึม CNN 
  ผลการทดลองแสดงให้เห็นว่าอัลกอริทึม CNN มีประสิทธิภาพในการตรวจจับและติดตามใบหน้าของ
บุคคล ซึ่งเป็นความรู้ท่ีสำคัญสำหรับพัฒนาและปรับปรุงระบบตรวจจับและติดตามใบหน้าในอนาคต 
 9.3 การประยุกต์ใช้ในหลายสาขาอุตสาหกรรม 
  การทดลองระบบนี้เน้นถึงการประยุกต์ใช้เทคโนโลยีการตรวจจับและติดตามใบหน้าในหลายสาขา
อุตสาหกรรม เช่น การรักษาความปลอดภัยในระบบประตูอัจฉริยะ การติดตามบุคคลในสถานที่สาธารณะ และ
การจำแนกประเภทลูกค้าในธุรกิจห้างสรรพสินค้า นี่เป็นความรู้ที่สามารถนำไปใช้ในการพัฒนาและปรับปรุง 
แอปพลิเคชันหรือระบบท่ีเกี่ยวข้องในอุตสาหกรรมต่าง ๆ 
 9.4 การปรับใช้ในทางทหาร 
  การเน้นถึงการนำระบบนี้ไปใช้ในทางทหารเมื่อมุมการมองเปลี่ยนไปจากการตรวจจับใบหน้าเป็นการ
จุดเป้าหมายทางทหาร ระบบนี้สามารถพัฒนาเป็นระบบควบคุมการยิงได้ โดยนำระบบตรวจจับใบหน้ามาใช้เป็น
อาวุธที่มีประสิทธิภาพในการติดตามและชี้เป้าหมายได้อย่างถูกต้อง  และยังสามารถเอางานวิจัยนี้ไปต่อยอด 
ทางการทหารโดยการหาเป้าหมายเพื่อการตรวจจับและติดตาม 
 จากการศึกษานี้ได้รับความรู้เกี่ยวกับอัลกอริทึมที่มีประสิทธิภาพในการตรวจจับใบหน้าและการติดตาม 
และสามารถเลือกใช้อัลกอริทึมท่ีเหมาะสมในงานและสถานการณ์ท่ีต้องการ
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