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The objective of this study is to develop and increase efficiency
of Personal Integrated Recommender System. The Recommender System
plays an important role and is crucial to our everyday lives in online
shopping and online services. We will find that the thing that comes with
when shopping for products or using services is to recommend products
or services. A good Recommender System helps generate more sales. In
the meantime, various problems could be found with the system, e.g.
scalable data, data sparsity, data accuracy, and having a lot of new users.
Therefore, new techniques have been introduced and integrated with the
recommender system in order to solve the problems and improve for
greater recommender system efficiency. In this study, an Agglomerative
Clustering together with a User-base and ltem-base Collaborative Filtering
Method is proposed. By combining the strengths of each method, we can
improve the recommender system efficiency and accuracy. This
combination helps to solve the problems of scalable data, data sparsity,

and having a lot of new users. The results show that it reduces the
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processing time and increases precision. Therefore, we can conclude that

the Personal Recommender System developed based on Agglomerative

Clustering together with User-based and Iltem-based Collaborative

Filtering Method has the ability to increase system efficiency and is

applicable. It also helped to solve the problems of scalable data, data

sparsity, and having a lot of new users. When modern technology arrives

in the future, we may be able to use cloud computing for data analysis

in order to expand the capacity to process the information efficiently.

o/ T

Unanegs

o

iTed I TagUsvasdil ewaunuagiiia
UsrdnSamueuuudnaesseuuiuzduyAname
wadian1sdanguuuuddutusmiuismsdanses
JlduaznsAnnsesdwessaw ilewnanluiagdy
syvukunhldfunumludiausedriulunisdiy
ganuiedunuavuinisesulatiluegrann usly
vuztaganunaunulguniaig 9 MAnTufuszUY
wugihdeya 1Wu Jymvesvuintdeya (Scalability
Problem) AMLUTUNMYRITBYA (Sparsity Problem)
Assiudvesdoya wagnsdgldselndifiudun
s wausnn (First-rater Problem) seiuislédnng
Andumailalvl 9 wauna A UsEUURIEL We
Wunsuidaymuasusudieusz@ns amvesszuy
wurthlVifuaznsatunnudosmsvesddodeiu Tne
’Lumu%aﬁ"aﬁylé'ﬁwLauaquaﬁ’waaﬁ%ﬂﬁé’mmimmu
dutu (Agglomerative Clustering) ¥1191U31AY
BsansesluariBuuuianseddmesian (User-
based and Item-based Collaborative Filtering
Method) 1ngta19ALA LY BILA A IS UINANHATUAY
il eUfuUgsUsEANE Mmwvesszuuluz ldany
wilugnnnb ety MnuanismaaemuIuuUTaesd
WA uRasananai uildidunsin draan

wiiugh A1 Normalized discounted cumulative gain

wazARAsveInNwIuEgT TiAigendinsly User-

based Collaborative Filtering #5 8 Item-based
Collaborative Filtering Wigsoeafien daufsagUls
1 uwuheessruuuuziidLyana Tty
msdnnguuuudiuiuiuiuiimadansoslduay
nsfiansesdsvessin SussAnsnndiniinisld User-
based Collaborative Filtering #5 ® Item-based
Collaborative Filtering g s08N9LAY7 Lagds@uIsa
thluvsggndldanldata neluowanidedinalulad
fivtuaionnniuersazannsaldnans nouiian dhu
n133As ey i orgnadaninuainsalunis

Ussinanadeyalaognediussavznm

A1EIAEY: Svuukugll I8MITANURUUEIA UTY

FWuuudAnnsowldsi FBuuuAnnsesdwessiu

UNUI

v o v w ¥

Weantudayulanidsindnggaves

U9

14 = < 14 !

Uoyavunaluiegy (Big Data) Faus19ziiiuledn Toyanig ¢

U U

e

1%

Mdanlusruugudeyal Snnuiuu N uwuung
nsglan Fuiliiiadymuwinvestoya (Scalability

Problem) MilsnuiuannuazUeynnisl Rating Aadu

[

Yasya (Sparsity Problem) A4 13 lsilpames anns

° o

AwIns I Tedanufai asimunseuukugi
Uoyaduyana (Recommender System) lngldnnsdn
NANUUAAUTUS WA VT URBWIT WUUARN SO LT3 2w

waznsAansesdweuiiounlatygmainadnsiu



108

T¥UULULUIY 81,8 (Recommender
System) (1) Wunsuszendldinafiansfumanus
Mndoyaiievhmnuiinandulussnaunsindula
Titugldonu iteuiisTonaldifuddondefld ol
§$uauiuseteyaiinssmuaudesnis uEnd
Uszaumudsa Wi Amazon Netflix uaz Spotify
nnuTumeaald seuuiiSendn Recommender
Systems lneldinaiia Collaborative Filtering 34
\dumedaiivszauniudifoazldsuanuden
pg19gadmTuMSWAII ST UULUE (2) LYW S3UU
wuzthameund Wesnnldanuliannsadng
swazBunvesnmeunsyn o Besiifleglugdoya
I¥arelussoriaand e Wadunisass
Usgaunsalfiaiugld iuanufienels saluds
iupeavglfosnaiiunasss

uan N ud 91NN3ANWITEULLULLA
Foya nudmnglidsuaunniuashlmAatgm
yosdaneiiiu 1y vueesteyadeiituidaming
n1sldn1sdangu (Clustering) Tunswuanguildau

v

reudngnisiauvessruuiielvldmuuiAug
1ld5Tu wazdymeoundedgmnsidasusy
AzuLY (Rating) siofudeya mszdodeyadsnumu
mn%u%ﬁﬂﬁpﬂ%’l@immmlﬁ%LLuuiﬁaEJﬂﬂ%ﬁa
ilidladunuazuY (Rating) laleanasonis
A vibidnansenusieauianelaverld it
feszuy (3) MnmsAnwnudn Suddenaneduil
daustuwmslunsuidemasnaniagldinaila
nansiuilesdeya (Data mining) LYy nadla
Clustering iaila Classification WHudu
naudunndiedy §Tde§ e
wuudnassszuuwuihduyanalagldlaglinisdn
ﬂfjﬁJLLUUﬁﬂﬁU‘ijzu (Agglomerative Clustering) 531U
FnsRmnsesgliiunsfnnsesdses (User-based
and Item-based Collaborative Filtering Method)

Ingi1gaiauvatsiarIsunaunauiuLaziiun

Research Journal Rajamangala University of Technology Thanyaburi, Vol 19, Issue 1, 2020

ISSN: 1686-8420 (Print), 2651-2289 (Online)

naaoaldlunisuuziinmeundsen ldaussuy
wielrEldanuldunisuusiiisiussansnmn sy
#o9n1s gndes uazflenelafign
WANTUNTIVY

Anwuaziaszitym Tnsuuudiaesi
ihauelunuafediatunsiaunss gy
waunaIu (Hybrid) lnsldnisdang uuuudidutu
(Agglomerative Clustering) S7UAUIEN1SANNTOY
Jlduaznsdnansesdaves Insdsnnsdanseadly
(User-based Collaborative Filtering) ﬁqmrﬂ'uﬁa%
#1sanauvilowveslldauluszuuiuanuyeu
finsfinnouuay F8n3dansosdeves (item-based
Collaborative Filtering) I3 ALA WA BALN 158U
Anuduiussenindeedlddnii User-based lng
UnfisruuuugdnUseiand asdduneulunis
Uszanana 3 Sunevlng) q dail 1. a¥19Use iRy
vietoyafirlfifuiiugiuvesszuy 2. Andondldd
weidendoyaiiy (corated item) viodayaihangn
Wdonannildaudsnann (co-user rate) A2
TndiAbmTendreadstutunnudiuudimualy
Tnensiisuiisuuseagld niedeyaildilu
Mugruresszuy §101aldaraund eulaled
(Cosine Similarity) (8) iileruanuiniflduasdoyadu

Januwnzauiuunndesiiieda

v v
v v A

Toyalun1snaasauidenssd Duyn
Foyafiugrudwiuldadegudoyavesssuunasld
Tunsdanguild Ineurdeyan13in MovieLens
Project 1M Dataset 1114 yadoyausznausie

1. ¥n70yan15li ATRUUNITT AT UAY
Aweums (Rating) 91121 1,000,209 Records 210
nsiuTiusmdeyagideu 91 6,040 AU wax
AMEURSIILIY 3,883 (309

2. yavouyan L958UU (User Profile)

Usgnaume el 91g 81%n (21 913) sialusudld



Research Journal Rajamangala University of Technology Thanyaburi, Vol 19, Issue 1, 2020

ISSN: 1686-8420 (Print), 2651-2289 (Online)

3. Usslanuesn neuns (item Feature)
Usznauludie daides Jufiane Suilduinle swa
ANEUAT LazUTELANAMEUAS(19 UTziamn) Luu
wdat nagyde man A asnsy Wudu

Fateyaililunsmaaeuidungudiogiei
Winannmsiivdeyassa Wnedldauladilulideys
T MovieLens Project \ignfiunineunsfasauudy
Tnegateyaiiusznaudslnddeniudddnisidd
SWaADNWILUU ANSI 979U 3 Inalaun Ratings.dat,
Movies.dat ag Users.dat mﬂﬁ?u?iﬁﬁﬂmwamwu
wazAn®IN15Y191UTI9ana3 N Collaborative
Filtering 81Ut unaun1svieu n1sUseeneldds
mnsvivilestayauazisnieada wdielunism

ANUAaeAdeiured Iduiazau nsldiunowis

Start

|

109

R EER At R P RIL ORE DRERUEEL B
wenanilSeld@nuimiinan Collaborative
Filtering LLUU%@Laudﬂﬁ{]@uﬂmgagﬁL%"awwuum
Yostoyavunlng (Big Data) WAz N1VIINTIUYRA
Uoya (Information overload) ¥ilvilsg@vannuay
AU UgtUNTYIUaRaY HWauIFalafnw
dane3u User-based and Item-based Collaborative
Filtering 1 LA L eunvreud Jaymnd $aufv
dane371u Agglomerative Clustering LUUNENNATY
Fedndumadalmilumsiauessuunugifoya
a'auqﬂﬂaﬁﬁﬂisaw%quaLLazﬁﬂfnanjuﬁwmﬁu
nn1sAnwdayninazsiusiudeya Hiaula

aaﬂLL‘UUGiTumauﬁﬁum‘sﬁﬁ%’mﬁ’qgﬂﬁ 1

‘ Agglomerative Clustering

Transaction

et Profle e data
User Profile | e ser - based and [tem - base
Collaborative Filtering Method = L
Movie data
Ranking
Rating Prediction
—

End

UM 1 TupeuddsruukugihdmuanalagldnisinnguuuuddutusiuiuisnsAnnsesgldiunisdnanses

AR



110 Research Journal Rajamangala University of Technology Thanyaburi, Vol 19, Issue 1, 2020

Nan1sAnYILazaAUIIUNE

AN IR TEUUL LRIy AR LAY
TmsdanguuuudduumiuiBmadansosldiy
N15AANS09d 1vell WarsuUsvdnsamues
LUUIIa09laeTAa1nA 1 AUC (Area Under the
Curve), prec (Precision), A1 NDCG (Normalized
Discounted Cumulative Gain), @ 1 MAP (Mean
Average Precision ) Faazesuresedelull (4-6)

1. A9 uft I idunsal (Area under the
Curve: AUQ) 1un1sin Usea@nsainnisvinauwes
wuushaeslaeddu Tusnuuewandusnsuanass
(True Positive Rate) dauluunudsazidusnsiuan
\Aq (False positive rate) Arn1sialaglyd AUC oz
Suft 089 11nef 0 nuide wuuTIaeey Ul
UsgANEanen @au 1 nunefie uuusians Yul
Usvavisnmgsiign Feanisinvziesenuidila

2.A1A310wd ue (Precision: prec) (6)
naIndunsiannuudugivassruulunisaum

nansiieaiulagnies lakanunisedi 1

A15197 1 Wan1sauAu

Action
Doc
Retrieved Not Retrieved
Relevant tp fn
Not Relevant fp tn
A1 Precision = tp/(tp+fp)

3.A1 Normalized Discounted Cumulative
Gain: NDCG (i unqui i ldlunsussiduna Search
Engine finsWseiuazuuuanuisidomeonans
suhaRnsand R uTeRansAum (Ranking) wa
DCG 1 un1sTamumunzauvasonaisineaula
AU 08 UTeLENaTS ANSERUATLILTLGTURe

AYAUIINAINUUUVBITIENISHAB NS N15A UM LU

ISSN: 1686-8420 (Print), 2651-2289 (Online)

AU NVDIHATNENNTAUN INUAIATUULITANAILLD

Hapuianelaegludiunien (7, 8) ngaun1s NDCG

gl
Kk @9-1)
NDCG, = Mg ij=q ossy O

Wo  k Ae syAunIBInuanlY
r(j) A AERUANNEIURIBLBNENSTILA
nnszUszulaegly

M, B A1AITARINAUNENYTAIlUNS

o a

nawulaeiAnanniign Ao 1

Wil NDCG 2l#sna¥afuienansiitioades
Ausngludduveanisindudunanisfumuas
adlnwenansildiisadeslaenisannziuuy NDCG

4. ARAeveInuklug (Mean Average
Precision: MAP) 1 uf1Laa svoamuut ug 104

AAUvaY  AviiNeUesiy (Relevance) wazily

Indudulneiignseisil

i 22_, AveP(q)
) Q

MAP 2)

ﬂ' VYaa 5 aa LY
M13199 2 Han1sneaedlunsallyisTunewisnimin
naukUUAR TN INAUIENsARNTa LE UL UUAR

NT99A9U0Y TUUNUUUAITN

User ltem Model
Metrics

k-NN k-NN  Combiner
AUC 0.913 0.912 0.928
Prec@5 0.398 0.272 0.415
Prec@10 0.338 0.252 0.358
Prec@15 0.301 0.234 0.320
NDCG 0.591 0.530 0.604
MAP 0.223 0.167 0.241




Research Journal Rajamangala University of Technology Thanyaburi, Vol 19, Issue 1, 2020 111

ISSN: 1686-8420 (Print), 2651-2289 (Online)

H User k-NN
Hitem k-NN

Model Combine

02 B B H
01
0 I

AUC Prec@5 Prec@10 Prec@15  NDCG MAP

3UM 2 HaN1INAReINITIANG LU UTUIINAY

BnsAnnsewlEiumsfansesdessiu

INAITNAADINUI IDNAUNFIUTTNIG
wadalagldnsinnguuuudduduiniuiznsés
ﬂiENEiyiﬂ?ﬂuuﬂ?iﬂyﬂﬂiaﬁﬁlﬂﬂaﬂilﬂm (Model
Combiner) wunldaiuilgidunsml (Area Under
the Curve: AUC) §AW11AU 0.928 ANAIIULIUEN
(Precision:prec) i k@5 dAnvi1ifu 0.415 7 k@10
fianviaiu 0.358 7 k@15 a1y 0.320 A1
Normalized discounted cumulative gain: NDCG i
ANYIRU 0.604 ALRE 8Y8IANLLUE (Mean
Average Precision : MAP) iatvindu 0.241 %nvgﬂ
At lfunganinAinnainisnisdanseadlds
(User-based Collaborative Filtering) Lagisn1sAn
n599F 9993521 (ltem-based Collaborative

Filtering) iasog1aLAEI08190ALAY

dyuna

£
a v al

nuAdsilavawszuukuzilagldvaile
nsuaunauiulasldnsdang uuuvddudu
(Agglomerative Clustering) 57uAUIEN19ANNTOY
Q”L%’Lmzmiﬁ’mmaqﬁ'waqim (User-based and
ltem-based Collaborative Filtering) 1Jwun 15191
YaauveAarIfunauNaIuiy dawaliszuy

wuzihdeyaminaueiuszaniangduluyndiyin

FaduFeag Uldanasdana nuuusidudu
(Agglomerative Clustering) $9uAU3TN15ANNTOY
{19uazn15AnnT09d w0939 (User-based and
ltem-based Collaborative Filtering ) @11158
aduayumsiadulavesldsruulduiug getundy
szuuiuzihauyanailiinadafansosldsuvie
Annseddvassaniissnguiier waztiouddym
yuInvesteya (Scalability Problem) Aifiduausnn
Joymd utonadiladnisly Rating 11 (First-rater
Problem) Ugyn1n1suenikeg Rating (Transparency
Problem) wagdgyv1n151y Rating o utaya
(Sparsity Problem) & aaunsatluusze nela s

p8195UsEANSANDnN Y

LONE1591999

1. Adomavicius G, Tuzhilin A. Recommendation
Technologies: Survey of Current Methods
and Possible Extensions: Stern School of

Business, New York University; 2004.1S-03-06.

2. Sarwar BM, Karypis G, Konstan JA, Riedl JT.
Analysis of Recommendation Algorithms for
E-commerce: ACM. In: Proceedings of the
2nd  ACM; 2000 October; Minneapolis

Minnesota USA, New York: Association for

Computing Machinery; 2000. p. 158-67.

3. Shyu ML, Haruechaiyasak C, Chen SC, Zhao

N. Collaborative filtering by  mining

association  rules from user access
sequences. In: Proceedings - International
Workshop on Challenges in Web Information
Retrieval and Integration, WIRI'05; 2005 April

8-9; Tokyo, Japan. 2005. p. 128-33.



112 Research Journal Rajamangala University of Technology Thanyaburi, Vol 19, Issue 1, 2020

ISSN: 1686-8420 (Print), 2651-2289 (Online)

4. Aljumily R. Agglomerative  Hierarchical
Clustering: An Introduction to Essentials (1)
Proximity Coefficients and Creation of a
Vector-Distance Matrix and (2) Construction
of the Hierarchical Tree and a Selection of
Methods. Global Journal of Human Social

Science Research. 2016;16(3-G):23-50.

5. Janpla S, Wanapiron P. System framework for
an intelligent  question bank and
examination system. International Journal of
Machine Learning and Computing. 2018;
8(5):488-94.

6. Fawcett T. An introduction to ROC analysis.
Pattern Recogn Lett. 2006;27(8):861-74.

7. Smoot BJ, Wong JF, Dodd MJ. Comparison of
Diagnostic Accuracy of Clinical Measures of
Breast Cancer-Related Lymphedema: Area
Under the Curve. Arch Phys Med Rehab.
2011;92(4):603-10.

8. Chirawichitchai N. Developing term weighting
scheme based on term occurrence ratio for
sentiment analysis. In: Kim, Kuinam J, editor.
Information Science and Applications. 1st ed.
Springer eBook: Springer Nature; 2015.
p. 737-44.



