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The objectives of this research were to compare an efficiency of 
algorithm and feature selection methods to predict the learning 
achievement of vocational students. By studying the vocational certificate 
student’s profiles during the 2007-2016 academic year for 5,100 records 27 
features. In this research includes two methods: Simple Classification and 
Hybrid Classification, Simple Classification used only classification 
algorithms. The three candidate classification algorithms were used in this 
experiment for both Simple and Hybrid Classification include: 1) Decision 
Tree: J48graft 2) Naïve Bayes and 3) Rule Induction. Hybrid Classification 
used forward selection techniques to select attributes. The data was 
analyzed by using Rapid Miner Studio 8 with data mining technique on 10-
fold cross validation. The comparative results showed that the accuracy of 
Decision Tree: J48graft by forwarding selection and all feature selection is 
83.08% and 81.71%, respectively. In conclusion, the prediction model using 
Decision Tree: J48graft is most appropriate for predicting the learning 
achievement of vocational students.   
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บทคัดย่อ 

 การวิ จั ยนี้ มี วั ตถุประสงค์ เพื่ อ เปรียบ เทียบ
ประสิ ทธิ ภ าพของอั ลกอริ ทึ ม ในการท านายและ
คุณลักษณะที่มีต่อผลสัมฤทธิ์ทางการเรียนของนักศึกษา
ระดับอาชีวศึกษา โดยท าการศึกษาข้อมูลนักศึกษาระดับ
ประกาศนียบัตรวิชาชีพ จ านวน 5,100 ระเบียน ตั้งแต่ปี
การศึกษา 2550 - 2559  9 สาขาวิชา 27 คุณลักษณะ 
โดยใช้เทคนิคการจ าแนกข้อมูล 3 เทคนิค ได้แก่ Decision 
Tree : J4 8 graft, Naïve Bayes แ ล ะ  Rule Induction 
ท าการเปรียบเทียบประสิทธิภาพตัวแบบการท านาย 
ระหว่ า งการ ใ ช้คุณลั กษณะทั้ งหมดกับการ เลื อก
คุณลักษณะแบบ forward select ทดสอบประสิทธิภาพ
ตัวแบบท านายด้วยวิธีการ 10-fold cross validation 
โดยใช้โปรแกรม Rapid Miner Studio 8 จากนั้นน าผล
การทดสอบประสิทธิภาพที่มีค่าความถูกต้องที่สูงที่สุด 2 
ค่า มาท าการเปรียบเทียบด้วยวิธี T-Test ผลการศึกษา
พบว่าการใช้เทคนิค Decision Tree : J48graft ด้วยการ
เลือกคุณลักษณะแบบ Forward Selection และ การ
เลือกคุณลักษณะทั้งหมด มีค่าความถูกต้องเท่ ากับ 
83.08% และ 81.71% ตามล าดับ และทดสอบด้วยวิธี T-
Test พบว่าการทดสอบทั้งสองแบบมีความแตกต่างกัน
อย่างมีนัยส าคัญทางสถิติที่ ระดับ .05 จากผลการ
เปรียบเทียบประสิทธิภาพในครั้งนี้ สามารถน าเทคนิค 
Decision Tree : J48graft ไปใช้ในการท านายผลสัมฤทธ์ิ
ทางการเรียน และเป็นแนวทางในการสอนเสริมหรือแนะ
แนวให้กับนักศึกษาต่อไป 
 
ค ำส ำคัญ: เหมืองข้อมูล, วิธีต้นไม้ตัดสินใจ, วิธีแบบเบย์, 
วิธีการสร้างกฎ, การคัดเลือกคุณลักษณะ 

 

ค าน า 

 จุดมุ่งหมายของหลักสูตรประกาศนียบัตรวิชาชีพ
ช้ันสูง พุทธศักราช 2557 มุ่งเน้นให้ผู้เรียนมีความรู้พื้นฐาน

ในการด ารงชีวิต มีทักษะและสมรรถนะในงานอาชีพ 
สามารถบูรณาการความรู้ ทักษะจากศาสตร์ต่าง ๆ มา
ประยุกต์ใช้ในงานอาชีพ แต่จากรายงานผลการทดสอบ
ทางการศึกษาระดับชาติด้านอาชีวศึกษา (V-Net) ซึ่งเป็น
การทดสอบเพื่อวัดความรู้และวามคิดของผู้เรียน ตั้งแต่ปี
ก า ร ศึ ก ษ า  2 5 56 - 2 5 60  พบ ว่ า นั ก ศึ ก ษา ร ะดั บ
ประกาศนียบัตรวิชาชีพช้ันสูง มีคะแนนเฉลี่ยเท่ากับ 
39.27, 41.37, 41.69, 37.35 และ 37.11 ตามล าดับ 
ระดับคุณภาพอยู่ในเกณฑ์ ต้องปรับปรุง แสดงให้เห็นถึง
คุณภาพทางด้านวิชาการอยู่ ในระดับต่ ากว่าเกณฑ์
มาตรฐาน [1] ทั้งนี้อาจเนื่องจากตัวผู้สอนใช้การบรรยาย
ให้ผู้เรียนฟัง ขาดแรงจูงใจให้ผู้เรียนสนใจในการเรียน 
ประกอบกับผู้ เรียนอาชีวศึกษาส่วนมากมีผลสัมฤทธิ์
ทางการเรียนค่อนข้างต่ า ไม่ค่อยสนใจในการเรียน
เท่าทีค่วร ขาดวินัย ขาดความขยันและขาดความอดทน 
 การท าเหมืองข้อมูล เป็นวิธีการในการค้นหา
รูปแบบและแนวโน้มที่มีประโยชน์จากแหล่งข้อมูลขนาด
ใหญ่ [2] เช่น ฐานข้อมูล คลังข้อมูล เว็บ หรือแหล่งจัดเกบ็
ข้อมูลอื่น ๆ โดยเฉพาะในด้านการศึกษาถือว่าเป็นแหล่งที่
มีข้อมูลขนาดใหญ่ถูกเก็บรวบรวมอยู่จ านวนมาก เช่น 
ประวัติผู้เรียน ประวัติผลการเรียน ข้อมูลรายวิชาต่างๆ 
เป็นต้น     
 วิทยาลัยอาชีวศึกษาส่วนใหญ่มีการเก็บข้อมูล
ต่างๆ ของนักศึกษาไว้เป็นจ านวนมาก และไม่ได้น ามาใช้
ให้เกิดประโยชน์หลังจากที่นักศึกษาเรียนจบไปแล้ว 
ปัจจุบันนักวิจัยได้เริ่มน าข้อมูลเหล่านั้นมาท าการศึกษา
เพื่อท านายผลผลสัมฤทธิ์ทางการเรียนของนักศึกษา โดย
น าข้อมูลที่เก็บไว้จ านวนมากเหล่านั้นมาสร้างเป็นตัวแบบ
โดยใช้เทคนิคเหมืองข้อมูล (Data Mining) [3] จากการ
ทบทวนงานวิจัยพบว่าได้มีงานวิจัยเป็นจ านวนมากที่ได้ให้
ความส าคัญและได้ท าการศึกษาถึงปัจจัยที่มีผลต่อ
ผลสัมฤทธิ์ทางการเรียน รวมถึงการพัฒนาตัวแบบส าหรับ
การสร้างระบบเพื่อวิเคราะห์แนวทางการเรียนให้กับ
ผู้ เรียน ดังเ ช่น สุกิจ และคณะ [4] ได้ เปรียบเทียบ



Research Journal Rajamangala University of Technology Thanyaburi, ISSN 1686-8420, Vol 17, Issue 1, 2018      3 
ประสิทธิภาพของการจ าแนกข้อมูลด้วยเทคนิคเหมือง
ข้อมูล 3 เทคนิค คือ C4.5 (J48), K-Nearest Neighbors 
(K-NN) และ Naïve Bayes เพื่อวิเคราะห์ปัจจัยพฤติกรรม
ด้านวินัยในตนเองที่ส่งผลต่อระดับผลการเรียนของ
นักศึกษา ผลการเปรียบเทียบพบว่าการจ าแนกข้อมูลโดย
ใช้ C4.5 (J48) ให้ประสิทธิภาพสูงสุดร้อยละ 78 และ
เสกสรร [5] ได้ท าการสร้างตัวแบบส าหรับหาปัจจัยเพื่อ
พยากรณ์ผลการเรียนของนักเรียนโรงเรียนสาธิตแห่ง
มหาวิทยาลัยเกษตรศาสตร์ วิทยาลัยก าแพงแสน ศูนย์วิจัย
และพัฒนาการศึกษา โดยใช้ข้อมูลนักเรียนระดับมัธยม 
ศึกษาปีที่ 4 ระหว่างปีการศึกษา 2553 – 2556  จ านวน 
525 ระเบียน ประกอบด้วย 16 คุณลักษณะ พบว่า ชุด
ข้อมูลแบบไม่จัดกลุ่มน ามาคัดเลือกคุณลักษณะด้วยวิธี 
Correlation-based Feature Selection (CFS) ร่วมกับ
เทคนิคโครงข่ายประสาทเทียมแบบมัลติเลเยอร์เพอร์
เซ็ปตรอน ให้ค่าความถูกต้องสูงที่สุดที่ร้อยละ 94.48 
นอกจากนี้ สุภาวดี และคณะ [6] ได้น าเสนอรูปแบบการ
ท านายผลการทดสอบทางการศึกษาระดับชาติขั้นพ้ืนฐาน 
(O-Net) โดยท าการเปรียบเทียบเทคนิคเหมืองข้อมูล 3 
เทคนิค ได้แก่  Decision Tree, K-Nearest Neighbors 
(K-NN) และ Naïve Bayes พบว่าการใช้เทคนิคต้นไม้
ตัดสินใจ (Decision Tree) สร้างตัวแบบในการท านาย
รายวิชาภาษาไทยมีค่าเฉลี่ยความถูกต้องสูงสุดร้อยละ 
74.14 และวิชาวิทยาศาสตร์มีค่าเฉลี่ยความถูกต้องสูงสุด
ร้อยละ 81.46 อรนุช และคณะ [7] ได้เปรียบเทียบ
ประสิทธิภาพการจ าแนกรูปแบบการเรียนรู้ VARK ด้วย
เทคนิคเหมืองข้อมูล 3 วิธี คือ วิธีแบบเบย์ วิธีต้นไม้
ตัดสินใจ และวิธีฐานกฎ พบว่าการจ าแนกข้อมูลแบบ
ต้นไม้ตัดสินใจ ด้วยอัลกอริทึม J48 มีประสิทธิภาพสูงสุด 
ให้ค่าความถูกต้องเท่ากับ 82.78%      
 ปัญหาในการท าเหมืองข้อมูลที่ส าคัญอย่างหนึ่งคือ 
คุณลักษณะของข้อมูลที่น ามาท านายมีจ านวนมากซึ่ง
บางส่วนก็ไม่มีความสัมพันธ์กับการสร้างตัวแบบในการ
ท านาย ดังนั้นในการคัดเลือกคุณลักษณะจึงเป็นขั้นตอนท่ี

ส าคัญในการท าเหมืองข้อมูล อย่างที่ ไก้รุ่ง และคณะ [8] 
ได้ใช้เทคนิคเหมืองข้อมูล 2 เทคนิค คือ ต้นไม้ตัดสินใจ 
C4.5 และข่ายงานความเชื่อเบย์ (BayesNet) โดยแบ่งการ
ทดลองออกเป็น 2 ลักษณะ คือ การทดลองกับชุดข้อมูล
ทั้งหมดทุกแอททริบิวท์ และการทดลองด้วยการเลือกทุก
แอททริบิวท์ด้วยวิธีการ SNR (Signal to Noise Ratio) 
พบว่า วิธีการต้นไม้ตัดสินใจ C4.5 ให้ประสิทธิภาพในการ
ท างานดีกว่าเมื่อเปรียบเทียบกับวิธีการโครงข่ายเบย์     
 ดังนั้นงานวิจัยนี้จะน าเสนอเทคนิคเหมืองข้อมูลมา
ใช้ส าหรับการเรียนรู้การเลือกคุณลักษณะที่เหมาะสมและ
อัลกอริทึมในการจ าแนกและหาปัจจัยที่มีผลต่อผลสัมฤทธิ์
ทางการเรียนของนักศึกษาระดับอาชีวศึกษา เพื่อเป็น
แนวทางในการปรับปรุงระบบการเรียนการสอนต่อไป 
ด้วยวิธีการจ าแนกข้อมูล 3 เทคนิค ได้แก่ ต้นไม้ตัดสินใจ 
(Decision Tree : J48graft) เทคนิคนาอีฟเบย์ (Naïve 
Bayes) และ เทคนิคกฎการอุปนัย (Rule Induction) 
 วัตถุประสงค์ของการวิจัย เพื่อเปรียบเทียบ
ประสิ ทธิ ภ าพของอั ลกอริ ทึ ม ในการท านายและ
คุณลักษณะที่มีผลสัมฤทธิ์ผลทางการเรียนของนักศึกษา
อาชีวศึกษา 
ทฤษฎีและงานวจิัยที่เกี่ยวข้อง 
 1 .  ก า ร จ า แ น ก ป ร ะ เ ภ ท ข้ อ มู ล  ( Data 
Classification) เป็นการเรียนรู้แบบมีผูส้อน (Supervised 
Learning) โดยเป็นการสร้างโมเดลจ าแนกประเภทเพื่อ
ท านายกลุ่มของข้อมูลใหม่ ซึ่งค าตอบที่เป็นประเภทค่า
ต่าง ๆ เหล่านี้ในการวิเคราะห์ข้อมูลเรียกว่าคลาส (Class) 
หรือ ลาเบล (Label) การสร้างโมเดลจ าแนกประเภท
ข้อมูลเกิดจากการหาความสัมพันธ์ของข้อมูล โดยข้อมูล
ทั้งหมดจะแบ่งเป็น 2 ส่วน คือ ส่วนแรกข้อมูลเรียนรู้  
(Training data) เป็นชุดข้อมูลที่ใช้ในการสร้างโมเดล
จ าแนกประเภทข้อมูลขึ้นมาใหม่ เพื่อให้โมเดลที่สร้างได้
เรียนรู้ข้อมูล และส่วนทีสองของมูลที่ใช้ในการทดสอบ
โมเดลที่สร้างขึ้นมา (Testing Data) เป็นชุดข้อมูลประเมนิ
ความถูกต้องของโมเดลจ าแนกประเภทข้อมูล [9] งานวิจัย
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นี้คณะผู้วิจัยได้เลือกเทคนิคของการท าเหมืองข้อมูล 3 
เทคนิค [10] 
          1.1 ต้นไม้ตัดสินใจ (Decision Tree) เป็นตัว
แบบทางคณิตศาสตร์ที่ใช้จ าแนกประเภทข้อมูลที่มีความ
แม่นย าสู ง  แต่ประสิทธิภาพของตั วแบบขึ้นอยู่กับ
คุณลักษณะของข้อมูลที่น ามาใช้ ซึ่งค่าของคุณลักษณะ
เหล่านี้จะอยู่ในรูปของค่าที่ไม่ต่อเนื่อง (Discrete Value) 
เช่น เพศ สาขาวิชา  เป็นต้น ตัวอย่างการน าต้นไม้ตัดสนิใจ
ไปใช้ เช่น วงการแพทย์ การวิเคราะห์ทางการเงิน ดารา
ศาสตร์ [11] ต้นไม้ตัดสินใจเป็นโครงสร้างข้อมูลชนิดเป็น
ล าดับช้ัน (Hierarchy) ใช้สนับสนุนการตัดสินใจ โดยจะมี
ลักษณะคล้ายต้นไม้จริงกลับหัวที่มีโหนดราก (Root 
Node) อยู่ด้านบนสุดและโหนดใบอยู่ล่างสุดของต้นไม้ 
ภายในต้นไม้จะประกอบไปด้วยโหนด (Node) ซึ่งแต่ละ
โหนดจะมีคุณลักษณะ (Attribute) เป็นตัวทดสอบ กิ่งของ
ต้นไม้ (Branch) แสดงถึงค่าที่เป็นไปได้ของคุณลักษณะที่
ถูกเลือกทดสอบ และใบ (Leaf) ซึ่งเป็นสิ่งที่อยู่ล่างสุดของ
ต้นไม้ตัดสินใจแสดงถึงกลุ่มของข้อมูล (Class) หรือ
ผลลัพธ์ที่ได้จากการท านาย โหนดที่อยู่บนสุดของต้นไม้
เรียกโหนดราก (Root Node) 
 จากรูปที่ 1 จะแทนกฎการจ าแนกประเภทดังนี ้
    IF <age>=youth and <student>=no THEN no 
    IF <age>=youth and <student>=yes THEN yes 
    IF <age>=middle_aged THEN yes 
    IF <age>=senior and <credit_rating>=fair 
THEN no 
    IF <age>=senior and credit_rating>=excellent 
THEN yes 
 

 
รูปที่ 1 ตัวอย่างต้นไม้ตัดสินใจ [10] 
 
          1.2 อัลกอริทึมนาอีฟเบย์ (Naïve Bayes) นาอีฟ
เบย์เป็นเครื่องจักรเรียนรู้ที่อาศัยหลักการความน่าจะเป็น
(Probability) ตามทฤษฎีของเบย์ (Bayes’s theorem) 
ซึ่งมีอัลกอริทึมที่ไม่ซับซ้อน เป็นขั้นตอนวิธีในการจ าแนก
ข้อมูล โดยการเรียนรู้ปัญหาที่เกิดขึ้น เพื่อน ามาสร้าง
เง่ือนไขการจ าแนกข้อมูลใหม่ หลักการของนาอีฟเบย์ใช้
หลักการของความน่าจะเป็น โดยมีสมมติฐานว่าปริมาณ
ของความสนใจขึ้นอยู่กับการกระจายความน่าจะเป็น 
(Probability Distribution) [10 ]  เป็น เทคนิค ในการ
แก้ปัญหาแบบจ าแนกประเภทที่สามารถคาดการณ์
ผลลัพธ์ได้ โดยท าการวิเคราะห์ความสัมพันธ์ระหว่างตัว
แปรเพื่อใช้ในการสร้างเง่ือนไขความน่าจะเป็นส าหรับแต่
ละความสัมพันธ์ เหมาะกับกรณีของเซตตัวอย่างที่ มี
จ านวนมากและคุณลักษณะ (Attribute) ของตัวอย่างไม่
ขึ้นต่อกัน โดยก าหนดให้ความน่าจะเป็นของข้อมูลเท่ากับ
สมการ 
          1.3 Rule Induction เป็นวิธีการส าหรับการดึง
เอาชุดกฎเกณฑ์ต่าง ๆ เพื่อจัดแบ่งเง่ือนไขหรือกรณี 
โครงสร้างต้นไม้สามารถสร้างชุดของกฎต่าง ๆ และขณะที่
บางครั้งเรียกวิธีการนี้ว่า การสร้างกฎใหม่จากตัวอย่าง แต่
วิธีการนี้ยังมีความหมายที่แตกต่างกันเนื่องจากวิธีการใช้
การอุปนัยจะสร้างชุดของกฎที่เป็นอิสระ ซึ่งไม่จ าเป็นต้อง
อยู่ในรูปโครงสร้างของต้นไม้ เพราะตัวสร้างการอนุมาน
กฎ (Rule Induction) ไม่ได้บังคับการแตกข้อมูลเป็นแต่
ละระดับ แต่อาจจะสามารถค้นหารูปแบบ (Pattern) ที่
แตกต่างกันได้ 
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     2. การเลือกคุณลักษณะ (Feature Selection) 
การวิเคราะห์ข้อมูลที่มีมิติจ านวนมากนั้น ถือเป็นเรื่องยาก
และมีความซับซ้อนสูง ขั้นตอนวิธีส าหรับการเรียนรู้ที่จะ
น ามาใช้จัดการกับข้อมูลเหล่านี้จะต้องใช้ทรัพยากรทั้งใน
ด้านการค านวณและการใช้หน่วยความจ าจ านวนมาก 
ในขณะที่ประสิทธิภาพของกระบวนการเรียนรู้อาจลดลง
เนื่องจากอาจมีสัญญาณรบกวน (Noise) ในข้อมูลที่เกิด
จากมิติที่ไม่เกี่ยวข้องกับการวิเคราะห์ข้อมูลนั้น ๆ ดังนั้น 
เพื่อแก้ปัญหาดังกล่าว มิติของข้อมูลเหล่านั้นจะต้องถูกลด
จ านวนลงด้วยวิธีการเลือกคุณลักษณะที่ส าคัญส าหรับการ
วิเคราะห์ข้อมูล [12] 
     การเลือกคุณลักษณะแบ่งได้ 3 ประเภท ได้แก่ 
Embedded, Filter และ Wrapper ซึ่ งมี รายละเอียด
ดังต่อไปนี้ 
     1) การเลือกคุณลักษณะแบบฝังตัว (Embedded) 
จะเกิดขึ้นโดยขั้นตอนวิธีส าหรับการเรียนรู้ เอง ซึ่งใน
ขั้นตอนวิธีส าหรับการเรียนรู้เอง จะมีการเลือกคุณลกัษณะ
ที่เหมาะสมส าหรับการสร้างแบบจ าลองในการแก้ปัญหา
ต่าง ๆ โดยไม่ต้องเพิ่มกระบวนการวิธีในการคัดเลือก
คุณลักษณะที่เหมาะสมอื่นๆ เข้ามาช่วย 
     2) การเลือกคุณลักษณะแบบกรอง (Filter) จะ
เป็นกระบวนการประเมินประสิทธิภาพของคุณลักษณะ
ของข้อมูลแต่ละตัวว่ามีความเหมาะสมกับการวิเคราะห์
ข้อมูลมากน้อยเพียงใด โดยไม่ขึ้นกับขั้นตอนวิธีของการ
เรียนรู้แบบใดแบบหนึ่ง การเลือกคุณลักษณะแบบนี้จะท า
การจัดล าดับ (Ranking) ตามความส าคัญของคุณลักษณะ
แต่ละตัว และเลือกคุณลักษณะที่มีระดับความส าคัญสงูสดุ
ตามจ านวนที่ผู้ใช้ระบุ หรืออาจจะระบุเป็นค่าขีดแบ่ง
(Threshold) ของคุณลักษณะที่จะเลือกก็ได้ ข้อดีของการ
เลือกคุณลักษณะแบบนี้คือ การประมวลผลที่รวดเร็วและ
ไม่ขึ้นกับขั้นตอนวิธีการเรียนรู้แบบใด ๆ แต่ข้อเสียที่ส าคญั
คือ จ านวนคุณลักษณะหรือค่าขีดแบ่งที่เหมาะสมนั้น ไม่
สามารถทราบได้ 

     3) การเลือกคุณลักษณะแบบควบรวม (Wrapper) 
เป็นขั้นตอนกระบวนการหนึ่งส าหรับคัดเลือกเซตย่อยจาก
คุณลักษณะทั้งหมดของข้อมูล โดยจะเน้นที่กระบวนการ
ค้นหาเซตย่อยของคุณลักษณะที่เหมาะสมกับขั้นตอน
วิธีการเรียนรู้วิธีใดวิธีหนึ่งโดยเฉพาะ ดังนั้นวิธีการเลือก
คุณลักษณะแบบนี้ ถือได้ว่าจะเป็นการเพิ่มประสิทธิภาพ
ของขั้นตอนการเรียนรู้ได้ดีที่สุด แต่ข้อเสียที่ส าคัญคือ 
จะต้องใช้เวลาในการเรียนรู้มาก และเซตย่อยของ
คุณลักษณะที่เลือกได้ จะเหมาะกับวิธีการเรียนรู้แบบหนึ่ง 
ซึ่งอาจไม่เหมาะกับวิธีการเรียนรู้แบบอื่น ๆ และปัญหาที่
ส าคัญอีกประการหนึ่งคือ อาจเกิดปัญหา Overfitting ได้ 
ตัวอย่างของวิธีการเลือกคุณลักษณะแบบ Wrapper เช่น 
Forward Selection, Backward Elimination แ ล ะ 
Evolutionary Selection 
     3. การวิเคราะห์ความแม่นตรงของโมเดล K-fold 
cross validation เป็นวิธีการตรวจสอบค่าความผิดพลาด
ในการคาดการของโมเดล โดยการแบ่งข้อมูลออกเป็นกลุ่ม
จ านวน K กลุ่ม (K-fold) ในตอนแรกเลือกข้อมูลกลุ่มที่ 1 
เป็นข้อมูลชุดทดสอบ และข้อมูลชุดที่เหลือจะเป็นข้อมูล
ชุดสอน น าข้อมูลไปจัดหมวดหมู่ จากนั้นจะสลับข้อมูล
กลุ่มที่ 2 มาเป็นชุดทดสอบและข้อมูลกลุ่มอื่น ๆ ที่เหลือ
เป็นชุดทดสอบ สลับอย่างนี้ไปเรื่อย ๆ จนครบ K กลุ่ม ใน
ขั้นตอนสุดท้ายจะหาค่าเฉลี่ยและค่าส่วนเบี่ยงเบน
มาตรฐานของค่าความถูกต้องในแต่ละกลุ่ม วิธีการนี้ข้อมูล
ทุกตัวจะได้เป็นท้ังชุดทดสอบและชุดสอน [8] 
     4. หลักการท างานของ Forward Selection เป็น
การใช้หลักการสร้างชุดของคุณลักษณะโดยการใช้การ
เรียงล าดับ โดยมีขั้นตอนดังน้ี  
          4.1 เริ่มต้นจากเซตว่าง แล้ววนรอบการท างาน
โดยเริ่มต้นจากรอบที่ 1 จะท าการหยิบคุณลักษณะทั้งหมด
มา  1  คุณลั กษณะ  เพื่ อค านวณหา  Gain ของทุ ก
คุณลักษณะ ซึ่งเป็นค่าท่ีบอกถึงอ านาจในการจ าแนก หาก
คุณลักษณะใดค านวณได้ค่า Gain สูง ก็จะเลือกเอา
คุณลักษณะนั้นเป็นตัวตั้งส าหรับรอบต่อไป 
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          4.2 ท าการจับคู่คุณลักษณะนั้นกับคุณลักษณะ
อื่น ๆ เพิ่มครั้งละ 1 คุณลักษณะ แล้วก็ค านวณค่า Gain 
ถ้าคู่ใดได้ค่า Gain สูงก็จะถูกเลือกเป็นตัวตั้งส าหรับรอบ
ถัดไป 
         4.3 วนรอบเพื่อเพิ่มคุณลักษณะขึ้นครั้งละ 1 
คุณลักษณะ จนกระทั่งสุดท้ายได้ชุดของคุณลักษณะที่ถูก
เลือกออกมา 
 

วิธีการทดลอง 

 วิ ธี การวิ จั ยครั้ งนี้ แบ่ งออกเป็ น  3  ขั้ นตอน 
ประกอบด้วย 1) การจัดเตรียมข้อมูล 2) การสร้างตัวแบบ
ท านาย และ 3) การวัดประสิทธิภาพของตัวแบบท านาย 
     1. การจัดเตรียมข้อมูล ข้อมูลที่น ามาใช้ในการวิจัย
ครั้งนี้ เป็นข้อมูลของนักศึกษาระดับประกาศนียบัตร
วิชาชีพ ของสถานศึกษารัฐบาลแห่งหนึ่งในประเทศไทย 
จ านวน 5,100 ระเบียน ที่เก็บรวบรวมไว้ตั้งแต่ปีการศกึษา 
2550 ถึง 2559 ประกอบด้วย 9 สาขาวิชา ได้แก่ สาขา
การบัญชี, สาขาคอมพิวเตอร์ธุรกิจ, สาขาการขาย, สาขา
เลขานุการ, สาขาการโรงแรม, สาขาธุรกิจค้าปลีก, สาขาค
หกรรมการผลิต, สาขาการตลาด, สาขาธุรกิจค้าปลีกท่ัวไป  
ประกอบด้วยคุณลักษณะทั้งสิ้น 27 คุณลักษณะ ได้แก่ 
กรุ๊ปเลือด, ส่วนสูง, น้ าหนัก, จังหวัดของสถานศึกษาเดิม, 
รายได้บิดา, รายได้มารดา, อาชีพบิดา, อาชีพมารดา, 
รายได้ผู้ปกครอง, ความสัมพันธ์กับ,ผู้ปกครอง, สถานะ
บิดา, สถานะมารดา, ประเภทการเข้าศึกษา, รอบการเข้า
เรียน, รูปแบบการศึกษา, สถานะการศึกษา, เกรดเฉลี่ย
เดิม, สาขาวิชาที่เรียน, ผลการเรียนเฉลี่ยกลุ่มภาษาไทย, 
ผลการเรียนเฉลี่ยกลุ่มภาษาต่างประเทศ, ผลการเรียน
เฉลี่ยกลุ่มสังคม, ผลการเรียนเฉลี่ยกลุ่มวิทยาศาสตร์, ผล
การเรียนเฉลี่ยกลุ่มคณิตศาสตร์, ผลการเรียนเฉลี่ยกลุ่ม
พละศึกษา, ผลการเรียนเฉลี่ยกลุ่มศิลปะ, ผลการเรียน
เฉลี่ยกลุ่มการงานอาชีพและเทคโนโลยี, ผลการเรียนเฉลี่ย
เมื่อจบการศึกษาตามสาขาท่ีเลือกเรียน 

หลังจากเก็บรวบรวมข้อมูลของนักศึกษาแต่ละคนแล้ว ก็
จะน าข้อมูลที่ได้มาท าการตรวจสอบความสมบูรณ์ ซึ่งอยู่
ในรูปแบบของตาราง Excel และท าการ Clean ข้อมูล
เพื่อตัดข้อมูลที่ไม่สอดคล้องกันออก รวมถึงข้อมูลที่มีค่า
ว่าง (Missing Values) จากนั้นท าการแปลงข้อมูลให้อยู่ใน
รูปแบบที่พร้อมน าเอาไปใช้ในการวิเคราะห์ข้อมูลตาม
อัลกอริทึมท่ีเลือกใช้ ดังนี้ 
     1) จัดกลุ่มจังหวัดของสถานศึกษาเดิมแยกตาม
ภูมิภาคเป็น 6 กลุ่ม คือ   
  - N ภาคเหนือ 
   - NE ภาคตะวันออกเฉียงเหนือ 
   - C  ภาคกลาง 
   - E ภาคตะวันออก 
   - W ภาคตะวันตก 
   - S ภาคใต้ 
     2) จัดกลุ่มของคะแนนสอบแต่ละกลุ่มสาขา และ
ผลการเรียนของโรงเรียนเดิมเป็น 3 กลุ่ม คือ 
   - คะแนนเฉลี่ย 3.00 – 4.00 ช่วงผลการเรียน
เป็น High (สูง) 
   - คะแนนเฉลี่ย 2.00 – 2.99 ช่วงผลการเรียน
เป็น Medium (ปานกลาง) 
   - คะแนนเฉลี่ย 1.00 – 1.99 ช่วงผลการเรียน
เป็น Low (ต่ า) 
     3) จัดกลุ่มผลการเรียนเฉลี่ยตอนจบการศึกษาเป็น 
4 กลุ่ม คือ 
   - คะแนนเฉลี่ย 3.50 – 4.00 ช่วงผลการเรียน
เป็น Excellent (ดีเยี่ยม) 
   - คะแนนเฉลี่ย 3.00 – 3.49 ช่วงผลการเรียน
เป็น Good (ดี) 
   - คะแนนเฉลี่ย 2.50 – 2.99 ช่วงผลการเรียน
เป็น Averagely (ปานกลาง) 
   - คะแนนเฉลี่ย 2.00 – 2.49 ช่วงผลการเรียน
เป็น Fairly (พอใช้) 
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     2. การสร้างตัวแบบท านาย เป็นขั้นตอนการ
ออกแบบและสร้างตัวแบบท านายทั้ง 3 ตัวแบบ ได้แก่ 
Decision Tree : J4 8 graft, Naïve Bayes แ ล ะ  Rule 
Induction ในการวิจัยจะเปรียบเทียบการท างาน 2 แบบ 
คือ 
          2.1 Simple Classification คือ ไม่มีการเลือก
คุณลักษณะของข้อมูลก่อน แต่ใช้อัลกอริทึมในการจ าแนก
ประเภทข้อมูลต่าง ๆ เพื่อท าการประมวลผลเพื่อหา
ค าตอบอย่างเดียว  
          2.2 Hybrid Classification คือ การคัดเลือก
คุณลักษณะของข้อมูลก่อนแล้วจึงน าไปประมวลผลต่อใน
อัลกอริทึมการจ าแนกประเภทข้อมูลต่าง ๆ โดยในการ
วิจัยนี้ใช้เทคนิคการค้นหาคุณลักษณะแบบ Forward 
Selection 
 

           
รูปที่ 2 รูปแบบการสร้างตัวแบบท านาย 
 
     จากรูปภาพที่ 2 เป็นรูปแบบการสร้างตัวแบบ
ท านาย โดยขั้นตอนแรกเป็นการน าข้อมูลของนักศึกษาส่ง
เข้าไปยังตัวแบบการท านายทั้ง 3 ตัวแบบ ขั้นแรกใช้
คุณลักษณะทั้งหมด และท าการวัดประสิทธิภาพตัวแบบ
การท านาย ขั้นที่สองใช้การเลือกคุณลักษณะแบบ 
Forward Select กับตัวแบบท านายทั้ง 3 ตัวแบบ เช่นกัน 
และวัดประสิทธิภาพ เพื่อเปรียบเทียบหาค่าความถูกต้อง
ที่สูงท่ีสุดมาใช้ในการท านายผลสัมฤทธ์ิทางการเรียน 

     3. การหาประสิทธิภาพของตัวแบบท านาย การ
วิจัยนี้ผู้วิจัยได้ท าการทดสอบประสิทธิภาพตัวแบบท านาย
ด้วยวิธีการ 10-fold cross validation ซึ่งจะแบ่งข้อมูล
ออกเป็น 10 ส่วน โดยที่แต่ละส่วนมีจ านวนข้อมูลเท่า ๆ 
กัน คือ 510 ระเบียน หลังจากนั้นข้อมูลหนึ่งส่วนมาเป็น
กลุ่มชุดข้อมูลทดสอบ (Testing Data) ส่วนท่ีเหลือ 9 ส่วน 
น ามาใช้เป็นกลุ่มข้อมูลชุดสอน (Training Data) แล้วท า
การวนไปจนครบจ านวน 10 รอบ โดยเปลี่ยนกลุ่มชุด
ข้อมูลทดสอบไปเรื่อย  ๆ จนครบ จากนั้นน าผลการ
ทดสอบประสิทธิภาพที่มีค่าความถูกต้อง (Accuracy) ที่
สูงที่สุด 2 ค่า มาท าการเปรียบเทียบด้วยวิธี T-Test เพื่อ
ตรวจสอบว่าค่าความถูกต้องทั้งสองนั้นมีความแตกต่างกัน
อย่างมีนัยส าคัญทางสถิติหรือไม่ และสุดท้ายได้น าผลของ
ตัวแบบที่ให้ผลดีที่สุดมาใช้ส าหรับเป็นต้นแบบในการ
ท านายผลสัมฤทธิ์ทางการเรียนของนักศึกษาระดับ
อาชีวศึกษาต่อไป  
  

ผลการทดลอง 

     การวิจัยนี้ใช้ข้อมูลนักศึกษาระดับประกาศนียบัตร
วิชาชีพ จ านวน 5,100 ระเบียน 27 คุณลักษณะ ไป
ทดสอบกับตัวแบบท านาย 3 ตัวแบบ ที่ใช้เทคนิคต้นไม้
ตัดสินใจ (Decision Tree : J48graft) เทคนิคนาอีฟเบย์ 
( Naïve Bayes) แ ล ะ  เ ทค นิ ค ก ฎก า รอุ ป นั ย  ( Rule 
Induction) เพื่อเปรียบเทียบประสิทธิภาพของตัวแบบ
ท านาย นอกจากนั้นยังได้ท าการเปรียบเทียบระหว่างการ
ไม่ เลือกคุณลักษณะของข้อมูลก่อนและเมื่ อ เลือก
คุณลักษณะโดยการใช้หลักการท างานของ Forward 
Selection  ผลการเปรียบเทียบดังตารางที่ 1 
 จากตารางที่ 1 พบว่า การใช้เทคนิค Decision 
Tree: J48graft ด้วยการเลือกคุณลักษณะแบบ Forward 
Selection ค่าความถูกต้อง (Accuracy) ในการจ าแนก
ประเภทข้อมูลได้ดีที่สุด โดยให้ค่าความถูกต้องที่ 83.08% 
สามารถสรุปเป็นกฎการตัดสินใจได้ 88 ข้อ แสดงดังรูปที่ 3 
 

ชุดข้อมูล

คุณลักษณะ Forward 

J48gr Naïve Rule 

ประสิทธิภาพตัวแบบท านายที่มีค่าความถูกต้อง

ตัวแบบท านายผลสัมฤทธิ์ทางการ
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ตารางที่ 1 เปรียบเทียบประสิทธิภาพของการท างานของ 
     ตัวแบบ 10-fold cross validation 

Algorithm 

Accuracy 

Simple 
Classification 

Hybrid 
Classificatio

n 
Decision tree 
(J48graft) 

81.71* 83.08* 

Naïve Bayes 78.25 81.69 

Rule Induction 81.25 81.22 

 

 
รูปที่ 3 ตัวอย่างกฎการตดัสินใจทีไ่ด้จากต้นไมต้ัดสินใจ
 โดยใช้อัลกอริทึม J48graft 

 
     จ ากรู ปที่  3  กฎการตั ดสิ น ใจที่ ไ ด้  เ ช่น  IF 
Tech=Low AND Lang=Low THEN Fairly หมายความ
ว่าถ้าผลการเรียนเฉลี่ยกลุ่มการงานอาชีพและเทคโนโลยี
ต่ า และผลการเรียนเฉลี่ยกลุ่มภาษาต่างประเทศต่ า ดังนั้น
ผลการเรียนตอนจบการศึกษาจะอยู่ในระดับพอใช้ 

     จากนั้นเราจะท าการเทียบค่าความถูกต้องการใช้
เ ท ค นิ ค  Decision Tree: J4 8 graft แ บ บ  Simple 
Classification และ แบบ Hybrid Classification ว่ามี
ความแตกต่างกันอย่างมีนัยส าคัญทางสถิติหรือไม่ โดยใช้ 
T-Test พบว่า การทดสอบทั้งสองแบบมีค่าเท่ากับ 0.018 
ซึ่งมีค่าน้อยกว่า 0.05 แสดงว่าค่าความถูกต้องทั้งสองค่ามี
ความแตกต่างกันอย่างมีนัยส าคัญทางสถิติที่ .05 ดังตาราง
ที่ 2 
 
ตารางที่ 2 การทดสอบค่าความถูกต้องด้วย T-Test 

A B C 

 0.817+/-0.014 0.831+/-0.010 
0.817+/-0.014  0.018* 
0.831+/-0.010   

 

สรุปผล 

 จากผลการวิจัยสามารถใช้เทคนิคเหมืองข้อมูลใน
การท านายผลสัมฤทธิ์ทางการเรียนของนักศึกษาระดับ
อาชีวศึกษา ได้ทั้ง 3 ตัวแบบ ประกอบไปด้วย Decision 
Tree : J4 8 graft, Naïve Bayes แ ล ะ  Rule Induction 
แต่ท าการเปรียบเทียบเพื่อให้ได้วิธีการที่ได้ค่าความถูกตอ้ง
ที่สูงที่สุด จากนั้นจึงท าการเปรียบเทียบหาประสิทธิภาพ
ความถูกต้องในการท านาย เพื่อหาตัวแบบท านายที่ให้
ความถูกต้องสูงสุดที่เหมาะสมกับการน าไปใช้ในการ
ท านายผลสัมฤทธิ์ทางการเรียนของนักศึกษาระดับ
อาชีวศึกษา ผลการวิจัยพบว่าตัวแบบการท านายที่ใช้
เ ท ค นิ ค  Decision Tree : J4 8 graft แ บ บ  Simple 
Classification  ให้ค่าความถูกต้องร้อยละ 81.71 และ
แบบ Hybrid Classification ร่ วมกับการใ ช้หลักการ
ท างานของ Forward Selection ให้ค่าความถูกต้องร้อย
ละ 83.08 ซึ่งมีค่าสูงสุด และผลการทดสอบค่าความ
ถูกต้องทั้งสองโดยใช้ T-Test พบว่าค่าความถูกต้องทั้งสอง
ค่ามีความแตกต่างกันอย่างมีนัยส าคัญทางสถิติที่ .05 
แสดงให้เห็นว่าตัวแบบการท านายที่ใช้เทคนิค Decision 

J48graft pruned tree 
------------------ 
Tech = Low 
|   Lang = Low: Fairly (781.0/87.0) 
|   Lang = Medium 
|   |   Thai = Low: Fairly (51.0/11.0) 
|   |   Thai = Medium 
|   |   |   Phy = Low: Fairly (3.0) 
|   |   |   Phy = Medium: Averagely (24.0/9.0) 
|   |   |   Phy = High: Averagely (45.0/17.0) 
|   |   Thai = High 
|   |   |   Phy = Low: Fairly (3.0) 
|   |   |   Phy = Medium: Averagely (17.0/6.0) 
|   |   |   Phy = High: Averagely (29.0/7.0) 
|   Lang = High 
|   |   Sci = Low: Fairly (16.0/2.0) 
|   |   Sci = Medium 
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Tree : J48graft แบบ Hybrid Classification ร่ วมกับ
ก า ร ใ ช้ ห ลั ก ก า ร ท า ง า น ข อ ง  Forward Selection 
เหมาะสมในการน าไปใช้ในการท านายผลสัมฤทธิ์ทางการ
เรียนของนักศึกษาระดับประกาศนียบัตรวิชาชีพ ซึ่ง
สอดคล้องกับงานวิจัยสุกิจ  คูชัยสิทธิ์ [4] สุภาวดี  จูฑะ
สุวรรณ [6] อรนุช  พันโท [7] และ ไก้รุ่ง  เฮงพระพรหม 
[8] ที่ใ ช้เทคนิคต้นไม้โดยใช้อัลกอริทึม J48graft ให้
ประสิทธิภาพได้ดีที่สุด 
     ส่วนปัจจัยที่ส่งผลต่อผลสัมฤทธิ์ทางการเรียนมี
ทั้งหมด 9 คุณลักษณะ ได้แก่ ผลการเรียนเฉลี่ยกลุ่มการ
งานอาชีพและเทคโนโลยี  ภาษาไทย คณิตศาสตร์  
ภาษาต่างประเทศ วิทยาศาสตร์ สังคม สาขาวิชาที่เรียน 
รอบการเข้าเรียน(เช้า-บ่าย) และรูปแบบการศึกษา(ทวิ
ภาคี -ปกติ ) และจากกฎการตัดสินใจที่ ได้จากต้นไม้
ตัดสินใจโดยใช้อัลกอริทึม J48graft ในรูปภาพที่ 3 เรา
สามารถบอกได้ว่าผลการเรียนเฉลี่ยของกลุ่มสาระใดมีผล
ต่อผลสัมฤทธิ์ทางการเรียน ซึ่งช่วยให้อาจารย์ที่ปรึกษา
และอาจารย์ผู้สอนร่วมกันวางแผนการเรียน และสอน
เสริมหรือแนะแนวให้กับนักศึกษาที่ได้คะแนนในแต่ละวิชา
ในกลุ่มสาระนั้น ๆ 
] 

ข้อเสนอแนะ 

     จากผลการด าเนินงานวิจัย มีข้อเสนอแนะเพื่อ
ด าเนินการวิจัยครั้ งต่อไปหรือการน าผลการวิจัยไป
ประยุกต์ใช้ในประเด็นต่างๆ  ดังนี้ 
     1. ในการจัดเก็บข้อมูลไว้ในฐานข้อมูลผู้ที่มีส่วน
เกี่ยวข้องควรมีการพิจารณาคุณลักษณะข้อมูลของ
นักศึกษาที่จ าเป็นต้องจัดเก็บ เพื่อให้ได้ข้อมูลที่ เป็น
ประโยชน์มากที่สุด และในการท างานของโปรแกรมควรมี
การก าหนดให้ผู้กรอกข้อมูลต้องกรอกให้ครบทุกช่อง  
     2. อาจารย์ที่ปรึกษาและผู้ที่เกี่ยวข้องควรน าผล
การท านายผลสัมฤทธิ์ทางการเรียนไปพิจารณาและหา
แนวทางแก้ไข 

     3. การเตรียมข้อมูลก่อนท าการวิเคราะห์นั้นถือว่า
มีความส าคัญเป็นอย่างมาก เพราะถ้าท า Data Cleaning 
โดยใช้วิธีการตัดข้อมูลที่มีค่าว่าง ซึ่งบางครั้งข้อมูลที่ตัด
ออกไปนั้นอาจมีผลต่อตั วแบบการท านาย ในการ
ด าเนินการจึงควรพิจารณาให้ละเอียดรอบคอบ 
     4. ในการน าเทคนิคเหมืองข้อมูลมาใช้นั้น ควรน า
เทคนิคหลาย ๆ เทคนิคมาใช้ เพื่อเปรียบเทียบค่าความ
ถูกต้อง ซึ่งจะท าให้ตัวแบบการท านายเกิดประสิทธิภาพ
มากที่สุด 
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