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Abstract

Analyzing trends in carbon dioxide (CO,) emissions in the transportation sector is a critical issue that
impacts both the environment and human health. This research focuses on the application of data
mining techniques—namely clustering, linear regression analysis, and random forest—to group and
predict future CO, emission trends. Historical fuel consumption data was used as the primary input
for analysis. The performance of each technique was evaluated using metrics such as Mean Absolute
Error (MAE), Root Mean Square Error (RMSE), and the coefficient of determination (R?). The results
revealed that the random forest technique provided the highest accuracy, achieving an R* of 97.14 %.
In comparison, linear regression and clustering yielded R values of 86.58 % and 51.14 %. These findings
highlight the potential of the random forest algorithm as an effective tool for forecasting carbon

emissions to support greenhouse gas reduction planning efforts.

Keywords: CO, Emissions; Data Mining; K-means; Linear Regression; Random Forest
o
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ooy deyanseunqu 37 T 9 \ou ReudunsiAn 2530 Smaiau 2567 53w 740 F18AT ATEUARY
husznelng https://catalog.eppo.go.th/dataset/dataset 11 63
2. MImIgudaya
vinAuaze1nteya (Data Cleaning) WU 9AN15AIAMY (Missing Value) wiouulasdaya
(Data Transform) Tfegluguuuuiiinseyild
3. M3AATITNAEdanasNsmiiastaya
31 K-means Clustering {usane3fiunmsdnngudeyaildsunnuiouegraunivaelusy
Machine Leamning uag Data Mining Tnerdudanesfiuussinn Unsupenvised Learning @shisndudesdinann
(Labels) ffudeyaaiamii Msviewes K-means Fuainmsimuadiunuadanesirons () uddu
Henanaudnans (Centroids) TWusazadames aintuszuvasrhmstangudeyalasfinnsanssesissewin
foyausiazanifu Centroid waimuslitoyatiueglunduillndfian deuasdinsiumumeumidnve
Centroid Tneldfrnadsvesyndoyanielundazngy nszuauMstasyiidludes 9 auniviumises
Centroid azAsil vi3eilarmunandouanasisadniios Jsfioindaneiiiulfidnganauga
aun5993 K-means Clustering liaunsssegving (Euclidean Distance) Litodangudeya
Faemnsi (1)

dlx,y)=y> - ) (1)
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oy x,y fAD  9AU0u
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n  Ae  Pwuliivesdeya
M3 Centroid C, Yadusiaznguasaun1si (2)

g N, Ae dwwleyalungu k

32 Linear Regression (NM3amneeidad) Wudanesiiu Supervised Learning Midlunis nennsel
Areiios WemmuduTuSsEeuls Tnelidnuasdudunss (Linear Relationship) sevinshuusdasy
(Independent Variable, X) hazsuwlsnu (Dependent Variable, Y) aumsrhluves Simple Linear Regression
(fighuusdasy 1 &) faaunisit (3)

Y=mX+b (3)

Tnedi

= mifidesniswennsal (Faudseanw)

flsdase (Feature)

- AduUsEans (Coefficient) Wiomuduvondu

T 3 X <
I

= #asil (ntercept)

Y v

iU sdasznatesa (Multiple Linear Regression) Agaunisil (4)
laefl b, Wumasil uaz b, b, ..., b, [WuArduUszansvesusazduds

WANN1IMI9IUVDY Linear Regression
1. Muuadils X wag Y
2. Fit Wupseveauiuteya lngldds Least Squares tieandn Loss Function @5 (5)

MSE=£Z?:1( _ﬁ)z (5)

Loss Function Mean Squared Error (MSE) Tailufiadevainasassnineass v, wasamennsal ¥,
3. sUmnAduUsEaANS m wag b laeld Gradient Descent wise Ordinary Least Squares (OLS)
4. 9 Loss anasauAsil wanadnladuivangaunanwas

33 Random Forest \JuSiane37iu Machine Learning Ussuan Supenvised Learning fdd@msu
Regression (NMsnennsaimdeiion) Tnewdunisyiu Decision Trees manediu (Ensemnble Leaming) dnéneriu
Wislnsmennsaludugdunazantam Overfitting
NanNN1391191U4U89 Random Forest
1. a¥reyateyadu (Bootstrapping) kazidanduusiuuds
11 szuutzdudendeyaunsdruann Training Set uazidensuUsunsiiiteadns Decision Tree
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fX) = AMeINTRIaN Decision Tree AUN i
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Science

1. Mean Absolute Error (MAE) ilusadsaildSannumranmnasuadsssnineiinne (5,) fu
M931 () TneInaneniedeveannuusnsnauuuduysal (Absolute) vesusiazqdeya faunisit (7)
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MAE == v =3 (7)

2. Root Mean Squared Error (RMSE) 1Jus@iiafildinaunaianaouluuiddes uagaA1uio
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Inedeyansudesfiynsusulaeenles (CO,) Tunmvudigndanaueandu 3 nguwin laun nauiilinsUaaesn
wansian1sdes CO, eglusziusmannsiiiududemdaielundsunadonnguiifinsuaestunans

ISSN 3027-6756 (Online)

Research on Modern science and Utilizing Technological Innovation Journal (RMUTI Journal)




RMUTI Journal Vol. 18, No. 2 (May - August 2025)
2>e261169

RMUTI Journal

wansfansUaes CO, Tusiutunans Fauluthananfrusnuaznduiiinisuaosgs avvieunsUaes CO, g4
Tuthanafifinsvensfvesgmanvnssuauietagiu  Wevinsisudisunginssuvesnisdes CO,
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CO, Emission Clustering using KMeans
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Regression
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Forest

CO, Emission Prediction (Natural Gas) - Random Forest
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(Linear Regression, Random Forest, K-means)

Metric Linear Regression Random Forest K-means
MAE 140.44 11.12 -

RMSE 160.22 18.91 -
R-squared 29.00 % 99.02 % 51.14 %
Adjusted R-squared 26.70 % 98.98 % -

P 1 enmadisudeuimiiinvedunaililunismeinsaifeyemstdesfansuenla
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M3Udes CO, anfnwsssuvd dwluna K-means ddlddmiunisdanguteya lalldnisweinsallasase
Flsifindn MAE vide RMSE aghdlsfinu 1 Rsquared Tlldanmsdnnguegidenay 51.14 wandliiiu
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A157199 2 IBsuflsumminnlaanindu@emausazlieg (Linear Regression, Random Forest, K-means)

Metric Linear Regression Random Forest K-means
MAE 418.259 154.260 -

RMSE 524.337 242.136 -
R-squared 86.50 % 97.10 % 51.14 %
Adjusted R-squared 86.20 % 97.00 % -
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