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บทคัดยอ

งานวิจัยนี้มีวัตถุประสงคเพ่ือสรางและเปรียบเทียบประสิทธิภาพแบบจําลองการทํารายตนเองของผูปวยจิตเวช 
ขอมูลผูปวยไดถูกรวบรวมจากฐานขอมูลโรงพยาบาลจิตเวชขอนแกนราชนครินทร จังหวัดขอนแกน จากเดือนมกราคม 
พ.ศ. 2562 ถึงเดือนธันวาคม พ.ศ. 2564 จํานวน 4,179 ระเบียน โดยผูวิจัยไดนําการคัดเลือกปจจัยที่เกี่ยวของกับ
การพยากรณสําหรับการสรางแบบจําลองดวยวิธี Gain Ratio และ Relief จากนั้นไดนําเอาเทคนิคนาอีฟเบย 
เทคนิคตนไมตัดสินใจ C4.5 เทคนิคสนับสนุนดวยเครื่อง เทคนิคการเรียนรูเชิงลึกและเทคนิคกฎบางสวนมาทําการสราง
แบบจําลองเพ่ือการพยากรณการทํารายตนเองของผูปวยจิตเวช ในการทดลองน้ี 10-Fold Cross Validation ไดถูกนํา
มาใชในการแบงกลุมขอมูลเปนชุดขอมูลเรียนรูและชุดขอมูลทดสอบ สวนคาความถูกตอง คาความไว และคาความจําเพาะ 
ไดถูกนําไปใชในการเปรียบเทียบประสิทธิภาพแบบจําลอง ผลการทดลองแสดงวา การคัดเลือกปจจัยดวยวิธี Gain Ratio 
เมื่อนํามาสรางแบบจําลองดวยเทคนิคตนไมตดัสินใจ C4.5 หรือเทคนิคสนับสนุนดวยเครื่องมีคาความถูกตองมากที่สุด
เหมือนกันที่รอยละ 84.66
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Abstract

The objective of this research is to create and compare the effectiveness of a self-harm model for 
psychiatric patients. The data were collected from Khon Kaen Rajanagarindra Psychiatric Hospital 
database, Khon Kaen province from January 2019 to December 2021. The records were 4,179 records 
in total. Gain Ratio and Relief methods were used to select relevant factors for building the prediction 
models. Naive Bay, Decision tree, Machine support, Deep learning, Partial rule techniques were utilized 
to build self-harm in psychiatric patients prediction models. In this experiment, 10-fold cross validation 
was used to divide the data into learning and testing datasets. Accuracy, sensitivity, and specifi city 
were employed to compare the effectiveness of the models. The experimental results showed that 
selection of factors using the Gain Ratio method when used C4.5 decision tree or machine support 
vector machine techniques has the same highest accuracy at 84.66 %.

Keywords: Psychiatric Disease; Feature Selection; Data Mining

บทนํา

ปจจุบันการฆาตัวตายเปนปญหาสําคัญดานสาธารณสุขของท่ัวโลก ซ่ึงติด 10 อันดับของสาเหตุการเสียชีวิตของประชากร
ท่ัวโลก โดยเกิดจากพฤติกรรมความรุนแรง เชน การทํารายรางกาย ความกาวราว การไมใชวิจารณญาณและความเจ็บปวย
ทางจิตเวชหรือทางกายที่สงผลกระทบตอสุขภาพจิตของประชาชน (World Health Organization, 2021) ซึ่งกลุมที่มี
ความเส่ียงสูง คือ กลุมท่ีมีความผิดปกติทางจิต เชน ผูปวยโรคซึมเศรา โรคอารมณสองข้ัว โรคจิตเภท โรคบุคลิกภาพผิดปกติ 
กลุมที่ใชสารเสพติด และกลุมที่ใชแอลกอฮอล (Khonkaen Rajanagarindra Psychiatric Hopital, National Center 
for Suicide, 2022) จากการศึกษาพบวาผูที่เคยพยายามฆาตัวตาย จะมีโอกาสทําซํ้าและทําสําเร็จในระยะ 1 ป
หลังการทํารายตนเองครั้งแรก ในผูที่มีความคิดอยากตาย จะมีพฤติกรรมการพยายามฆาตัวตายกวา 20 ครั้ง
ถึงจะตายสําเร็จ (World Health Organization, 2019) จึงไดมุงเนนท่ีจะสรางแบบจําลองการพยากรณการทํารายตนเอง
ของผูปวยจิตเวชดวยเทคนิคเหมืองขอมูล เพ่ือเปนแนวทางการปองกันการทํารายตนเองในผูปวยจิตเวช ผูวิจัยจึงมีแนวคิด
ที่จะศึกษาเกี่ยวกับกลุมผูปวยจิตเวชดวยการนําเทคนิคเหมืองขอมูลมาใชในการวิเคราะหและการพยากรณ
 เหมืองขอมูล (Data Mining) คือ กระบวนการในการวิเคราะหขอมูลจากขอมูลจํานวนมากเพ่ือหาความสัมพันธ
ของขอมูลที่ซอนอยูในขอมูลนั้น เพื่อใหไดองคความรูใหมที่สามารถนําไปใชประกอบการตัดสินใจ (Rungrattanaubol, 
2022) เชน Boonprasom and Sarach (2019) ไดทําการศึกษาการวิเคราะหการทํานายการลาออกกลางคันของ
นักศึกษาระดับปริญญาตรีจากฐานขอมูลงานทะเบียนของมหาวิทยาลัยราชภัฏอุบลราชธานี สวน Molee et al. (2019) 
ไดทําการศึกษาสภาวะเส่ียงโรคของผูสูงอายุดวยเทคนิคเหมืองขอมูลโดยใชเทคนิคตนไมตัดสินใจ C4.5, เทคนิคกฎบางสวน 
(Partial Rule) และเทคนิคการเหน่ียวนํา (Induction) สวน Boonma and Chirawichitchai (2019) ไดเสนอการสราง
แบบจําลองการจําแนกประเภทผูปวยโรคเบาหวานโดยใช เทคนิคเหมืองขอมูลและการเลือกคุณลักษณะ
จากความสัมพันธของขอมูลและทําการเปรียบเทียบประสิทธิภาพของแบบจําลองของเทคนิคเหมืองขอมูลดวย
เทคนิคนาอีฟเบย, เทคนิคเคเนียเรสเนเบอร, เทคนิคตนไมตัดสินใจและเทคนิคสนับสนุนดวยเคร่ือง สวน Hongboonmee 
and Thammakorn (2562) ไดศึกษาการคัดกรองผูที่เสี่ยงตอภาวะซึมเศราผานสมารทโฟนโดยใชเทคนิคเหมืองขอมูล
ดวยเทคนิคตนไมตัดสินใจ เทคนิคโครงขายประสาทเทียมและเทคนิคนาอีฟเบย และในดานธุรกิจ เชน ระบบแนะนํา
หนังสือใหกับลูกคาใน amazon.com วา ลูกคาที่ซื้อหนังสือเลมหนึ่ง มักจะซื้อหนังสือเลมใดพรอมกันดวยเสมอ
ซึ่งสามารถนําไปใชคาดเดาวาควรแนะนําหนังสือเลมใดเพิ่มเติมใหกับลูกคาที่เพิ่งซื้อหนังสือจากรานไป
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 ดังน้ันในงานวิจัยน้ีจึงไดสรางแบบจําลองการพยากรณการทํารายตนเองของผูปวยจิตเวชดวยเทคนิคเหมืองขอมูล 
ดวยการคัดเลือกปจจัยโดยวิธีการ Chi-Square, Gain Ratio และ Relief รวมกับเทคนิคนาอีฟเบย เทคนิคตนไมตัดสินใจ 
C4.5 เทคนิคสนับสนุนดวยเครื่อง เทคนิคการเรียนรูเชิงลึกและเทคนิคกฎบางสวน ดวยหลักการ 10-Fold Cross 
Validation เพื่อนํามาวิเคราะหหาประสิทธิภาพของแบบจําลองโดยการคาความถูกตอง (Accurary) คาความไว 
(Sensitivity) และคาความจําเพาะ (Specifi city) 

วิธีดําเนินการวิจัย

ในการวิจัยน้ีผูวิจัยไดทําการศึกษาคนควาทฤษฎีและทบทวนงานวิจัยท่ีเก่ียวของ เพ่ือนํามาใชในการสรางและเปรียบเทียบ
ประสิทธิภาพของแบบจําลอง ซึ่งสามารถแบงได 4 ขั้นตอนประกอบดวย ขั้นตอนการเตรียมขอมูล ขั้นตอนกอนสราง
แบบจําลอง ขั้นตอนการสรางแบบจําลอง และข้ันตอนการวัดประสิทธิภาพของแบบจําลอง 

1. ขั้นตอนการเตรียมขอมูล
  ขั้นตอนการเตรียมขอมูลในงานวิจัยคร้ังนี้ไดนําขอมูลผูปวยจิตเวชจากฐานขอมูลโรงพยาบาลจิตเวช
ขอนแกนราชนครินทร จังหวัดขอนแกน จากวันท่ี 1 มกราคม พ.ศ. 2562 ถึงวันท่ี 31 ธันวาคม พ.ศ. 2564 จากการศึกษา
จากงานวิจัยอื่น ๆ ที่เกี่ยวของกับปจจัยและสาเหตุที่กอใหเกิดการทํารายตนเอง หรือผูมีความคิดอยากทํารายตนเอง 
ทําใหผูวิจัยมีแนวคิดที่จะศึกษาเกี่ยวกับผูปวยทางดานจิตเวชที่คาดวาจะทํารายตนเอง โดยอางอิงตัวแปรจากงานวิจัย
ท่ีเก่ียวของ และจากการสอบถามผูท่ีมีความเช่ียวชาญในการทําวิจัยเก่ียวกับผูปวยจิตเวชและเหมืองขอมูล ซ่ึงไดประกอบดวย 
ตัวแปรจํานวน 16 ปจจัยซ่ึงสามารถแบงเปนปจจัยประเภทคามาตรานามบัญญัติดังตารางท่ี 1 และปจจัยประเภทคาตัวเลข
ดังตารางที่ 2

ตารางที่ 1 ปจจัยประเภทมาตรานามบัญญัติ

 ลําดับที่  ชื่อปจจัย  ชื่อปจจัยในระบบ จํานวนคาของปจจัย
 1 เพศ  Sex  2
 2 สถานภาพ  Status  6
 3 บุตรคนท่ี  Series  11
 4 อาชีพ  Occupation  9
 5 การศึกษา  Education  10
 6 โรคประจําตัว  Diagnosis_cs 31
 7 การวินิจฉัยทางสังคม Social_diag  17
 8 การใชสารเสพติด Substance  9
 9 โรคหลักทางจิตเวช Main_disease 13
 10 โรครวมลําดับที่ 1 Second_disease 105
 11 โรครวมลําดับที่ 2 Third_disease 84
 12 คลาส  Class  2

  จากตารางท่ี 1 แสดงปจจัยประเภทคามาตรานามบัญญัติ (Nominal Scale) ในการจัดขอมูลเปนกลุมตาง
ที่แยกออกจากกัน ไดแก เพศ สถานภาพ บุตรคนที่ อาชีพ โรคประจําตัว การวินิจฉัยทางสังคม การใชสารเสพติด 
โรคหลักทางจิตเวช โรครวมลําดับที่ 1 โรครวมลําดับท่ี 2 และคลาส ซึ่งแสดงจํานวนคาปจจัยในการแยกจํานวนปจจัย
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ตารางที่ 2 ปจจัยประเภทตัวเลข

 ลําดับที่  ชื่อปจจัย  ชื่อปจจัยในระบบ คาต่ํา คาสูง คากลาง S.D.

 1 อายุครั้งแรก Age  14 89 51.5 53.03
 2 ความดันบน SBP  62 200 131 97.58
 3 ความดันลาง DBP  28 179 103.5 106.77
 4 คาดัชนีมวลกาย BMI  13.95 66 19.97 36.80

  จากตารางท่ี 2 แสดงปจจัยประเภทคาตัวเลข (Numeric Value) ที่ใชแทนจํานวนที่สามารถนําไปคํานวณ
ไดแก อายุคร้ังแรก ความดันบน คาความดันลางและคาดัชนีมวลกาย เพ่ือนํามาใชในการหาคาต่ํา คาสูง คากลาง และ
สวนเบี่ยงเบนมาตรฐาน

2. ขั้นตอนกอนการสรางแบบจําลอง
  ขั้นตอนกอนการสรางแบบจําลองในงานวิจัยนี้ เริ่มจากการทําความสะอาดขอมูลที่ซํ้าซอนและไมสมบูรณ 
แลวจึงทําการแปลงรูปแบบขอมูลใหอยูในรูปแบบท่ีพรอมจะนําไปวิเคราะห รวมถึงการเลือกปจจัยโดยวิธีการ Chi-Square, 
Gain Ratio และ Relief มาวิเคราะหการพยากรณการทํารายตัวเองของผูปวยจิตเวช ดังนี้
  2.1  วิธีการ Chi-Square
    วิธีการ Chi-Square เปนสถิติที่ทดสอบความสัมพันธระหวางตัวแปรที่ใชกับขอมูลเชิงคุณภาพหรือ
ขอมูลเชิงปริมาณท่ีแบงเปนชวง และขอมูลไมจําเปนตองมีการแจกแจงแบบปกติ ตัวเลขท่ีนํามาวิเคราะหในการทดสอบ
ไคสแควรเปนความถี่ของแตละระดับของตัวแปร ซึ่งความถี่ไดจากตัวอยางเรียกวา ความถี่ที่สังเกตได (Observed 
Frequency) แทนดวยสัญลักษณ O และความถ่ีตามทฤษฎีเรียกวา ความถ่ีคาดหวัง (Expected Frequency) แทนดวย
สัญลักษณ E และนํามาเปรียบเทียบความแตกตาง (Harnmongkolpipat, 2017) ดังสมการที่ 1

 (1)

  เมื่อ  แทน ตัวสถิติทดสอบไคสแควร
    0 แทน ความถี่ที่ไดจากการสังเกต
    E แทน ความถี่ที่คาดหวัง

  2.2  วิธีการ Gain Ratio
    วิธีการ Gain Ratio เปนตัวช้ีวัดการแบงชุดขอมูลออกเปนชุดขอมูลยอยท่ีพัฒนามาจาก Information 
Gain เนื่องจากการใช Information Gain ในการแบงชุดขอมูลจะมีโอกาสทําใหเกิดความเอนเอียงขึ้น เมื่อปจจัย
ที่ทําการพิจารณาไดคา gain ที่สูงเปนจํานวนมาก ทําใหปจจัยที่ถูกคัดเลือกไมถูกตอง ตัวอยางเชน การพิจารณาปจจัย
ท่ีทําหนาท่ีเปนตัวระบุเฉพาะ เชน รหัสผลิตภัณฑ การแยกรหัสผลิตภัณฑ จะสงผลใหมีชุดขอมูลยอยจํานวนมาก แตละชุด
ขอมูลยอยมีเพียง 1 record ซึ่งเมื่อนําคา Information Gain จะไดคาที่สูงจํานวนมากจากความเอนเอียง ทําใหมี
การพัฒนาตัวช้ีวัดการแบงขอมูลใหมท่ีช่ือเรียกวา Gain Ratio โดยการประยุกตใชการทํานอรมัลไลซคา Information Gain 
ดวยการใชคา Split Information แลวจะสามารถคํานวณหาคา Gain Ratio (Xiaowei et al., 2023; Senthil Kumar, 
2016) ซึ่งสามารถคํานวณไดดังสมการท่ี 2

 (2)
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  2.3  วิธีการ Relief
    วิธีการ Relief เปนการกรองขอมูลเพื่อเลือกปจจัยที่มีความออนไหวตอการโตตอบของปจจัย
โดยเฉพาะ เดิมถูกออกแบบสําหรับการประยุกตใชกับปญหาการจําแนกไบนารี่ที่มีคุณสมบัติไมตอเนื่องหรือเปนตัวเลข 
Relief คํานวณคะแนนคุณสมบัติสําหรับแตละคุณสมบัติซึ่งสามารถนําไปใชในการจัดอันดับและเลือกคุณสมบัติที่ให
คะแนนสูงสุดสําหรับการเลือกคุณสมบัติ หรืออีกทางหน่ึง คะแนนเหลาน้ีอาจนําไปใชเปนน้ําหนักปจจัยเพ่ือเปนแนวทาง
ในการสรางแบบจําลอง (Kenji and Larry, 1992) ซึ่งสามารถคํานวณไดดังสมการท่ี 3

 (3)

  เมื่อ     แทน นํ้าหนักของเวกเตอร
        แทน คุณลักษณะเวกเตอร
      แทน ตัวอยางคลาสเดียวกันที่อยูใกลที่สุด
     แทน ตัวอยางคลาสที่แตกตางกันที่ใกลเคียงท่ีสุด

 3. ขั้นตอนการสรางแบบจําการลอง
  ขั้นตอนการสรางแบบจําลองในงานวิจัยนี้ไดนําเทคนิคท่ีมีประสิทธิภาพในการตอการสรางแบบจําลอง
ในการพยากรณประกอบดวย 5 เทคนิค
  3.1  เทคนิคนาอีฟเบย เปนขั้นตอนการประมวลผลในการแกปญหาที่อาศัยหลักการความนาจะเปน
ตามทฤษฎีของเบย (Bayes Theorem) ซึ่งมีอัลกอริทึมที่ไมซับซอน โดยใชขั้นตอนในการจําแนกขอมูล เพื่อการเรียนรู
ปญหาที่เกิดขึ้น แลวนํามาสรางเง่ือนไขการจําแนกขอมูลใหม โดยใชหลักการคํานวณหาคานาจะเปนในการทํานายผล 
เปนอัลกอริทึมในการแกปญหาแบบจําแนกประเภทท่ีสามารถคาดการณผลลัพธได และทําการวิเคราะหความสัมพันธ
ระหวางตัวแปรเพื่อใชในการสราง เงื่อนไขความจะเปนสําหรับแตละความสัมพันธ (Chinprasatsak et al., 2023) 
  3.2  เทคนิคตนไมตัดสินใจ C4.5 เปนขั้นตอนการประมวลในการแกปญหาที่สามารถนํามาชวยในการ
จําแนกขอมูลและปจจัยที่ใชในการวิเคราะห แตละตัวมีความสําคัญมากนอยเหมือนหรือแตกตางกัน และในขั้นตอน
การพยากรณตนไมตัดสินใจจะทําการพยากรณตัวเอง และคํานวณผลการพยากรณผลลัพธท่ีถูกเลือกโดยตนไมตัดสินใจ
มากที่สุด คือ การจําแนกกลุม หรือหาคาเฉลี่ยจากผลลัพธในกรณีถดถอย (Eibe and Ian, 1998) 
  3.3  เทคนิคสนับสนุนดวยเครื่อง เปนขั้นตอนการประมวลผลในการแกปญหาการจําแนกขอมูลไปใช
ในการวิเคราะห โดยอาศัยหลักการของการหาสัมประสิทธิ์ของสมการเพื่อสรางเสนแบงแยกกลุมขอมูลที่ถูกปอนเขาสู
กระบวนการสอนใหระบบเรียนรู ซึ่งเนนไปยังเสนแบงแยกแยะกลุมขอมูลไดดีที่สุด ในการจําแนกเชิงเสนแบบ 2 คลาส 
โดยใชไฮเปอรเพลนท่ีเปนเสนตรงท่ีจะสามารถแบงแยกขอมูลออกจากกันไดแตเสนตรงท่ีถูกพิจารณาใหเปนเสนท่ีดีท่ีสุด 
คือ เสนตรงท่ีลากผานขอมูลท่ีใกลท่ีสุดและขนานกับเสนไฮเปอรเพลนของขอมูลแตละกลุมท่ีมากท่ีสุด (Sanguansat, 2019) 
  3.4  เทคนิคการเรียนรูเชิงลึก เปนการเรียนรูของพ้ืนฐานของโครงขายประสาทเทียมและการเรียนเชิงปจจัย 
ซ่ึงจะเปนการเรียนรูแบบมีผูสอน การเรียนรูแบบก่ึงมีผูสอน และการเรียนรูแบบไมมีผูสอนท่ีมีปจจัยของโครงขายแบบหลายช้ัน 
โดยการใชขอมูลที่มีอยูเพื่อสรางคุณสมบัติที่ทําใหไดรับตัวแปรใหมมาใชในการวิเคราะห ทําใหเกิดระบบเชิงคาดการณ
ที่มิไดรับการยอมรับที่ดี ปรับแตงไดดี มีการปรับปรุงอยางตอเนื่องเมื่อมีขอมูลใหมเขามา และมีประสิทธิภาพ สะดวก
และเขาใจในโครงสรางที่ชัดเจน (Digital Government Development Agency, 2022)
  3.5  เทคนิคกฎบางสวน (Partial Rule) เปนเทคนิคท่ีใชแยกและพิชิตขอมูล ซ่ึงในการสรางกฎการตัดสินใจ
โดยการนําเอาหลักการของตนไมการตัดสินใจ C4.5 และ RIPPER ทั้งสองแบบทํางานในสองข้ันตอน ขั้นแรกจะสราง
ชุดกฎเริ่มตน จากน้ันจึงปรับแตงโดยใชขั้นตอนการเพิ่มประสิทธิภาพที่คอนขางซับซอนและจะละท้ิง (C4.5) หรือปรับ 
(RIPPER) กฎแตละขอเพื่อใหทํางานรวมกันไดดีขึ้น ในทางตรงกันขาม ในการพยากรณนี้ถึงแมวาเทคนิคนี้จะคลาย
กับตนไมตัดสินใจ C4.5 แตเทคนิคกฎบางสวน จะหลีกเลี่ยงการสรางตนไมเต็มรูปแบบทําใหลดเวลาในการสรางกฎ
การตัดสินใจ (Decision Rule) (Eibe and Ian, 1998)
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4. การวัดประสิทธิภาพของแบบจําลองการพยากรณการทํารายตนเองของผูปวยจิตเวช
  4.1  คาความถูกตอง (Accuracy) คือ คาที่แบบจําลองสามารถจําแนกขอมูลผูปวยที่เกิดโรค และไมเกิด
โรคไดอยางถูกตองตอขอมูลทั้งหมด ดังสมการท่ี (4)

 (4)

  4.2  คาความไว (Sensitivity) คือ คาท่ีแบบจําลองสามารถพยากรณขอมูลผูปวยท่ีเกิดโรคไดอยางถูกตอง
ตอผูปวยที่เกิดโรคจริง ดังสมการที่ (5)

 (5)

  4.3  คาความจําเพาะ (Specifi city) คือ คาที่แบบจําลองสามารถพยากรณขอมูลผูปวยที่ไมเกิดโรค
ไดอยางถูกตองตอผูปวยที่พยากรณวาเกิดโรค ดังสมการที่ 6

 (6)

  เมื่อ   คือ  จํานวนขอมูลที่แบบจําลองพยากรณการเกิดโรคไดอยางถูกตอง
     คือ  จํานวนขอมูลที่แบบจําลองพยากรณการไมเกิดโรคไดอยางถูกตอง
     คือ  จํานวนขอมูลที่แบบจําลองพยากรณการเกิดโรคไดไมถูกตอง
     คือ  จํานวนขอมูลที่แบบจําลองพยากรณการไมเกิดโรคไดไมถูกตอง

ผลการศึกษา

ผลการวิจัยในงานวิจัยนี้ไดศึกษาเพ่ือสรางและเปรียบเทียบประสิทธิภาพแบบจําลองผูพยายามทํารายตนเองดวย
เทคนิคเหมืองขอมูล โดยคัดเลือกปจจัยจากวิธีการ Chi-square, Gain Ratio และ Relief มาใชในเทคนิคนาอีฟเบย 
เทคนิคตนไมตัดสินใจ C4.5 เทคนิคสนับสนุนดวยเครื่อง เทคนิคการเรียนรูเชิงลึกและเทคนิคกฎบางสวน หลังจากนั้น
ไดนําวิธี 10-fold cross validation มาใชในการแบงกลุมขอมูลเปน 10 ชุดขอมูลเทากัน ซ่ึง 9 ชุดขอมูลเปนชุดเรียนรู
และอีก 1 ชุดเปนชุดขอมูลทดสอบ และทําการทดสอบ 10 รอบโดยแตละรอบชุดขอมูลทดสอบจะไมซํ้ากัน ทําให
การทดลองไมอยูในชุดขอมูลเรียนรู ในการวัดประสิทธิภาพการพยากรณดวยคาความถูกตอง คาความไว และ
คาความจําเพาะ จากการทดลองพบวา การคัดเลือกปจจัย Chi-square สามารถคัดเลือกปจจัยไดทั้งหมด 3 ปจจัย 
การคัดเลือกปจจัยวิธี Gain Ratio คัดเลือกปจจัยไดทั้งหมด 12 ปจจัย และสวนการคัดเลือกปจจัยวิธี Relief 
สามารถคัดเลือกปจจัยไดทั้งหมด 15 ปจจัย นํ้าหนักของปจจัยมีความใกลเคียงกัน ในการทดลองยังสนใจกลุมขอมูล
ที่มีจํานวนมาก ผูวิจัยจึงไดทําคัดเลือกปจจัยที่ใชวิธี Gain Ratio และ Relief ที่มีคานํ้าหนักจากมากมาหานอยจํานวน 
12 ปจจัยในการวัดประสิทธิภาพการพยากรณการทํารายตนเองผูปวยจิตเวช
 1. ผลของคาความถูกตอง
  คาความถูกตอง คือ คาที่แบบจําลองสามารถจําแนกขอมูลผูปวยที่เกิดโรค และไมเกิดโรคไดอยางถูกตอง
ตอขอมูลท้ังหมด ในการทดลองน้ีไดนําวิธี 10-Fold Cross Validation มาใชในการแบงกลุมขอมูลเปน 10 ชุดขอมูลเทากัน 
ซึ่ง 9 ชุดขอมูลเปนชุดเรียนรูและอีก 1 ชุดเปนชุดขอมูลทดสอบ และทําการทดสอบ 10 รอบโดยแตละรอบชุดขอมูล
ทดสอบจะไมซํ้ากันดวยเทคนิคนาอีฟเบย เทคนิคตนไมตัดสินใจ C4.5 เทคนิคสนับสนุนดวยเครื่อง เทคนิคการเรียนรู
เชิงลึกและเทคนิคกฎบางสวนดังรูปที่ 1
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รูปที่ 1 คาความถูกตองของแบบจําลอง

  จากรูปที่ 1 แสดงคาความถูกตองของแบบจําลองหลังการคัดเลือกปจจัย โดยการคัดเลือกปจจัยดวยวิธี 
Gain Ratio และ Relief มาใชในเทคนิคนาอีฟเบย เทคนิคตนไมตัดสินใจ C4.5 เทคนิคสนับสนุนดวยเครื่อง เทคนิค
การเรียนรูเชิงลึกและเทคนิคกฎบางสวนพบวา การคดัเลือกปจจัยดวยวิธี Gain Ratio เทคนิคตนไมตัดสินใจ C4.5 และ
เทคนิคสนับสนุนดวยเครื่องมีคาความถูกตองมีคารอยละ 84.66 รองลงมาเทคนิคนาอีฟเบยมีรอยละ 83.13 รองลงมา
เทคนิคกฎบางสวนรอยละ 82.63 และเทคนิคกฎบางสวนรอยละ 82.39 สวนการคัดเลือกปจจัยดวยวิธี Relief 
เทคนิคตนไมตัดสินใจ C4.5 และเทคนิคสนับสนุนดวยเครื่องมีคาความถูกตองมากที่สุดมีคารอยละ 84.66 รองลงมา
เทคนิคการเรียนรูเชิงลึกรอยละ 83.13 รองลงมาเทคนิคนาอีฟเบยรอยละ 82.91 และเทคนิคกฎบางสวนรอยละ 81.96 
เมื่อนําการคัดเลือกปจจัยดวยวิธี Gain Ratio และ Relief มาเปรียบเทียบเทคนิคตนไมตัดสินใจ C4.5 และเทคนิค
สนับสนุนดวยเครื่องมีคาความถูกตองมากที่สุดมีคาเทากับรอยละ 84.66
 2. ผลคาความไว
  คาความไว คือ คาท่ีแบบจําลองสามารถพยากรณขอมูลผูปวยท่ีเกิดโรคไดอยางถูกตองตอผูปวยท่ีเกิดโรคจริง
ในการทดลองน้ีไดนําวิธี 10-Fold Cross Validation มาใชในการแบงกลุมขอมูลเปน 10 ชุดขอมูลเทากัน ซ่ึง 9 ชุดขอมูล
เปนชุดเรียนรูและอีก 1 ชุดเปนชุดขอมูลทดสอบ และทําการทดสอบ 10 รอบโดยแตละรอบชุดขอมูลทดสอบจะไมซ้ํากัน
ดวยเทคนิคนาอีฟเบย เทคนิคตนไมตัดสินใจ C4.5 เทคนิคสนับสนุนดวยเครื่อง เทคนิคการเรียนรูเชิงลึกและเทคนิค
กฎบางสวนดังรูปที่ 2

รูปที่ 2 คาความไวของแบบจําลอง

 จากรูปท่ี 2 แสดงคาความไวของแบบจําลองหลังการคัดเลือกปจจัย โดยการคัดเลือกปจจัยดวยวิธี Gain Ratio 
และ Relief มาใชในเทคนิคนาอีฟเบย เทคนิคตนไมตัดสินใจ C4.5 เทคนิคสนับสนุนดวยเครื่อง เทคนิคการเรียนรูเชิงลึก 



RMUTI Journal  Vol. 18, No. 1 (January - April 2025)

e257823

117ISSN 3027-6756 (Online)
Research on Modern science and Utilizing Technological Innovation Journal (RMUTI Journal)

และเทคนิคกฎบางสวน พบวาการคัดเลือกปจจัยดวยวิธี Gain Ratio เทคนิคตนไมตัดสินใจ C4.5 และเทคนิคสนับสนุน
ดวยเครื่องมีคาความไวมีคารอยละ 100.00 รองลงมาเทคนิคกฎบางสวนรอยละ 99.42 รองลงมาเทคนิคนาอีฟเบย
รอยละ 99.24 และเทคนิคการเรียนรูเชิงลึกรอยละ 99.19 สวนการคัดเลือกปจจัยดวยวิธี Relief เทคนิคตนไมตัดสินใจ 
C4.5 และเทคนิคสนับสนุนดวยเคร่ืองมีคาความไวมากท่ีสุดมีคารอยละ 100.00 รองลงมาเทคนิคนาอีฟเบยรอยละ 99.87 
รองลงมาเทคนิคกฎบางสวนรอยละ 99.09 และเทคนิคการเรียนรูเชิงลึกรอยละ 99.08 เมื่อนําการคัดเลือกปจจัยดวย
วิธี Gain Ratio และ Relief มาเปรียบเทียบเทคนิคตนไมตัดสินใจ C4.5 และเทคนิคสนับสนุนดวยเคร่ืองมีคาความไว
มากที่สุดมีคาเทากับรอยละ 100.00
 3. ผลคาความจําเพาะ
  คาความจําเพาะ คือ คาที่แบบจําลองสามารถพยากรณขอมูลผูปวยที่ไมเกิดโรคไดอยางถูกตองตอผูปวย
ที่พยากรณวาเกิดโรคในการทดลองนี้ไดนําวิธี 10-Fold Cross Validation มาใชในการแบงกลุมขอมูลเปน 
10 ชุดขอมูลเทากัน ซึ่ง 9 ชุดขอมูลเปนชุดเรียนรูและอีก 1 ชุดเปนชุดขอมูลทดสอบ และทําการทดสอบ 10 รอบ
โดยแตละรอบชุดขอมูลทดสอบจะไมซ้ํากันดวยเทคนิคนาอีฟเบย เทคนิคตนไมตัดสินใจ C4.5 เทคนิคสนับสนุนดวยเคร่ือง 
เทคนิคการเรียนรูเชิงลึกและเทคนิคกฎบางสวนดังรูปท่ี 3

รูปที่ 3 คาความจําเพาะของแบบจําลอง

  จากรูปที่ 3 แสดงคาความจําเพาะของแบบจําลองหลังการคัดเลือกปจจัย โดยการคัดเลือกปจจัยดวยวิธี 
Gain Ratio และ Relief มาใชในเทคนิคนาอีฟเบย เทคนิคตนไมตัดสินใจ C4.5 เทคนิคสนับสนุนดวยเครื่อง เทคนิค
การเรียนรูเชิงลึก และเทคนิคกฎบางสวนพบวา การคัดเลือกปจจัยดวยวิธี Gain Ratio เทคนิคนาอีฟเบยมีคาความจําเพาะ
มีคาเทากับรอยละ 17.73 รองลงมาเทคนิคการเรียนรูเชิงลึกรอยละ 16.71 รองลงมาเทคนิคกฎบางสวนรอยละ 14.46 
รองลงมาเทคนิคตนไมตัดสินใจ C4.5และเทคนิคสนับสนุนดวยเครื่องรอยละ 0 สวนการคัดเลือกปจจัยดวยวิธี Relief 
เทคนคินาอีฟเบยมีคาความจําเพาะมากที่สุดมีคาเทากับรอยละ 15.69 รองลงมาเทคนิคการเรียนรูเชิงลึกรอยละ 13.62 
รองลงมาเทคนิคกฎบางสวนรอยละ 9.09 รองลงมาเทคนิคตนไมตัดสินใจ C4.5 และเทคนิคสนับสนุนดวยเคร่ืองรอยละ 0 
เม่ือนําการคัดเลือกปจจัยดวยวิธี Gain Ratio และ Relief มาเปรียบเทียบเทคนิคนาอีฟเบย มีคาความจําเพาะมากท่ีสุด
มีคาเทากับรอยละ 17.73

สรุปผลและการอภิปรายผล

ในงานวิจัยน้ีไดศึกษาปจจัยการฆาตัวตายของผูปวยจิตเวชและเปรียบเทียบประสิทธิภาพแบบจําลองผูพยายามทํารายตนเอง 
จากขอมูลที่รวบรวมจากฐานขอมูลโรงพยาบาลจิตเวชขอนแกนราชนครินทร จากวันที่ 1 มกราคม พ.ศ. 2562 ถึงวันที่ 
31 ธันวาคม พ.ศ. 2564 จํานวนทั้งหมด 4,179 ระเบียน โดยสมมติฐานวา การคัดเลือกปจจัยที่สําคัญจะทําใหมิติ
ของขอมูลลดลง และนาจะมีผลการวัดประสิทธิภาพเพ่ิมมากข้ึนในการวัดคาความถูกตอง คาความไว และคาความจําเพาะ 
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จึงไดทําการศึกษาและเปรียบเทียบการนําเทคนิคเหมืองขอมูลจํานวน 5 เทคนิค ไดแก เทคนิคนาอีฟเบย เทคนิคตนไม
ตัดสินใจ C4.5 เทคนิคสนับสนุนดวยเครื่อง เทคนิคการเรียนรูเชิงลึกและเทคนิคกฎบางสวน จากผลการทดลอง
ดวยวิธีการคัดเลือกปจจัยจากวิธี Chi-square, Gain Ratio และ Relief พบวา การคัดเลือกปจจัย Chi-square สามารถ
คัดเลือกปจจัยไดท้ังหมด 3 ปจจัย เม่ือนํามาคํานวณในเทคนิคนาอีฟเบย เทคนิคตนไมตัดสินใจ C4.5 เทคนิคสนับสนุน
ดวยเคร่ือง เทคนิคการเรียนรูเชิงลึก และเทคนิคกฎบางสวน ในเทคนิคตาง ๆ มาคํานวณหาคาความถูกตอง คาความไว
และคาความจําเพาะมีคาเทากับ 0 และการคัดเลือกปจจัยวิธี Gain Ratio คัดเลือกปจจัยไดทั้งหมด 12 ปจจัย 
สวนการคัดเลือกปจจัยวิธี Relief สามารถคัดเลือกปจจัยไดทั้งหมด 15 ปจจัย นํ้าหนักของปจจัยมีความใกลเคียงกัน
และการทดลองยังสนใจกลุมขอมูลที่มีจํานวนมาก ผูวิจัยจึงไดทําคัดเลือกปจจัยที่ใชวิธี Gain Ratio และ Relief 
ที่มีคานํ้าหนักจากมากมาหานอยจํานวน 12 ปจจัย โดยการวัดประสิทธิภาพการพยากรณดวยคาความถูกตองมากที่สุด
มีคาเทากับรอยละ 84.66 คาความไวมากที่สุดมีคาเทากับ 100 และคาความจําเพาะมีคามากที่สุด 17.73 
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