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บทคัดยอ

บทความนี้นําเสนอเกณฑใหมสําหรับการคัดเลือกตัวแบบสมการหลายชั้นเมื่ออิงตามเกณฑสารสนเทศของเบส 
ซึ่งตัวแบบสมการหลายชั้นมีการใชอยางแพรหลายในสาขาสถิติและเศรษฐศาสตร มีลักษณะสําคัญคือ ตัวแปรตาม
ของสมการหนึ่งจะเปนตัวแปรอิสระของสมการที่เหลือได เกณฑใหมประมาณคาเมทริกซความแปรปรวนรวมของ
คาคลาดเคลื่อนโดยใชตัวประมาณไมเอนเอียง (Unbiased Estimator: UE) แทนที่ตัวประมาณภาวะนาจะเปนสูงสุด 
(Maximum Likelihood Estimator: MLE) ในเกณฑ System of Bayesian Information Criterion (SBIC) 
เรียกเกณฑใหมวา SBIC(UE) ดําเนินการเปรียบเทียบประสิทธิภาพของเกณฑ SBIC(UE) กับเกณฑ SBIC โดยใช
การจําลองขอมูลและเปรียบเทียบประสิทธิภาพสังเกต L2 พบวา เกณฑ SBIC(UE) มีประสิทธิภาพสูงกวาเกณฑ SBIC 
เนื่องจากมีรอยละของการคัดเลือกตัวแบบไดถูกตองสูงกวา มีคาเฉลี่ยของประสิทธิภาพสังเกต L2 สูงกวา และมีคา
เบี่ยงเบนมาตรฐานของประสิทธิภาพสังเกต L2 ตํ่ากวา เกณฑ SBIC มีความเอนเอียงเชิงลบมากกวาเกณฑ SBIC(UE) 
เน่ืองจากคาประมาณของเมทริกซความแปรปรวนรวมของคาคลาดเคล่ือนเม่ือใช MLE มีคานอยกวาคาประมาณเม่ือใช UE 
กลาวคือ มีคาประมาณต่ําเกินไป เหตุผลนี้ทําใหประสิทธิภาพของเกณฑ SBIC ตํ่ากวาเกณฑ SBIC(UE)
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Abstract

This article introduces a new criterion for selecting a simultaneous equations model based on the 
Bayesian information criterion. The simultaneous equations model (SEM) is widely used in Statistics 
and Economics. The main characteristic of SEM is that the dependent variable of one equation can 
be the independent variable of the remaining equations. The new criterion performs the estimation 
of the error contemporaneous covariance matrix using the unbiased estimator (UE) instead of the 
maximum likelihood estimator (MLE) in the system of Bayesian information criterion (SBIC), and the 
new criterion is called SBIC(UE). The performances of SBIC(UE) and SBIC are compared using the 
extensive simulation study and the observed L2  performance. It is found that SBIC(UE) is more 
effi cient than SBIC, with a higher percentage of correct model selections, a higher average of the 
observed L2 performance, and a lower standard deviation of the observed L2 performance. SBIC is 
more negatively biased than SBIC(UE) because the estimate of the error contemporaneous 
covariance matrix when using MLE is less than the estimate when using UE, i.e., it is underestimated. 
For this reason, the effi ciency of the SBIC is lower than the SBIC(UE).

Keywords: Model Selection Criterion; Effi ciency; Unbiased Estimator; Maximum Likelihood Estimator; BIC

บทนํา

เกณฑการคัดเลือกตัวแบบไดกลายมาเปนสิ่งสําคัญในการเลือกตัวแปรท่ีเหมาะสมสําหรับการสรางสมการการถดถอย
หรือระบบสมการ เชน สมการหลายช้ัน (Simultaneous Equations) เน่ืองจากตัวแปรอิสระท่ีมีอยูท้ังหมดน้ันอาจไม
เหมาะสมในการอธิบายความผันแปรของตัวแปรตามหรือการพยากรณคาท่ีเปนไปไดของตัวแปรตามในอนาคต 
สําหรับการวิเคราะหการถดถอยมีการใชเกณฑการคัดเลือกตัวแบบหลายเกณฑ เชน เกณฑสารสนเทศของอะกะอิเกะ 
(Akaike Information Criterion: AIC) (Akaike, 1974) เกณฑสารสนเทศของเบส (Bayesian Information Criterion: 
BIC) (Schwarz, 1978) เกณฑสารสนเทศ (Hannan and Quinn Information Criterion: HQIC) (Hannan and 
Quinn, 1979) เกณฑการปรับแกของ AIC (AICc) (Hurvich and Tsai, 1989) เกณฑการปรับแกของ AICc (AICu) 
(McQuarrie et al., 1997) เกณฑสารสนเทศของคูลแบค (Kullback Information Criterion: KIC) (Cavanaugh, 
1999) เกณฑการปรับแกของ KIC (KICc) (Cavanaugh, 2004) เกณฑสารสนเทศของพาม (Pham Information 
Criterion: PIC) (Pham, 2019) วิธีใหมในการเลือกตัวแบบการถดถอยโดยใชคา p สําหรับการทดสอบ t และการทดสอบ F 
สําหรับเกณฑการคัดเลือกตัวแปร และคา R-squared ที่ปรับแลวหรือ AIC สําหรับเกณฑการคัดเลือกตัวแบบที่ดีที่สุด 
(Niyonzima, 2020) และการยกระดับเกณฑการคัดเลือกตัวแบบดวยการทดสอบภาวะสารูปดีสําหรับการประยุกตใช
ในทางปฏิบัติ (Rossi et al., 2020) จากเกณฑท้ังหมดท่ีกลาวถึงพบวา เกณฑ AIC และ BIC เปนเกณฑท่ีนิยมใชกันท่ัวไป
และเปนท่ีรูจักมากกวาเกณฑอ่ืน ๆ จุดเดนของเกณฑ AIC คือ เปนเกณฑท่ีมีประสิทธิภาพเชิงเสนกํากับ (Asymptotically 
Effi cient) ดังน้ันในกรณีตัวอยางขนาดใหญ เกณฑน้ีจะคัดเลือกตัวแบบท่ีมีคาคลาดเคล่ือนกําลังสองเฉล่ีย (Mean Square 
Error: MSE) ต่ําท่ีสุด อยางไรก็ตาม เกณฑ BIC มีแนวโนมท่ีจะคัดเลือกตัวแบบท่ีมีจํานวนพารามิเตอรนอยกวาเกณฑ AIC 
จึงมีประสิทธิภาพสูงกวา เน่ืองจากเกณฑ BIC เปนเกณฑท่ีคงเสนคงวา (Consistency) จึงสามารถระบุตัวแบบท่ีถูกตอง
เชิงเสนกํากับดวยความนาจะเทากับ 1 ดังน้ันเม่ือตัวแบบท่ีเปนไปไดมีลําดับจํากัด (Finite Order) เกณฑ AIC ท่ีมีประสิทธิภาพ
เชิงเสนกํากับจะเปนเกณฑที่ไมคงเสนคงวาและมีแนวโนมที่จะคัดเลือกตัวแบบที่มีจํานวนพารามิเตอรมากเกินไป 
(Neath and Cavanaugh, 1997; Giombini and Szroeter, 2007)
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 สําหรับตัวแบบการถดถอยพบวา มีการศึกษาและพัฒนาเกณฑการคัดเลือกตัวแบบอยางตอเนื่อง ในขณะที่
เกณฑการคัดเลือกตัวแบบท่ีใชกับตัวแบบสมการหลายช้ันยังมีการศึกษาและพัฒนาไมมากนัก สมการหลายช้ันเปนตัวแบบ
ทางสถิติและเศรษฐศาสตรที่ใชกันอยางแพรหลาย ซึ่งมีลักษณะสําคัญ คือ ตัวแปรตามหรือตัวแปรอธิบายภายนอก 
(External Explanatory Variables) ของสมการหน่ึงอาจเปนตัวแปรอิสระหรือตัวแปรอธิบาย (Explanatory Variables) 
ของสมการที่เหลือได ดังนั้นตัวแปรตามจะกลายเปนแบบสุมและมีความสัมพันธกับคาคลาดเคลื่อนของสมการที่ปรากฏ
เปนตัวแปรอิสระ (Perez-Sanchez et al., 2021) ตัวอยางของสมการหลายช้ัน เชน การคิดตนทุนพรอมกับผลตอบแทน
จากการปลูกยางพาราในรูปแบบของระบบสมการหลายช้ัน กรณีศึกษาอําเภอปาพะยอม จังหวัดพัทลุง และอําเภอทุงสง 
จังหวัดนครศรีธรรมราช พบวา ตัวแปรตนทุนซ่ึงเปนตัวแปรตามในสมการแรกจะเปนตัวแปรอิสระของสมการผลตอบแทน
ที่ไดรับในสมการตอมา (Keerativibool, 2014a) การพัฒนาเกณฑการคัดเลือกตัวแบบสมการหลายชั้นเกณฑแรก คือ 
เกณฑ SAIC (System of Akaike Information Criterion) (Keerativibool et al., 2011) ตอมามีการแกปญหาเกณฑ 
SAIC ที่คัดเลือกตัวแบบซึ่งมีจํานวนพารามิเตอรมากเกินไป เรียกเกณฑ SBIC (System of Bayesian Information 
Criterion) (Keerativibool, 2012) อยางไรก็ตาม เกณฑ SBIC มีการใชตวัประมาณภาวะนาจะเปนสูงสุด (Maximum 
Likelihood Estimator: MLE) ในการประมาณคาเมทริกซความแปรปรวนรวมของคาคลาดเคล่ือน (Contemporaneous 
Covariance Matrix of Error) ซึ่งอาจทําใหเกณฑ SBIC มีความเอนเอียงเชิงลบ และจะสงผลใหประสิทธิภาพของ
การคัดเลือกตัวแบบไดถูกตองจากเกณฑ SBIC ต่ํากวาท่ีควรจะเปน (Keerativibool, 2014b) ดังน้ันการศึกษาน้ีจึงประยุกตใช
แนวคิดของ McQuarrie et al. (1997) ในการใชตัวประมาณไมเอนเอียง (Unbiased Estimator: UE) ประมาณคาเมทริกซ
ความแปรปรวนรวมของคาคลาดเคล่ือนเพื่อแกปญหาดังกลาว

วิธีดําเนินการวิจัย 

รูปแบบโครงสราง (Structural Form) ของตัวแบบสมการหลายชั้นที่มี M สมการ (ตัวแปรตามหรือตัวแปรอธิบาย
ภายนอก M  ตัว) แสดงดวย yt1, yt2, ... ytM และตัวแปรที่กําหนดไวลวงหนา K ตัว (ตัวแปรอิสระหรือตัวแปรอธิบาย) 
แสดงดวย xt1, xt2, ... xtK สามารถเขียนไดดังสมการที่ (1)

 (1)

 ในสมการที่ (1) กําหนดใหตัวแปรอิสระตัวแรกของทุกสมการ (xt1) มีคาเทากับ 1 พารามิเตอร และ 
แทนสัมประสิทธ์ิของตัวแปรตามและตัวแปรอิสระ ตามลําดับ ut1, ut2, ... utM แทนคาคลาดเคล่ือนของแตละสมการท่ีมี
ความสัมพันธกัน โดยมีคาเฉลี่ยเทากับ 0 รูปแบบโครงสรางของตัวแบบสมการหลายชั้นสามารถเขียนในรูปเมทริกซได
ดังสมการที่ (2)

 (2)
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 โดยที่

 จากรูปแบบโครงสรางในสมการท่ี (2) สามารถเขียนในรูปแบบลดรูป (Reduced Form) ไดดังสมการท่ี (3)

 (3)

 โดยที่  แทนเมทริกซของพารามิเตอรที่ไมทราบคาขนาด  และ  แทนเมทริกซ
ของคาคลาดเคลื่อนที่มีความสัมพันธกันขนาด  เมื่อพิจารณาสมการ  สมการในสมการท่ี (3) สามารถแสดง
เปนตัวแบบเรียงซอนของแตละสมการไดดังสมการที่ (4)

 (4)

 โดยที่ 

 นั่นคือ  แทนเวกเตอรของตัวแปรตามขนาด  ซึ่งประกอบดวยเวกเตอร  ขนาด  จํานวน 
 เวกเตอร  แทนเมทริกซแนวทแยงขนาด  ซึ่งประกอบดวย เมทริกซของตัวแปรอิสระ  ขนาด 

ในแนวทแยงจํานวน  เมทริกซ  แทนเวกเตอรของพารามิเตอรที่ไมทราบคาขนาด  ซึ่งประกอบดวย
เวกเตอร  ขนาด  จํานวน  เวกเตอร  แทนเวกเตอรของคาคลาดเคล่ือนที่มีความสัมพันธกันขนาด 
ซึ่งประกอบดวย เวกเตอร  ขนาด  จํานวน  เวกเตอร และ  แทนคาคลาดเคล่ือนที่มีการแจกแจงปรกติ 
เปนอิสระกัน มีคาเฉลี่ยเทากับ 0 และความแปรปรวนเทากับ  นั่นคือ  ดังนั้น 

 (5)

 โดยที่  แทนเมทริกซความแปรปรวนรวมของคาคลาดเคลื่อนขนาด 
 การสรางเกณฑการคัดเลือกตัวแบบเริ่มตนที่การพิจารณาการแจกแจงปรกติหลายตัวแปร (Johnson and 
Wichern, 1998) เพื่อใหไดฟงกชันความหนาแนนปรกติรวมของคาคลาดเคลื่อน  ตัว  ดังสมการที่ (6)

(6)
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 โดยที่  แทน Kronecker Product ลอการิทึมของสมการที่ (6) โดยแทนคา 
จะไดฟงกชันลอการิทึมดังสมการที่ (7)

 (7)

 กําหนดเวกเตอรของตัวประมาณภาวะนาจะเปนสูงสุด  จะได -2 เทาของฟงกชันลอการิทึม
ในสมการที่ (7) ดังสมการที่ (8)

 (8)

 พิจารณาพจนสุดทายของสมการท่ี (8)
  

   
 (9)

 แทนคาสมการท่ี (9) ลงในสมการท่ี (8) จะไดดังสมการท่ี (10)

 (10)

 เน่ืองจากพจนแรก  ในสมการท่ี (10) เปนคาคงท่ีสําหรับระบบสมการหลายช้ัน  สมการ ท่ีมี

ขนาดตัวอยางในแตละสมการ  หนวย จึงสามารถละเวนไดจากเกณฑ 

(Schwarz, 1978) โดยท่ีพารามิเตอรจํานวน  ตัวของสมการหลายช้ัน คือ พารามิเตอรสําหรับ  จํานวน  ตัว 
และพารามิเตอรสําหรับ  จํานวน  ตัว เม่ือปรับคาดวยขนาดตัวอยาง  จะไดเกณฑสารสนเทศของเบส
สําหรับตัวแบบสมการหลายชั้น (System of Bayesian Information Criterion: SBIC) (Keerativibool, 2012) 
ดังสมการที่ (11)

 (11)

 โดยที่  แทนตัวประมาณภาวะนาจะเปนสูงสุดของเมทริกซความแปรปรวนรวม

ของคาคลาดเคลื่อน
 จากปญหาการคัดเลือกตัวแบบท่ีมีจํานวนพารามิเตอรมากเกินไปของเกณฑ AIC (Akaike, 1974) และเกณฑ AICc 
(Hurvich and Tsai, 1989) McQuarrie et al. (1997) ไดเปล่ียนการประมาณคาความแปรปวนของคาคลาดเคล่ือน
จากเดิมท่ีใชตัวประมาณภาวะนาจะเปนสูงสุดเปนการใชตัวประมาณไมเอนเอียง จึงไดเกณฑ AICu ท่ีสามารถแกปญหา
คาประมาณความแปรปวนของคาคลาดเคล่ือนท่ีไดต่ําเกินจริง โดยเฉพาะอยางย่ิงเม่ือตัวอยางมีขนาดใหญข้ึน จากองคความรู
ดังกลาว ผูวิจัยจึงแทนที่ตัวประมาณภาวะนาจะเปนสูงสุดของเมทริกซความแปรปรวนรวมของคาคลาดเคลื่อน 
ดวยตัวประมาณไมเอนเอียง  ลงในสมการท่ี (11) จะไดเกณฑ System of Bayesian Information Criterion 
(SBIC) ที่พัฒนาโดยใชตัวประมาณไมเอนเอียง (UE) เรียกเกณฑใหมนี้วาเกณฑ SBIC(UE) ดังสมการที่ (12)
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(12)

 โดยที่  แทนตัวประมาณไมเอนเอียงของเมทริกซความแปรปรวนรวมของ

คาคลาดเคลื่อน

 การเปรียบเทียบประสิทธิภาพของเกณฑ SBIC และเกณฑ SBIC(UE) จะพิจารณาที่รอยละของการคัดเลือก
ตัวแบบไดถูกตองและคาประสิทธิภาพสังเกต L2 โดยรอยละของการคัดเลือกตัวแบบไดถูกตองจะพิจารณาจากจํานวน
ตัวอยางการจําลองขอมูลท้ังหมด 1,000 ชุด มีจํานวนชุดท่ีสามารถคัดเลือกตัวแบบท่ีมีจํานวนพารามิเตอรเทากับตัวแบบ
ที่สรางขึ้นคิดเปนรอยละเทาไร ดังสมการที่ (13)

      รอยละของการคัดเลือกตัวแบบไดถูกตอง =                                                                                  (13)

 สําหรับประสิทธิภาพสังเกต  มีสูตรดังสมการท่ี (14) โดยถาตัวแบบท่ีคัดเลือกใกลเคียงกับตัวแบบท่ีแทจริง 
แลวประสิทธิภาพสังเกต  จะมีคาสูงขึ้น ดังนั้นเกณฑการคัดเลือกตัวแบบท่ีดีที่สุดจะคัดเลือกตัวแบบท่ีใหประสิทธิภาพ
สังเกต  สูงกวาเกณฑอื่น ๆ แมในกรณีตัวอยางมีขนาดเล็ก

ประสิทธิภาพสังเกต  (14)

 โดยที่  แทนระยะหางระหวางตัวแบบที่แทจริงและตัวแบบ

โดยประมาณ  แทนคาที่นอยที่สุดของ  ในชั้น (Class: ) ของตัวแบบโดยประมาณ

ท่ีเปนไปไดท้ังหมด และ  แทนระยะหางระหวางตัวแบบท่ีแทจริงและตัวแบบท่ีคัดเลือกโดยใชเกณฑการคัดเลือก
ตัวแบบที่พิจารณา 

การจําลองขอมูล
ตัวแบบสมการหลายช้ันในรูปแบบลดรูปท่ีพิจารณาในการศึกษาคร้ังน้ีกําหนดระบบสมการจํานวน 2 ชุด ชุดละ 3 สมการ 
(  = 3) ระบบสมการชุดแรกมีคาพารามิเตอรคอนขางสูงทําใหสามารถประมาณคาพารามิเตอรไดงาย ดังสมการท่ี (15) 

 (15)

และระบบสมการชุดที่สองมีคาพารามิเตอรคอนขางตํ่าทําใหการประมาณคาพารามิเตอรทําไดยากขึ้น ดังสมการที่ (16) 

 (16)

 ขั้นตอนการจําลองขอมูลแสดงดังนี้
 1. สรางเวกเตอรของคาคลาดเคล่ือนปรกติหลายตัวแปรในสมการท่ี (5) ขนาด 1,000,000 x 1 โดยมีคาเฉล่ีย
เทากับ 0 สัมประสิทธิ์สหสัมพันธของคาคลาดเคล่ือนระหวางสมการเทากับ  = 0.9,  = 0.7 และ  = 0.8 

จํานวนตัวอยางการจําลองขอมูลท่ีมีจํานวนพารามิเตอรเทากับตัวแบบท่ีสรางข้ึน x 100
1,000
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และความแปรปรวนรวมของคาคลาดเคล่ือนเทากับ  = 0.92 = 0.81,  = 0.82 = 0.64,  = 0.72 = 0.49, 

 =  = 0.648,  =  = 0.441 และ  =  = 0.448 จะไดคาคลาดเคล่ือน

ปรกติหลายตัวแปรดังนี้

 2. แบงคาคลาดเคลื่อนที่ไดจากขอ 1 ออกเปนตัวอยางการจําลองขอมูลจํานวน 1,000 ชุด โดยแตละชุด
มีขนาดตัวอยาง 3 ขนาด ไดแก ตัวอยางขนาดเล็ก  = 15, 20 และ 25 ตัวอยางขนาดกลาง  = 30 และ 50 และ
ตัวอยางขนาดใหญ  = 100 และ 500 หนวย
 3. สรางตัวแปรอิสระ 9 ตัว ไดแก  ท่ีมีคาสังเกตตัวแปรละ 1,000,000 หนวย เปนตัวแปรสุม
ที่มีการแจกแจงปรกติมีคาเฉลี่ยเทากับ 0 และความแปรปรวนเทากับ 1 โดยตัวแปรอิสระที่ใชในการสรางตัวแบบ
สมการหลายชั้นในสมการที่ (15) และสมการที่ (16) คือ  และตัวแปรอิสระที่ไมไดใชในการสราง
ตัวแบบสมการหลายชั้นคือ   
 4. แบงตัวแปรอิสระท่ีไดจากขอ 3 ออกเปนตัวอยางการจําลองขอมูลจํานวน 1,000 ชุด โดยแตละชุดมีขนาด
ตัวอยาง 3 ขนาด ไดแก ตัวอยางขนาดเล็ก  = 15, 20 และ 25 ตัวอยางขนาดกลาง  = 30 และ 50 และตัวอยาง
ขนาดใหญ  = 100 และ 500 หนวย
 5. ทดสอบปญหาความสัมพันธเชิงเสนพหุ (Multicollinearity) ของตัวแปรอิสระในขอ 4 โดยพิจารณา
คาความคงทนของการยอมรับ (Tolerance) มีคาไมนอยกวา 0.10 และคาปจจัยการขยายตัวของความแปรปรวน 
(Variance Infl ation Factor: VIF) มีคานอยกวา 10 ท้ิงชุดตัวอยางท่ีไมผานการทดสอบ เก็บตัวอยางการจําลองขอมูล
จํานวน 1,000 ชุดที่ไมมีปญหาความสัมพันธเชิงเสนพหุสําหรับการสรางตัวแบบสมการหลายชั้นในขั้นตอนตอไป
 6. สรางตัวแปรตามในสมการหลายช้ันดังสมการท่ี (15) และสมการท่ี (16) โดยใชตัวแปรอิสระจากขอ 5 
และคาคลาดเคลื่อนจากขอ 2 
 7. พิจารณาการนําตัวแปรอิสระเขาตัวแบบคร้ังละ 1 ตัว ตามลําดับ (Sequentially Nested) จนครบตัวแปร
อิสระท้ังหมด 9 ตัวท่ีไดสรางในขอ 3 ในแตละคร้ังท่ีนําตัวแปรอิสระเขาตัวแบบจะคํานวณคาของเกณฑ SBIC ในสมการท่ี (11) 
และเกณฑ SBIC(UE) ในสมการที่ (12) แลวสรุปผลวาทั้งหมด 9 ครั้งท่ีนําตัวแปรอิสระเขาตัวแบบ ครั้งใดมีคาของเกณฑ
การคัดเลือกตัวแบบตํ่าที่สุด จะไดครั้งนั้นเปนตัวแบบท่ีคัดเลือกไวหรือตัวแบบโดยประมาณ แลวดําเนินการซํ้าจนครบ
ตัวอยางการจําลองขอมูลจํานวน 1,000 ชุด 
 8. จากผลการคัดเลือกตัวแบบในขอ 7 คํานวณรอยละของการคัดเลือกตัวแบบไดถูกตอง ดังสมการท่ี (13) 
และประสิทธิภาพสังเกต  ดังสมการที่ (14)

ผลการทดลอง

การเปรียบเทียบประสิทธิภาพของเกณฑการคัดเลือกตัวแบบ โดยการพิจารณาท่ีรอยละของการคัดเลือกตัวแบบไดถูกตอง 
ดังตารางท่ี 1 และ 2 สรุปไดวา เกณฑ SBIC(UE) ในสมการท่ี (12) มีประสิทธิภาพสูงกวาเกณฑ SBIC ในสมการท่ี (11) 
หรือสามารถคัดเลือกตัวแบบไดถูกตองมากกวาในเกือบทุกขนาดตัวอยางที่ศึกษาไมวาจะเปนตัวอยางขนาดเล็ก 
(  = 15, 20 และ 25) ตัวอยางขนาดกลาง (  = 30 และ 50) และตัวอยางขนาดใหญ (  = 500) ยกเวนกรณีตัวอยาง
ขนาดใหญ  = 100 เกณฑ SBIC(UE) มีประสิทธิภาพเทากับเกณฑ SBIC เน่ืองจากสามารถคัดเลือกตัวแบบไดถูกตองเทากัน 
คือ รอยละ 100 อีกทั้งในกรณีตัวอยางขนาดเล็ก (  = 15, 20 และ 25) เกณฑ SBIC(UE) ยังสามารถแกปญหา
การคัดเลือกตัวแบบที่มีจํานวนพารามิเตอรในสมการมากเกินจริง (Overfi t) ที่เกิดขึ้นกับเกณฑ SBIC 
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ตารางที่ 1 รอยละของการคัดเลือกตัวแบบสมการหลายช้ันในสมการท่ี (15)

ขนาดตัวอยาง T เกณฑ     K
    2 3 4* 5 6 7 8 9 10
  

15
 SBIC 0 0 85.2 6.1 1.2 1.3 2 0 4.3

   SBIC(UE) 0 0 96.9 2.6 0.1 0.1 0 0 0.3

เล็ก 20
 SBIC 0 0 96.2 3.1 0.7 0 0 0 0

   SBIC(UE) 0 0 99.2 0.8 0 0 0 0 0
  

25
 SBIC 0 0 97.7 2.1 0.2 0 0 0 0

   SBIC(UE) 0 0 99 1 0 0 0 0 0

 30
 SBIC 0 0 98.7 1.2 0.1 0 0 0 0

กลาง
  SBIC(UE) 0 0 99.5 0.5 0 0 0 0 0

  
50

 SBIC 0 0 99.6 0.4 0 0 0 0 0
   SBIC(UE) 0 0 99.9 0.1 0 0 0 0 0
  

100
 SBIC 0 0 100 0 0 0 0 0 0

ใหญ
  SBIC(UE) 0 0 100 0 0 0 0 0 0

  
500

 SBIC 0 0 99.9 0.1 0 0 0 0 0
   SBIC(UE) 0 0 100 0 0 0 0 0 0

* แทนตัวแบบท่ีแทจริงท่ีมีพารามิเตอรจํานวน 4 ตัว และตัวหนา หมายถึง รอยละของการคัดเลือกตัวแบบไดถูกตองสูงท่ีสุด

ตารางที่ 2 รอยละของการคัดเลือกตัวแบบสมการหลายช้ันในสมการท่ี (16)

ขนาดตัวอยาง T เกณฑ     K
    2 3 4* 5 6 7 8 9 10
  

15
 SBIC 0.4 0.3 84.4 6 1.2 1.3 1.9 0.3 4.2

   SBIC(UE) 2.8 1.7 92.4 2.6 0.1 0.1 0 0 0.3

เล็ก 20
 SBIC 0 0 95.4 3.6 0.7 0.1 0.1 0 0.1

   SBIC(UE) 0.2 0.4 97.5 1.8 0.1 0 0 0 0
  

25
 SBIC 0 0 97.7 2.1 0.2 0 0 0 0

    SBIC(UE) 0 0 99 1 0 0 0 0 0
   

30
 SBIC 0 0 98.7 1.3 0 0 0 0 0

กลาง
  SBIC(UE) 0 0 99.8 0.2 0 0 0 0 0

  
50

 SBIC 0 0 99.6 0.4 0 0 0 0 0
   SBIC(UE) 0 0 99.9 0.1 0 0 0 0 0
  

100
 SBIC 0 0 100 0 0 0 0 0 0

ใหญ
  SBIC(UE) 0 0 100 0 0 0 0 0 0

  
500

 SBIC 0 0 99.9 0.1 0 0 0 0 0
   SBIC(UE) 0 0 100 0 0 0 0 0 0

 * แทนตัวแบบที่แทจริงที่มีพารามิเตอรจํานวน 4 ตัว และตัวหนา หมายถึง รอยละของการคัดเลือกตัวแบบ
  ไดถูกตองสูงที่สุด
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 การเปรียบเทียบประสิทธิภาพของเกณฑการคัดเลือกตัวแบบ โดยการพิจารณาที่ประสิทธิภาพสังเกต 
ดังตารางท่ี 3 และ 4 สรุปไดวา ในเกือบทุกขนาดตัวอยางท่ีศึกษาไมวาจะเปนตัวอยางขนาดเล็ก (  = 15, 20 และ 25) 
ตัวอยางขนาดกลาง (  = 30 และ 50) และตัวอยางขนาดใหญ (  = 500) เกณฑ SBIC(UE) ในสมการที่ (12) 
มีคาเฉล่ียของประสิทธิภาพสังเกต  สูงกวาและมีคาเบ่ียงเบนมาตรฐานต่ํากวาเกณฑ SBIC ในสมการที่ (11) ยกเวน
กรณีตัวอยางขนาดใหญ  = 100 เกณฑ SBIC(UE) มีประสิทธิภาพสังเกต  เทากับเกณฑ SBIC เนื่องจาก
มีคาเฉลี่ยของประสิทธิภาพสังเกต  และคาเบ่ียงเบนมาตรฐานเทากัน

ตารางที่ 3 คาเฉล่ียและคาเบ่ียงเบนมาตรฐานของประสิทธิภาพสังเกต  จากตัวแบบสมการหลายช้ันในสมการท่ี (15) 

 ขนาด 
T เกณฑ คาเฉลี่ย คาเบี่ยงเบน ขนาด 

T เกณฑ คาเฉลี่ย คาเบี่ยงเบน
 ตัวอยาง    มาตรฐาน ตัวอยาง    มาตรฐาน
  

15
 SBIC 0.8264 0.3010  

30
 SBIC 0.9891 0.0808

   SBIC(UE) 0.9145 0.1853
กลาง

  SBIC(UE) 0.9946 0.0519

เล็ก 20
 SBIC 0.9610 0.1370  

50
 SBIC 0.9974 0.0382

   SBIC(UE) 0.9804 0.0831   SBIC(UE) 0.9992 0.0172
  

25
 SBIC 0.9819 0.0951  

100
 SBIC 1.0000 0.0005

   SBIC(UE) 0.9894 0.0688
ใหญ

  SBIC(UE) 1.0000 0.0005
       

500
 SBIC 0.9992 0.0243

        SBIC(UE) 1.0000 0.0000

ตัวหนา หมายถึง คาเฉล่ียของประสิทธภิาพสังเกต สงูทีส่ดุ และคาเบ่ียงเบนมาตรฐานของประสิทธภิาพสังเกต 
      ตํ่าที่สุด

ตารางที่ 4 คาเฉล่ียและคาเบ่ียงเบนมาตรฐานของประสิทธิภาพสังเกต  จากตัวแบบสมการหลายช้ันในสมการท่ี (16) 

 ขนาด 
T เกณฑ คาเฉลี่ย คาเบี่ยงเบน ขนาด 

T เกณฑ คาเฉลี่ย คาเบี่ยงเบน
 ตัวอยาง    มาตรฐาน ตัวอยาง    มาตรฐาน
  

15
 SBIC 0.8218 0.3040  

30
 SBIC 0.9352 0.1389

   SBIC(UE) 0.8916 0.2109 
กลาง

  SBIC(UE) 0.9374 0.1361

เล็ก 20
 SBIC 0.9271 0.1519  

50
 SBIC 0.9371 0.1361

   SBIC(UE) 0.9325 0.1434   SBIC(UE) 0.9375 0.1359
  

25
 SBIC 0.9319 0.1443  

100
 SBIC 0.9376 0.1359

   SBIC(UE) 0.9354 0.1390
ใหญ

  SBIC(UE) 0.9376 0.1359
       

500
 SBIC 0.9375 0.1359

        SBIC(UE) 0.9376 0.1360

 ตัวหนา หมายถึง คาเฉล่ียของประสิทธิภาพสังเกต  สูงท่ีสุด และคาเบ่ียงเบนมาตรฐานของประสิทธิภาพสังเกต 
      ตํ่าที่สุด

 ผลการเปรียบเทียบคาเฉลี่ยและคาเบ่ียงเบนมาตรฐานของเกณฑ SBIC ในสมการท่ี (11) และเกณฑ BIC(UE) 
ในสมการที่ (12) จากตัวอยางการจําลองขอมูลจํานวน 1,000 ชุด ดังตารางที่ 5 และ 6 พบวา เกณฑ SBIC 
มีความเอนเอียงเชิงลบมากกวาเกณฑ SBIC(UE) เนื่องจากเกณฑ SBIC ประมาณคาเมทริกซความแปรปรวนรวมของ
คาคลาดเคลื่อนโดยใชตัวประมาณภาวะนาจะเปนสูงสุด ซึ่งคาประมาณที่ไดเกิดจากการหารผลรวมกําลังสองของ
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คาคลาดเคลื่อนดวยจํานวนขอมูล  จึงมีคานอยกวาการประมาณคาโดยใชตัวประมาณไมเอนเอียงซึ่งประมาณคา
โดยการหารผลรวมกําลังสองของคาคลาดเคล่ือนดวยผลตางของจํานวนขอมูลและจํานวนพารามิเตอรที่ตองการ
ประมาณคา  ปญหาน้ีทําใหเกณฑ SBIC มีคาตํ่ากวาที่ควรจะเปนหรือคาของเกณฑ SBIC ที่คํานวณไดตํ่าเกินไป 
จึงอาจเปนสาเหตุหลักที่ทําใหรอยละของการคัดเลือกตัวแบบไดถูกตองลดนอยลง และประสิทธิภาพสังเกต  ตํ่ากวา
เกณฑ SBIC(UE)

ตารางที่ 5 คาเฉลี่ยและคาเบี่ยงเบนมาตรฐานของเกณฑ SBIC และเกณฑ SBIC(UE) จากตัวแบบสมการหลายชั้น
  ในสมการท่ี (15)

* แทนตัวแบบท่ีแทจริงที่มีพารามิเตอรจํานวน 4 ตัว และตัวหนา หมายถึง คาเฉล่ียของเกณฑการคัดเลือก
  ตัวแบบท่ีตํ่าที่สุด

ขนาด 
ตัวอยาง T เกณฑ คาสถิต ิ

K 

2 3 4* 5 6 7 8 9 10 

เล็ก 

15 
SBIC X  5.897 3.166 -1.857 -1.387 -0.925 -0.499 -0.113 2.104 0.393 

S.D. 0.693 0.769 0.854 0.900 0.957 1.031 1.151 1.330 1.524 

SBIC(UE) X  6.326 3.835 -0.927 -0.171 0.607 1.387 2.173 4.852 3.689 
S.D. 0.693 0.769 0.854 0.900 0.957 1.031 1.151 1.330 1.524 

20 
SBIC X  5.780 2.990 -2.082 -1.659 -1.249 -0.834 -0.429 1.657 0.367 

S.D. 0.574 0.627 0.683 0.706 0.738 0.769 0.799 0.874 0.893 

SBIC(UE) X  6.096 3.477 -1.413 -0.796 -0.179 0.459 1.103 3.451 2.446 
S.D. 0.574 0.627 0.683 0.706 0.738 0.769 0.799 0.874 0.893 

25 
SBIC X  5.680 2.819 -2.278 -1.911 -1.541 -1.178 -0.816 1.179 -0.105 

S.D. 0.528 0.545 0.566 0.593 0.607 0.623 0.645 0.745 0.695 

SBIC(UE) X  5.930 3.203 -1.755 -1.242 -0.717 -0.192 0.341 2.518 1.427 
S.D. 0.528 0.545 0.566 0.593 0.607 0.623 0.645 0.745 0.695 

กลาง 

30 
SBIC X  5.580 2.684 -2.461 -2.137 -1.806 -1.482 -1.150 0.812 -0.495 

S.D. 0.459 0.487 0.493 0.501 0.506 0.522 0.540 0.591 0.571 

SBIC(UE) X  5.787 3.000 -2.032 -1.591 -1.137 -0.685 -0.219 1.882 0.721 
S.D. 0.459 0.487 0.493 0.501 0.506 0.522 0.540 0.591 0.571 

50 
SBIC X  5.345 2.342 -2.899 -2.665 -2.435 -2.200 -1.968 -0.152 -1.508 

S.D. 0.362 0.377 0.382 0.387 0.390 0.391 0.396 0.437 0.406 

SBIC(UE) X  5.467 2.528 -2.649 -2.349 -2.052 -1.748 -1.445 0.444 -0.839 
S.D. 0.362 0.377 0.382 0.387 0.390 0.391 0.396 0.437 0.406 

ใหญ 

100 
SBIC X  5.091 1.991 -3.342 -3.204 -3.066 -2.928 -2.791 -1.098 -2.515 

S.D. 0.256 0.263 0.264 0.266 0.267 0.268 0.269 0.295 0.272 

SBIC(UE) X  5.151 2.083 -3.219 -3.050 -2.881 -2.710 -2.541 -0.815 -2.199 
S.D. 0.256 0.263 0.264 0.266 0.267 0.268 0.269 0.295 0.272 

500 
SBIC X  4.774 1.576 -3.861 -3.824 -3.786 -3.749 -3.712 -2.124 -3.638 

S.D. 0.113 0.108 0.110 0.110 0.110 0.110 0.110 0.118 0.110 

SBIC(UE) X  4.786 1.594 -3.837 -3.794 -3.750 -3.707 -3.664 -2.070 -3.577 
S.D. 0.113 0.108 0.110 0.110 0.110 0.110 0.110 0.118 0.110 
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ตารางที่ 6 คาเฉลี่ยและคาเบี่ยงเบนมาตรฐานของเกณฑ SBIC และเกณฑ SBIC(UE) จากตัวแบบสมการหลายช้ัน
  ในสมการท่ี (16)

* แทนตัวแบบท่ีแทจริงที่มีพารามิเตอรจํานวน 4 ตัว และตัวหนา หมายถึง คาเฉล่ียของเกณฑการคัดเลือกตัวแบบ
  ที่ตํ่าที่สุด

สรุปผลและอภิปราย 

จากการศึกษาของ Keerativibool (2012) ที่ไดพัฒนาเกณฑการคัดเลือกตัวแบบสมการหลายชั้นเมื่ออิงตามเกณฑ
สารสนเทศของเบส โดยใชตัวประมาณภาวะนาจะเปนสูงสุดในการประมาณคาเมทริกซความแปรปรวนรวมของ
คาคลาดเคลื่อน เรียกเกณฑ System of Bayesian Information Criterion (SBIC) พบวา คาประมาณของเมทริกซ
ความแปรปรวนรวมของคาคลาดเคลื่อนโดยใชตัวประมาณภาวะนาจะเปนสูงสุดจะมีคาตํ่าเกินไป เนื่องจากการหาร
ผลรวมกําลังสองของคาคลาดเคล่ือนดวยจํานวนขอมูล  จึงสงผลใหเกณฑ SBIC มีความเอนเอียงเชิงลบ (Negative 
Bias) หรือมีคาประมาณต่ําเกินไป ทําใหรอยละของการคัดเลือกตัวแบบไดถูกตองและประสิทธิภาพสังเกต  ตํ่ากวา
ที่ควรจะเปน โดยจะไดตัวแบบที่มีจํานวนพารามิเตอรในสมการมากเกินจริง ดังนั้นการศึกษานี้ผูวิจัยจึงประมาณคาของ
เมทริกซความแปรปรวนรวมของคาคลาดเคลื่อนโดยใชตัวประมาณไมเอนเอียง ซึ่งคํานวณจากผลรวมกําลังสองของ

ขนาด 
ตัวอยาง T เกณฑ คาสถิต ิ

K 

2 3 4* 5 6 7 8 9 10 

เล็ก 

15 
SBIC X  -0.088 -0.407 -1.857 -1.387 -0.925 -0.499 -0.113 0.919 0.393 

S.D. 0.727 0.785 0.854 0.900 0.957 1.031 1.151 1.308 1.524 

SBIC(UE) X  0.342 0.263 -0.927 -0.171 0.607 1.387 2.173 3.668 3.689 
S.D. 0.727 0.785 0.854 0.900 0.957 1.031 1.151 1.308 1.524 

20 
SBIC X  -0.203 -0.602 -2.080 -1.670 -1.253 -0.842 -0.445 0.552 0.354 

S.D. 0.603 0.635 0.659 0.694 0.722 0.753 0.794 0.846 0.889 

SBIC(UE) X  0.113 -0.114 -1.411 -0.807 -0.183 0.450 1.087 2.346 2.434 
S.D. 0.603 0.635 0.659 0.694 0.722 0.753 0.794 0.846 0.889 

25 
SBIC X  -0.302 -0.747 -2.278 -1.911 -1.541 -1.178 -0.816 0.098 -0.105 

S.D. 0.532 0.545 0.566 0.593 0.607 0.623 0.645 0.703 0.695 

SBIC(UE) X  -0.052 -0.363 -1.755 -1.242 -0.717 -0.192 0.341 1.436 1.427 
S.D. 0.532 0.545 0.566 0.593 0.607 0.623 0.645 0.703 0.695 

กลาง 

30 
SBIC X  -0.390 -0.882 -2.446 -2.117 -1.782 -1.457 -1.136 -0.279 -0.485 

S.D. 0.477 0.489 0.499 0.511 0.518 0.531 0.553 0.577 0.583 

SBIC(UE) X  -0.184 -0.566 -2.017 -1.570 -1.112 -0.660 -0.205 0.791 0.731 
S.D. 0.477 0.489 0.499 0.511 0.518 0.531 0.553 0.577 0.583 

50 
SBIC X  -0.651 -1.229 -2.899 -2.665 -2.435 -2.200 -1.968 -1.227 -1.508 

S.D. 0.362 0.374 0.382 0.387 0.390 0.391 0.396 0.422 0.406 

SBIC(UE) X  -0.528 -1.043 -2.649 -2.349 -2.052 -1.748 -1.445 -0.631 -0.839 
S.D. 0.362 0.374 0.382 0.387 0.390 0.391 0.396 0.422 0.406 

ใหญ 

10
0 

SBIC X  -0.907 -1.581 -3.342 -3.204 -3.066 -2.928 -2.791 -2.164 -2.515 
S.D. 0.259 0.261 0.264 0.266 0.267 0.268 0.269 0.284 0.272 

SBIC(UE) X  -0.847 -1.490 -3.219 -3.050 -2.881 -2.710 -2.541 -1.881 -2.199 
S.D. 0.259 0.261 0.264 0.266 0.267 0.268 0.269 0.284 0.272 

50
0 

SBIC X  -1.219 -1.996 -3.861 -3.824 -3.786 -3.749 -3.712 -3.191 -3.638 
S.D. 0.107 0.108 0.110 0.110 0.110 0.110 0.110 0.113 0.110 

SBIC(UE) X  -1.207 -1.978 -3.837 -3.794 -3.750 -3.707 -3.664 -3.137 -3.577 
S.D. 0.107 0.108 0.110 0.110 0.110 0.110 0.110 0.113 0.110 
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คาคลาดเคล่ือนหารดวยผลตางของจํานวนขอมูลและจํานวนพารามิเตอรท่ีตองการประมาณคา  เรียกช่ือเกณฑใหมวา
เกณฑ SBIC(UE) เกณฑการคัดเลือกตัวแบบสมการหลายชั้นทั้ง 2 เกณฑ คือ เกณฑ SBIC และเกณฑ SBIC(UE) 
นํามาใชในการคัดเลือกระบบสมการที่ดีที่สุด ผลการเปรียบเทียบประสิทธิภาพโดยการจําลองขอมูลจํานวน 1,000 ชุด 
พบวา ในเกือบทุกขนาดตัวอยางที่ศึกษาไมวาจะเปนตัวอยางขนาดเล็ก (  = 15, 20 และ 25) ตัวอยางขนาดกลาง 
(  = 30 และ 50) และตัวอยางขนาดใหญ (  = 500) เกณฑ SBIC(UE) สามารถคัดเลือกตัวแบบท่ีถูกตองไดมากกวา
เกณฑ SBIC รวมถึงมีคาเฉลี่ยของประสิทธิภาพสังเกต  สูงกวาและมีคาเบี่ยงเบนมาตรฐานตํ่ากวาเกณฑ SBIC 
ยกเวนกรณีตัวอยางขนาดใหญ  = 100 เกณฑ SBIC(UE) สามารถคัดเลือกตัวแบบท่ีถูกตองไดเทากับเกณฑ SBIC 
มีคาเฉลี่ยของประสิทธิภาพสังเกต และคาเบี่ยงเบนมาตรฐานเทากับเกณฑ SBIC ดังนั้นจึงสรุปไดวา เกณฑ SBIC(UE) 
มีประสิทธิภาพสูงกวาเกณฑ SBIC ในทุกสถานการณของการศึกษาจําลอง และสามารถแกปญหาการมีจํานวน
พารามิเตอรในสมการมากเกินไปได ผลการศึกษาครั้งนี้สอดคลองกับการศึกษาของ Keerativibool (2014b) ที่พบวา 
คาของเกณฑการคัดเลือกตัวแบบที่เขาใกลคาอนันต (Infi nity: ) ทําใหความนาจะเปนที่จะคัดเลือกตัวแบบได
จํานวนพารามิเตอรมากเกินไปเขาใกล 0 แตจะมีความเส่ียงท่ีจะมีความนาจะเปนท่ีจะคัดเลือกตัวแบบไดจํานวนพารามิเตอร
นอยเกินไปเพิ่มขึ้น สอดคลองกับผลการศึกษาในตารางที่ 2 ที่พบวา กรณีตัวอยางขนาดเล็ก  = 15 เกณฑ SBIC(UE) 
มีรอยละของการคัดเลือกตัวแบบไดจํานวนพารามิเตอรมากเกินไป (  = 5, 6, 7, 8, 9 และ 10) เขาใกล 0 แตมีรอยละ
ของการคัดเลือกตัวแบบไดจํานวนพารามิเตอรนอยเกินไป (  = 2 และ 3) สูงกวาเกณฑ SBIC
 ปจจุบันยังมีการศึกษาจํานวนนอยเก่ียวกับเกณฑในการคัดเลือกตัวแบบสมการหลายช้ัน ดังน้ันการศึกษาคร้ังตอไป 
ผูวิจัยพยายามพัฒนาเกณฑการคัดเลือกตัวแบบเกณฑอื่น ๆ เพื่อใชในการคัดเลือกตัวแบบสมการหลายชั้น เชน 
เกณฑสารสนเทศของคูลแบค (KIC) โดยใชตัวประมาณไมเอนเอียงในการประมาณคาเมทริกซความแปรปรวนรวมของ
คาคลาดเคล่ือน จากน้ันเปรียบเทียบประสิทธิภาพในการคัดเลือกตัวแบบท่ีถูกตอง รวมถึงการประยุกตใชกับขอมูลจริงตอไป
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