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UNARED

smideativil thisuens:uumssuuniormiioundu (Feedback) wasauflumidinidiinnsating
Tnamslinaduundenu (Text Classifier) 3uAUMIIAAINEIAYLOIA1 (Word Centrality
Measures) TumiAduatviitoruilounduzesium Ao fennuusnsnuARiuAeRLMIINNM
flodedufmeionan uwiseenidunnuAniiudmn wazanuAndiiudsy ﬁaﬁin,l,uﬂﬁammﬁmm:ﬁu
Tamanmanageuds:@nsmwilauiious: mmai\maimwaﬂuwumu 3 qUuuuAe fiugung
(Rule-Based) wumuTﬂiaﬁsmmulu (Tree Structure-Based) ez wumumitsﬂui (Learning-Based)
1AuA Conjunctive Rule, Random Forest uaz Support Vector Machine Amua1Ay fdun
feanuimihiszumanuhazniilumsunsnszaesesianny (Probability Distribution) §if
agluzno [0, 1] TudmwasmsinnnuAmzasm lﬁwqwﬁﬂﬁmﬁmmuﬁammﬂaunﬁwaﬂﬁuﬁw
mensdenu (Text Graph) uazdmuaAnusAgeosmmemyInmaNuluguinat (Centrality
Measures) Tugtuuamhaziuosauniuguinaisosiionu (Probability Centrality) Tofim
atlluzo [0, 1] wWumi mimamuhaaiulumsunsnsznevesiennuuazanuihasiuresanuiiu
Augnavastarnuazgmihuldlumsdunndenny  wamsmIlivuIToLEAT WIL NN UIUMS
fuunfeanuileundufiauetulusmidduatvll sunsnsuunieanumageusu 3 gntionnu
Wisuifsuiuimsuundu ¢ lWessiivsansnmmemiaasaugniadumsiiuuniosa: 80.9
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Abstract

This paper presents a novelty of item’s feedback classification in e-commerce systems.
This proposed work is developed based on a combination between a text classifier and
word centrality measures. Herein, the item’s feedback means comments written by
customers to the purchased items, which are classified into positive or negative comments.
In this work, the suitable text classifier is selected from three major types of classification:
Rule-based, Tree structure-based, and Learning-based, which are Conjunctive Rule,
Random Forest, and Support Vector Machine, respectively. In this work, the classifier is
used for identifying the feedbacks in the probability distribution value [0, 1]. On the other
hand, items’ feedbacks are also represented by a graph, which is presenting a relationship
among words. As well as, centrality measures are applied to determine each contained
word centrality, and finalize to a probability centrality in [0, 1]. Both probability distribution
and probability centrality, here, are applied to classify the item’s feedback to positive or
negative comments. The simulation results showed that the proposed classification
method was efficient to classify three benchmark datasets, compared to other existing

approaches with an average of classification accuracy 80.9 %.

Keywords: Electronic Commerce; Classification of Item’s Feedback; Text Classifier; Word

Centrality Measure
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a ety Buweiuindeiduiivsiylumsiens sunsadendeilinumlanlvamsa waae
auaniAeudayatmmssnioiy  memaluladmslivimsaumesiinanuiigoetamis
FoinliAnmaizgdidanseiing (E-Commerce) m3de - mufufm n3ouimanduinaiiniu
Gomdimdaidnnsoiind sansaimsAndedems uazdemeiulmiufians:eznalumsinde
iadoiud donalimazddidanseding fuSauiuduuazdinmsuseduge Tnedhmanewdiod
diannseiindiu fuiefosmsmedudm wseuinslildsauwnn Asiudevnmsiiueenne
Wigotu Fafimslinagnsme 9 dald Wy mauuahdum vsemsusmsmuanuailavesgni
uwasidlognmdedudmuiavimaiu 9 Wlinu feyailoundu (Feedback) niannuAniues
anAmmAsIndeRuM ouimauu 9 axgmihanlFlumsuSulpmsuusidum wieudmsms 1
Tinssmuanuaulazesgafanndedu dedeyaiounduiudnemslinzuuumiudiag
5 mnods wolawnn wio 1 mnedslinela uazimsugnanuAniuduiony dafedld
ﬂﬁ:mumiﬁmfyamﬂ (Intelligent Methods) RUSZIIANA 11 MIUTHIAMESIINIR (Natural
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Language Processing) [1] @aulnlaé (Ontology) [2] ua35msduun (Classification) [3] sy
dmsumssuunfernuiiidesiuumnninauoriddeiivs:mnsnn W masuunANARTY
VOITORAADUNAADINNN LRI IUDINIMUBANDINUTWNDIANINABIUNYTY (Support Vector
Machine) [4] MSTMUNANNAAAUDDINAAAUNAI8ZIUNS (Rule-Based) [5] tidumu
deRsandennuanuindiudlscnoufiemsiwiuann wua madsinginnudunug
Fofnuaziu wWu Srnumnemilounsendein wiemananvesnseessinglupnuiniu
Anuane 309 langudnsm (Graph Theory) [6] gnuunldlumsiwazianuduiusoes
Alugduuuesnsmgenu (Text Graph) [7] uaz@asainsimanudAnueoiInIedd
miﬁ'ﬂmﬂﬂmﬂuﬂuéﬂm\‘l (Centrality Measures) 1% 35 Dependency Graph [8] 35 Graph
Structure Model [9] Degree Centrality, In-degree Centrality, Out-degree Centrality ua:
Closeness Centrality [10] 9mnmuidedonaiosu ouidsatuidgaiunsenszdumns
IuunteaNuleunauesdum lumagdmnnseing InatinsInszRnNEIAYegA15IN
AuAITIuUNTaAIY

TngUsraIANITIve

sAduatiuilgnianniulpefiinguszaeAdil

1. Wetnauenszuiumswundennuioundueesiuilumdddidanseiing
TagldAadunndaniiu (Text Classifier) SunumsinAuaIAYpeasA1 (Word Centrality
Measures)

2. iewlSeuifisuadingniesnisdinunieanuieundusesdudilunidid
diannsoilng

MINUNMIUITIUNIIN

myidudesmaunsziumssuundennuiounaueesiniinedsuunionnusuiumsin
AmhfmesmAsel MHdulimumu Anvmged uazonideniedes Tneuiseenidu 4 shienan
Ao
1. wiswddwnnyeiing (E-Commerce) #a:3:0UUUzU1 (Recommendation Systems)
mdzdddnnseiing fe gInssunnUsaaniineatesiuianssudomdoanlusziu
BIANTUAZEILUAAR ULAUINBEINMIUTIIN uaznsdotoyaRdnaninedony oo waznm
Fomdigddiannseing aunsarimsfnnedess uardemeiulinuiniusuudumesuin
aanatlumsinde/donevium dWnsenmeliiuioie wazidedSmalidenuniu [11]
Tumdiswanseiindsulngenimaluladnienssuiumsnmpyaan (Intelligent Methods)
ndeisdszinsawlumsmedum Wy mewunszoulimuizhiualunszuiumsmeiuim
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TawszunliFuuzai (Recommender Systems) ifumaluladv3einsaoiolumsuuziidum (tem)
Tdugldnuszuuniegnm  Tnsauedeyafufmiignnaunsesliuifliunazauiionouaues
AwFRIMsTasiliusIY o o [12] dussuuithewshdeyaimangliaslianuaila
TnewSeuifisunielnninuanyazsesilinu  wseaufieasomuuilimmnzauiugld
wARzuAAR SruLLLNNUgIUSNeUME 3 pofUszneunan Ae KT wSeqn (User) Fum
(Item) uazoyatloundy (Feedback) Tnsflimmsauannnuionelozesnuiiisedumniu
Foyatloundy (Feedback) dvluiiiansegluzluuuesnzuuunietonuuanonuAndiy
2. M39uundeAN (Text Classification)

msduunAionm (Text Classification) iiunszuiumanilslumsiiniiosianm
(Text Mining) 1A89:71M383199:0UMITIUUNTOAIINA IUITAMBINATANIIETIUIAIBALLDY
Wl ApzAteyamsliuins niemsuusidum wWuau [3]1 msduundennugnianld
Tumdddidnmseind  iefunlszinsammsmeauimlneds:gaalisuiuszoulimuushaum
diteyatleunduresilinuniogniiiidedudm sglustuuuzesiennuuansanuAniu
Fowadnsoesmsduundernuugasnnuaaiiy  asinlisuunnunglinuianuimels
reRuMLL 1 nIoll uazdonaremsuuzthdoyadufasrely

Twmiddeativil HduhmsAnmdaneiiufmiusmduunionm (Text Classifier)
afegluilagiiulaeimsfnmdanesinifidnemsiuguiuanmoiu Tuaidfnm 3 fugiundn
IHuA Mduundeanuuuiugung (Rule-Based) Msuuntonnuuuiugiulasoasofulsd
(Tree Structure-Based) uazAdduunieanuuuiugumsi3eus (Learning-Based) Aol

Mduundennuuuiiugiung 1éud eane3iin Conjunctive Rule iiudanaiiiu
Ussimniismaonganudnius - dongilituiudnsasesmslimanauwuguis Jodumsagne
anmarumenuiusisilAnnmadans viemsmaaostmae 9 A% nmsuvniunsdites
nasnaiuina U lARaaws [13]

Aswunteanuuuiiugulasoasoiuld ldud ane3fiu Random Forest
iusanesmiiiansmzuuulifauAine (UnPruned) viesmiliinnnns (Regression Trees) Tognasa
nmahteyarnsoulUguidenmoetuteyas  uasAuansateyaudnhsNaduaulinndule
dodiseddiunileilignidenazgniulflumsnaseudulianduls Sendenadiuia
Out-of-Bag (OOB) @335msili3uni1 Bagging waansildetsdaszansulsiindulaunaziu
gminnamduramsimpfisnniign  dane3fin Random Forest Liduilusesiideyanaseu
iaUsznarmuAnnmAmiaya OOB tugmitnlinagousuliddndulouia [14]

Mduundeanuuuiugiumaseud 1iun dane3iin Support Vector Machine
udanesiuniiliiugumsdens  dilisnssuunnanieyaiiofos:uumsanaulald
Tuutsnguieyneeniusesdn  TnelindnmssSoduutsionmosnionaulifiszasmeszi
youLEAYRIIRDINGNINNTIEA TAs@l Support Vector Machine a:léudiuilodidu (Mapping
Function) §wsuulastayaainlawuiy Input Space ludslawuiiseondn Feature Space uaz
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a5 wiAemaifiy (Kernel Function) Uy Feature Space ielflumsinanunieiuzesiosn
dmsumpuarlondulaun Linear, Polynomial Kernel, Radial Basic Function uaz Sigmoid [15]
3. ngudn3 W (Graph Theory)

a3l (Graph) huuuimesnendinmans gnAnAulastinatinmansondingosuaun
Wweaud1sAeesmes (Leonhard Euler) [6] nsw&unsaldunudamlulanvesnnuiduade
Tasdmeilymmeununmiiuszneufegn (Point) w3ai3und1 un (Node) uaziduiidon
3 09A 2 90 vi3ewduiden (Edge) Mothoidy walmWUaANEIMIMsiy whumwuanadume
solwih uazaoaslih dudu Snnedaatudefimailuyszanaliludmuie 9 egonioene
oy Jeymmuemuidniner mwimans malulagrouiines uasAvgmans (dunu
Folunddeatudl  nswignihulflumsimesanuduiusuesmludonnuuananuAnuiu
padum Trensm (G) Uszneufmelnundindn (V) wasdwdensmioliun (E) [6] ugng
Aosans (1)

G=(V,E) (1)

Toed
Voo dwgednnnldduenhosessn@niiFond 9asen wielnun (Node)
E  dugaveoiduidon (Link) stninslnun

m3iaAmAnuduguanals (Centrality Measure) w30ANE1ADOIINUA
Humsinnzinmsidendesesnsm deiimsinegnaieds lunuideifnmnsia 3 suuoy foil
1. i’ﬂFhmmLﬂu@uéﬂmamﬂmﬁﬁuﬂma (Betweenness Centrality: BO) 1uns
Amuarnuafyesiun Tnefinsaniimuaifisnuadussmuiodennguseslnuama
fagvioiuliisansadmiu wiadudnaslumsinredouTossuioamndndu q doil [16]

BC(iy=) j#i+k ©)

Jk
Tae
BC(i) #e  manuiuguinaslaeinnnmsaunasoasinun i
o fo  dwududonlesfiduiignoninun j ludolnun k
o, () @e Snududelesisuiignanlrua ; ludswn & fireo
Wiulnun i

2. Iemanudugudnanananulnada (Closeness Centrality: CO) ilumsmmun
ANuTIAYoI A lABNaITANIINANNEIN T lUM TR IRUABY 9 Messazmenaung [17]
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1
CC)=——" (3)
> ,dG, )
Tnen
CC(i) fAo  menuduguananlaeinnnanulnainveslnin i
d(i,j) fe  dwududenlosludumendungaaingudnnilslye
dnauNTnnily

3. Inmanuiugudnansaning (Degree Centrality: DO) Wumsimuannushey
poglnunlneiasanandududenlasneuanlvuauy 9 Wennenulnunau q[17]

DC(i) = % (4)

Tnem
DC(@) fa  manududgudnatslaainainszavoeslnin i

m, =1 MAMSPONADTZAING LHUA
m, =0 udmMsdeunaIznIeny
N Ao IULRUANIBNA

ngugnam gnihuszgnaldlunmsadenawdenu (Text Graph) vesganIN
usnsMARTIURERuM TneTnun (Node) manef M (Word) uazdiudeslon (Link) s:vislvun
ugAefiosUINgueasAiy 9 samAudn 9 wazmsinaianudugudnas (Centrality
Measure) gnihanldlunmsszupanusAgsesd (Word Centrality) lTugiaanuuaninuanLiu
ABRUA
4. onAdeiiieies
Adeatull  HdeediumsAnmnszuiumsndemduuniennuluiagiu
welflumssnszaudszinsnmmmssuundernuiiamdy Tnefansan 3 fugwvan dud
Aduuniennuuuiugiung (Rule-Based) Mdmundoanuuuiiugiulasoasrofuls (Tree
Structure-Based) uaziduunoANUUugIuMI38uS (Learning-Based) Taafinuiduniienteo
aqUlARam 107 1
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ﬂ'li”l\?‘l?i 1 ﬁ?u%ﬁﬂﬁﬁﬂ?%ﬂ\]
NRITEET] bl dana3ny WaIIWITE
Sentiment analysis 2015 - Random Forest WamILUSHUEUNMINULNANNAAILYDY
using product review - Support Vector Hoyantisie iW3asdens gUnel
data [18] Machine Biannseting uazgunsailuiu Taedwwn
- Naive Bayes ooniu 5 S2AU WU danesniu Random
Forest Wik ROC goftan TnefiAusmiu 0.92
Amazon Review 2015 - Rule-Based MMITUNTeANNANUAAILLD oY
Classification and wandm? lnedwunesmdu 5 s:Au fi
Sentiment Analysis [5] 1-5 et 5 szAvsnutseenidu 3 agu
fim Good(5, 4), Average(3) ua: Bad(2,
1) usnsHazesnguogluFULHLmN
Emotion Classification ~ 2015 - Support Vector wan1ssBuiouMITIunANARTILTES
of Restaurant and Machine TOYRABUNIABITANIT UAZI OIS WU
Laptop Review - K-Nearest Neighbor ~ 8ana3fiu Support Vector Machine 1%
Dataset: Semeval 2014 AmgAResTigsnEane 3
Task 4 [4] K-Nearest Neighbor
Sentimental Analysis 2015 - Support Vector wan1aSBuisumsduunANNAnTILTeg
of Product Based Machine toyalnsFnnilefionud danesiu
Reviews Using - Naive Bayes Support Vector Machine l#fanu
Machine Learning Qﬂﬁaaﬁgﬂﬂiﬁaﬂﬁﬁm Naive Bayes
Approaches [19]
Sentiment Learning 2014 - Support Vector wan1sIBUEUMITIUNANNARTILTEY
from Imbalanced Machine foyanaosmumn Insfnwniedeo uas
Dataset: An Ensemble - Bagged Ensemble ABNIILABINNIT WU daneany SVM
Based Method [20] - SVM based Modified  based Modified Bagging Tsifm ROC g
Bagging fign vy 0.83, 0.795 uaz 0.77 MuEIAY
ITP: Supervised 2014 - Random Forest MNsTuUNANNAAIILTDY

Machine Learning for
Aspect based
Sentiment Analysis
(21]

TOYAADNNIAABINNW U013 el
AANUYNFBY AL 67.07% uas 67.37%
MU

Pnoideiiierteslumsed 1 Mmduundennuuuiugiung Mduuniennu
vuiugulaseaeill wazmsuunieanuuuiugumaEeug doumeiean wiedszanald
fuundsnaiinsetnied luadduatud FideUszyndlinsinnnudidmaosd (Word
Centrality Measures) lagtinguslugluuunsingenau (Text Graph) ieiiudszdnsam
ANUGNABIUNITTILUN
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ASOULIIAALLNTIVE

NMIAIMUATAYUIZEIANUITY MINUNIL AnBmgeuazauidenineddes §I983090nLuY
nseuuwIAnluMssnszAvMsIuundenudeunduzesdumlaeiiAlidiuundon1uieY
FINAUMTIAANNDAYVDIA UaAIAIFUN 1

PlainText = || filering Text |— Training Data —| Building Classifi Feedback
1] 1
(Feedback) i s uiiding Hassitier for Testing
! ; !
d i :
: Calculating g
Creating Text Graph i ] |
reating fextbrap ! Probability ~ [#—=——=—— 1
(Word Connection) H Distrubution ! |
1
! N :
Measurin 1 Calculating i :
Cent I'tg ; Probability 4i ——————
ik i Centrality !
] ]

Word Centralit
ord Centrality Predicted Result

(Positive or Negative)

JUN 1  ATBULUIANIIWITY

Tunuideatvil  Jeyadleunduresium meds feANuuERIANNARTIUARRLA
Fodetiihmnelumsiuunanudiudnaneendy AnuARdiwdnn ieanuAndiuday
ieusnsanufowalavesgnmredumny q uasdonarenszuiumsuuzndudluemanls
Tnefituneumsyounandoil

1. foyatloundunesiudm wIeternuudniANuAMTuADRUM s:ganTaoiiofALen
aanud (Word)

11 aildazgnimnasndunsnieonnnu (Text Graph) iaugnonuduius
sz TnenswitldeglusUuuueonsmuuulafiiamie (Undirected Graph)
TapudrAgeesArluns i laenislinisianiaudugudnaiy
(Centrality Measure) @uAAnusAnpoodi a:gnitluAuima Probability Centrality
vesiaANULARIANNAAALEDNITY Probability Centrality, uaz Probability Centrality, fi
anuhazduzesdmeludennudong sawalideniuidwdown wiadeau demdanaa:
ot/ luza9 [0, 1]
12 mildezgminnGeus uazasodulnnazosiiduunianny (Text Classifier)
FadruuntenduiimifAuInAInIsnszatsaesAIAnaz iy
(Probability Distribution) laglumuidsatuililuuvumsnszaeideyalineiilos (Discrete
Probability Distribution) doutispnuihaziuzesiennuuansanuaniuesnily  Probability
Distribution, uaz Probability Distribution, @ Anuhazduiitennudsnananiudouan
ERIGAR fiomﬁﬂﬂﬁinﬁl:agﬂuﬁm [0, 1]
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13 TumsduundennuuanInuAAWLI:N15a1A1 Probability Centrality
7uffue Probability Distribution iieszyhiannudsnaiuieanudon vietennuiay
13.1 foruudonn o (Probability Centrality > Probability Centrality,)
AND (Probability Distribution > Probability Distribution,) == TRUE
132 deanudsay Wewaswslude 1.3.1 u FALSE

WNRMIANL LU

TushuiinanimsUsiindsansmmnszuumsminaueluodded Tneuseendu 3 ide
fin 1) maAm@endmduuntaANuiINzaL 2) MIRTAnTINGeRM ua: 3) mInlSeuliio
UszEnsmnlumsdun

TumsUszdiulsAnsmwnszriumsiinaue  dohmmateuiugateyannguteym
UCI Machine Learning Repository $1W3u 3 #ntous [22] Wiud feyausnsnnupndiuiesi
Mneuns 9905919163017 www.imdb.com FoyauaRIATNAATIUABIAUS UM IIIVTIN
anduled www.yelpcom  uazfeyauanInNuARiiLARIAUELM  Susamanduled www.
amazon.com Iae 3 ulgAdumunuzosmdndaiianseiindluiestu ludumsiaua:
Uszfiuwa Cross-validation 10 folds gmitiliiiueyans 3 n uaznageud1d1uIn 5 A3

1. maAndenfmSuunToANNImI AN

MmmsAnmAITuUndoANLgIL 3 JULUL Ao Augiung (Rule-Based) fiugiu

Thsus10iuls] (Tree Structure-Based) waziugiumaiseus (Learning-Based) A Conjunctive
Rule, Random Forest ua: Support Vector Machine H33891115AA@8NA91UUNTDAIIN
fumnzan TnoUs:iunadwsUsansmmmsduuniu [23] ANugnios (Accuracy) MATHARANAIA
(Mean Absolute Error: MAE) mMANuiInT (Precision) A1 F-measure waz ROC muasu
Tudioyanadoy $1uIU 3 9a AaR107 2

MIWN 2 MaFeumeudsznsnnmsdun

Datasets Classifier Accuracy (%) MAE  Precision F-Measure ROC Area

Random Forest 78.333 0.408 0.783 0.783 0.827

www.imdb.com Conjunctive Rule 56.333 0.481 0.595 0.523 0.563
Support Vector Machine 76.667 0.233 0.768 0.766 0.767

Random Forest 80.333 0.338 0.819 0.801 0.915

www.yelp.com Conjunctive Rule 56.667 0.472 0.697 0.481 0.567
Support Vector Machine 74.667 0.253 0.753 0.745 0.747

Random Forest 83.000 0.340 0.830 0.830 0.898

www.amazon.com  Conjunctive Rule 55.000 0.4738 0.711 0.444 0.550

Support Vector Machine 74.667 0.253 0.753 0.745 0.747
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M 2 waaslidiuh Mmsuundernuuszamiugilasoasofil Random Forest
uanoszEnEMMMsHuundermliRnhvhauundennudy 4 MemwisANgnsio (Accuracy)
Soum: 80 ARRLANUAANAIN (Mean Absolute Error: MAE) 0.36 ARRuANUTIIINTY (Precision)
0.81 AunAY F-measure 0.8 uwazANady ROC 0.88 waAsfums10f 3 @uniu Random Forest
FomnzanizgnAnFenidusduundeyaiiiemuinm Probability Distribution Tusmidduativil

M5WN3  AeasdszanSamnmssuungany

. Average
Classifier .
Accuracy (%) MAE Precision F-Measure =~ ROC Area
Random Forest 80.55533 0.362 0.810667 0.804667 0.88
Conjunctive Rule 56 0.4756 0.667667 0.482667 0.56
Support Vector Machine 75.33367 0.246333 0.758 0.752 0.753667

2. madeninamienny ludiueesmsinanudiAgesi muddatuillingu
asmiiounudoanuileundunesiummensmianim (Word Graph) wazimuanusAzy
PomnIemsInmaNudugudnay (Centrality Measures) Aig myinmanuduguidnals
91AMIAUAA1Y (Betweenness Centrality: BO) m3iaaipdugudnaiananulnaia
(Closeness Centrality: CO) uazmsinmANuluAugna1sa1nan3 (Degree Centrality: DO)
dlethyadennunageuns 3 4 e300 mTeAY (Text Graph)

MIwn 4 MIAANAnIIMdenNlugndeyanndoy

- Datasets
Characteristics .
www.imdb.com www.yelp.com WWw.amazon.com
Network size 100 100 100
Number of Links (Edges) 1117 1141 1289
Density 0.1117 0.1141 0.1289
Average degree 22.3400 22.8200 25.7800

mMf 4 uanmsiasinawernylugatermumageuiommualinIum (Word)
qofign A 100 M wamsezauaasliviuh Anuduiuseesmlugniayanasey www.
amazon.com fludoyaifimadenlasiusaunnianuduiusiugeian Tnefiarsanan
Sumduden (Link) ANumuIuLY (Density) wazANadBfn3 (Average Degree) fififganda
www.imdb.com Wz www.yelp.com

UM 2 uansnswiiennulugadionnumatey www.amazon.com LA muAlilnun
usnuRo uasEudonuanioanuduius e Wem A Usngnuad vseAsu B a:
Usngie duden (Link) 329310 A ua: B Suiindu
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Un2  nndennuzesyAdeys www.amazon.com

3. mswssuisumANugNABIluNIIIIUUNTONA

drudugnsnsuwieuidisumanugadeslunsiuunseayalasaslifidiuun
#i9A7N1 Random Forest 31miumsinAnusdauosd (Word Centrality Measures) 13 3 JUuUU
BC, CC, uaz DC uazi3suiinunaswsiudduunianunoiiin Conjunctive Rule, Support
Vector Machine, uaz Random Forest

M7 5 uaadliind nszuaumsiuundeanumitnaueluoiduatul deld
mamuntannuy Random Forest Tiunumsinanushagzasmlnaiansannaanulaadn CC
TiAnadaanugadadlumssuunieyanageuns 3 1a goniAmduunienudy q

MmN 5 MmaseuiouanugnaeslunMITLUNTaYanNANeaY 3 TATEYN

. . Support Vector Random
Average Conjunctive Rule . Proposed Work
Machine Forest
Accuracy (%)
56 75.33367 80.55533 80.9

MegmsiuungeANNUounlUTasRuM lumagadmnnsefing IneaszuIums
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All in all its an insult to one's intelligence and a huge waste of money. 0 0
I ate there twice on my last visit, and especially enjoyed the salmon , .
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It was quite comfortable in the ear. 1 1
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