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บทคัดยอ

งานวิจัยฉบับน้ี นําเสนอกระบวนการจําแนกขอความปอนกลับ (Feedback) ของสินคาในพาณิชยอิเล็กทรอนิกส 
โดยการใชตัวจําแนกขอความ (Text Classifier) รวมกับการวัดความสําคัญของคํา (Word Centrality 
Measures) ในงานวิจัยฉบับน้ีขอความปอนกลับของสินคา คือ ขอความแสดงความคิดเห็นตอสินคาจากลูกคา 
เม่ือซ้ือสินคาดังกลาว แบงออกเปนความคิดเห็นเชิงบวก และความคิดเห็นเชิงลบ ตัวจําแนกขอความท่ีเหมาะสม
ไดมาจากการทดสอบประสิทธิภาพเปรียบเทียบระหวางอัลกอริทึมท่ีอยูในพ้ืนฐาน 3 รูปแบบคือ พ้ืนฐานกฏ 
(Rule-Based) พ้ืนฐานโครงสรางตนไม (Tree Structure-Based) และพ้ืนฐานการเรียนรู (Learning-Based) 
ไดแก Conjunctive Rule, Random Forest และ Support Vector Machine ตามลําดับ ตัวจําแนก
ขอความทําหนาท่ีระบุคาความนาจะเปนในการแพรกระจายของขอความ (Probability Distribution) มีคา
อยูในชวง [0, 1] ในสวนของการวัดความสําคัญของคํา ใชทฤษฏีกราฟเพ่ือแทนขอความปอนกลับของสินคา
ดวยกราฟขอความ (Text Graph) และกําหนดความสําคัญของคําดวยการวัดคาความเปนศูนยกลาง (Centrality 
Measures) ในรูปแบบความนาจะเปนของความเปนศูนยกลางของขอความ (Probability Centrality) ซ่ึงมีคา
อยูในชวง [0, 1] เชนกัน ท้ังน้ีคาความนาจะเปนในการแพรกระจายของขอความและความนาจะเปนของความเปน
ศูนยกลางของขอความจะถูกนํามาใชในการจําแนกขอความ ผลการดําเนินงานวิจัยแสดงใหเห็นวากระบวนการ
จําแนกขอความปอนกลับท่ีเสนอข้ึนในงานวิจัยฉบับน้ี สามารถจําแนกขอความทดสอบจํานวน 3 ชุดขอความ
เปรียบเทียบกับตัวจําแนกอ่ืน ๆ ไดอยางมีประสิทธิภาพดวยคาเฉล่ียความถูกตองในการจําแนกรอยละ 80.9 
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Abstract

This paper presents a novelty of item’s feedback classification in e-commerce systems. 
This proposed work is developed based on a combination between a text classifier and 
word centrality measures. Herein, the item’s feedback means comments written by 
customers to the purchased items, which are classified into positive or negative comments. 
In this work, the suitable text classifier is selected from three major types of classification: 
Rule-based, Tree structure-based, and Learning-based, which are Conjunctive Rule, 
Random Forest, and Support Vector Machine, respectively. In this work, the classifier is 
used for identifying the feedbacks in the probability distribution value [0, 1]. On the other 
hand, items’ feedbacks are also represented by a graph, which is presenting a relationship 
among words. As well as, centrality measures are applied to determine each contained 
word centrality, and finalize to a probability centrality in [0, 1]. Both probability distribution 
and probability centrality, here, are applied to classify the item’s feedback to positive or 
negative comments. The simulation results showed that the proposed classification 
method was efficient to classify three benchmark datasets, compared to other existing 
approaches with an average of classification accuracy 80.9 %.
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บทนํา

ณ ปจจุบัน อินเตอรเน็ตถือเปนปจจัยสําคัญในการส่ือสาร สามารถเช่ือมตอผูใชงานท่ัวโลกใหสามารถ พูดคุย 
หรือแลกเปล่ียนขอมูลขาวสารระหวางกัน ดวยเทคโนโลยีการใหบริการอินเตอรเน็ตความเร็วสูงอยางท่ัวถึง 
จึงทําใหเกิดพาณิชยอิเล็กทรอนิกส (E-Commerce) การซื้อ - ขายสินคา หรือบริการผานอินเตอรเน็ตขึ้น 
ซึ่งพาณิชยอิเล็กทรอนิกส สามารถทําการติดตอสื่อสาร และซื้อขายกันไดทันทีลดระยะเวลาในการจัดซื้อ
หรือสงสินคา สงผลใหพาณิชยอิเล็กทรอนิกส มีปริมาณเพิ่มขึ้นและมีการแขงขันสูง โดยเปาหมายพาณิชย
อิเล็กทรอนิกสนั้น ผูขายตองการขายสินคา หรือบริการใหไดจํานวนมาก ดังน้ันเพื่อทําการเพิ่มยอดขาย
ใหสูงข้ึน จึงมีการใชกลยุทธตาง ๆ เขามาใช เชน การแนะนําสินคา หรือการบริการตามความสนใจของลูกคา 
และเมื่อลูกคาซื้อสินคาหรือบริการนั้น ๆ ไปใชงาน ขอมูลปอนกลับ (Feedback) หรือความคิดเห็นของ
ลูกคาหลังจากซ้ือสินคา หรือบริการน้ัน ๆ จะถูกนํามาใชในการปรับปรุงการแนะนําสินคา หรือบริการตาง ๆ 
ใหตรงตามความสนใจของลูกคามากยิ่งขึ้น ซึ่งขอมูลปอนกลับนั้นมีทั้งการใหคะแนนเปนตัวเลข เชน 
5 หมายถึง พอใจมาก หรือ 1 หมายถึงไมพอใจ และมีการแสดงความคิดเห็นเปนขอความ ซึ่งตองใช
กระบวนการท่ีชาญฉลาด (Intelligent Methods) เพ่ือประมวลผล เชน การประมวลภาษาธรรมชาติ (Natural 
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Language Processing) [1] ออนโทโลยี (Ontology) [2] และวิธีการจําแนก (Classification) [3] เปนตน 
สําหรับการจําแนกขอความมีผูวิจัยจํานวนมากนําเสนองานวิจัยท่ีมีประสิทธิภาพ เชน การจําแนกความคิดเห็น
ของขอมูลคอมพิวเตอรพกพา และรานอาหารดวยอัลกอริทึมซัพพอรตเวกเตอรแมชชีน (Support Vector 
Machine) [4] การจําแนกความคิดเห็นของผลิตภัณฑดวยฐานกฎ (Rule-Based) [5] เปนตน 
เมื่อพิจารณาขอความความคิดเห็นซึ่งประกอบดวยคําจํานวนมาก พบวา คําที่ปรากฏมีความสัมพันธ
ซึ่งกันและกัน เชน มีความหมายเหมือนหรือคลายกัน หรือคําดังกลาวบอยครั้งจะปรากฏในความคิดเห็น
ดวยกันเสมอ จึงทําใหทฤษฎีกราฟ (Graph Theory) [6] ถูกนํามาใชในการวิเคราะหความสัมพันธของ
คาํในรูปแบบของกราฟขอความ (Text Graph) [7] และสามารถวิเคราะหหาความสําคัญของคําดวยวิธี
การวัดคาความเปนศูนยกลาง (Centrality Measures) เชน วิธี Dependency Graph [8] วิธี Graph 
Structure Model [9] Degree Centrality, In-degree Centrality, Out-degree Centrality และ 
Closeness Centrality [10] จากงานวิจัยดังกลาวขางตน งานวิจัยฉบับนี้จึงมุงเนนการยกระดับการ
จําแนกขอความปอนกลับของสินคาในพาณิชยอิเล็กทรอนิกสโดยนําการวิเคราะหความสําคัญของคํารวม
กับตัวจําแนกขอความ

วัตถุประสงคการวิจัย

งานวิจัยฉบับนี้ถูกพัฒนาขึ้นโดยมีวัตถุประสงคดังนี้
 1. เพื่อนําเสนอกระบวนการจําแนกขอความปอนกลับของสินคาในพาณิชยอิเล็กทรอนิกส 
โดยใชตัวจําแนกขอความ (Text Classifier) รวมกับการวัดความสําคัญของคํา (Word Centrality 
Measures)
         2. เพื่อเปรียบเทียบความถูกตองการจําแนกขอความปอนกลับของสินคาในพาณิชย
อิเล็กทรอนิกส 

การทบทวนวรรณกรรม

การวิจัยเรื่องการยกระดับการจําแนกขอความปอนกลับของสินคาโดยตัวจําแนกขอความรวมกับการวัด
ความสําคัญของคําคร้ังน้ี ผูวิจัยไดทบทวน ศึกษาทฤษฏี และงานวิจัยท่ีเก่ียวของ โดยแบงออกเปน 4 หัวขอหลัก
คือ
         1. พาณิชยอิเล็กทรอนิกส (E-Commerce) และระบบแนะนํา (Recommendation Systems)
          พาณิชยอิเล็กทรอนิกส คือ ธุรกรรมทุกประเภทท่ีเก่ียวของกับกิจกรรมเชิงพาณิชยท้ังในระดับ
องคกรและสวนบุคคล บนพื้นฐานของการประมวล และการสงขอมูลดิจิทัลที่มีทั้งขอความ เสียง และภาพ 
ซึ่งพาณิชยอิเล็กทรอนิกส สามารถทําการติดตอสื่อสาร และซื้อขายกันไดทันทีผานระบบอินเทอรเน็ต 
ลดเวลาในการจัดซื้อ/สงมอบสินคา เพิ่มยอดขายใหกับผูขาย และผูซื้อมีรานคาใหเลือกมากขึ้น [11] 
ในพาณิชยอิเล็กทรอนิกสสวนใหญจะนําเทคโนโลยีหรือกระบวนการท่ีชาญฉลาด (Intelligent Methods) 
มาชวยเพ่ิมประสิทธิภาพในการขายสินคา เชน การผนวกระบบใหคําแนะนําสินคาในกระบวนการขายสินคา 
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โดยระบบใหคําแนะนํา (Recommender Systems) เปนเทคโนโลยีหรือเคร่ืองมือในการแนะนําสินคา (Item) 
ใหกับผูใชงานระบบหรือลูกคา โดยเสนอขอมูลสินคาที่ถูกกลั่นกรองใหแกผูใชแตละคนเพื่อตอบสนอง
ความตองการของผูใชงานระบบ ณ ขณะน้ัน [12] เปนระบบท่ีชวยแนะนําขอมูลท่ีคาดวาผูใชจะใหความสนใจ
โดยเปรียบเทียบหรือวิเคราะหคุณลักษณะของผูใชงาน หรือสินคาเพื่อสรางคําแนะนําใหเหมาะสมกับผูใช
แตละบุคคล ระบบแนะนําพื้นฐานประกอบดวย 3 องคประกอบหลัก คือ ผูใช หรือลูกคา (User) สินคา 
(Item) และขอมูลปอนกลับ (Feedback) โดยผูใชสามารถแสดงความพึงพอใจของตนที่มีตอสินคาผาน
ขอมูลปอนกลับ (Feedback) ซึ่งในที่นี้อาจอยูในรูปแบบของคะแนนหรือขอความแสดงความคิดเหน็
 2. การจําแนกขอความ (Text Classification)
          การจําแนกขอความ (Text Classification) เปนกระบวนการหนึ่งในการทําเหมืองขอความ 
(Text Mining) โดยจะทําการสรางระบบการจําแนกขอความอัตโนมัติดวยเทคนิคการเรียนรูดวยตนเอง 
เชน วิเคราะหขอมูลการใหบริการ หรือการแนะนําสินคา เปนตน [3] การจําแนกขอความถูกนํามาใช
ในพาณิชยอิเล็กทรอนิกส เพ่ือเพ่ิมประสิทธิภาพการขายสินคาโดยประยุกตใชรวมกับระบบใหคําแนะนําสินคา 
เมื่อขอมูลปอนกลับของผูใชงานหรือลูกคาที่มีตอสินคา อยูในรูปแบบของขอความแสดงความคิดเห็น 
ซึ่งผลลัพธของการจําแนกขอความแสดงความคิดเห็น จะทําใหระบบทราบวาผูใชงานมีความพึงพอใจ
ตอสินคานั้น ๆ หรือไม และสงผลตอการแนะนําขอมูลสินคาครั้งตอไป 
  ในงานวิจัยฉบับน้ี ผูวิจัยทําการศึกษาอัลกอริทึมเก่ียวกับตัวจําแนกขอความ (Text Classifier) 
ที่มีอยูในปจจุบันโดยทําการศึกษาอัลกอริทึมที่มีลักษณะพื้นฐานที่แตกตางกัน ในที่นี้ศึกษา 3 พื้นฐานหลัก 
ไดแก ตัวจําแนกขอความบนพื้นฐานกฎ (Rule-Based) ตัวจําแนกขอความบนพื้นฐานโครงสรางตนไม
(Tree Structure-Based) และตัวจําแนกขอความบนพื้นฐานการเรียนรู (Learning-Based) ดังนี้
  ตัวจําแนกขอความบนพื้นฐานกฎ ไดแก อัลกอริทึม Conjunctive Rule เปนอัลกอริทึม
ประเภทหน่ึงของกฎความสัมพันธ ซ่ึงกฎท่ีใชน้ันเปนลักษณะของการใหเหตุผลแบบอุปนัย ซ่ึงเปนการสรุปผล
จากการคนหาความเปนจริงท่ีไดจากการสังเกต หรือการทดลองซ้ําหลาย ๆ คร้ัง จากการแบงเปนกรณียอย ๆ 
หลังจากน้ันนํามาสรุปใหไดผลลัพธ [13]
          ตัวจําแนกขอความบนพื้นฐานโครงสรางตนไม ไดแก อัลกอริทึม Random Forest 
เปนอัลกอริทึมท่ีมีลักษณะแบบไมตัดแตงก่ิง (Un-Pruned) หรือตนไมถดถอย (Regression Trees) ซ่ึงถูกสราง
จากการนําขอมูลฝกสอนไปสุมเลือกตัวอยางขอมูล และคุณลักษณะขอมูลแลวนํามาสรางเปนตนไมตัดสินใจ 
ซึ่งมีตัวอยางสวนหนึ่งที่ไมถูกเลือกจะถูกนํามาใชในการทดสอบตนไมตัดสินใจ เรียกขอมูลสวนนี้วา 
Out-of-Bag (OOB) ซึ่งวิธีการนี้เรียกวา Bagging ผลลัพธที่ไดอยางอิสระจากตนไมตัดสินใจแตละตน
ถูกนํามาคิดเปนผลการโหวตที่มากที่สุด อัลกอริทึม Random Forest ไมจําเปนตองมีขอมูลทดสอบ
เพื่อประมาณความผิดพลาดเพราะขอมูล OOB นั้นถูกนํามาใชทดสอบตนไมตัดสินใจแลว [14]
          ตัวจําแนกขอความบนพื้นฐานการเรียนรู ไดแก อัลกอริทึม Support Vector Machine 
เปนอัลกอริทึมหน่ึงท่ีใชพ้ืนฐานการเรียนรู ซ่ึงใชวิธีการจําแนกกลุมขอมูลท่ีอาศัยระนาบการตัดสินใจมาใช
ในแบงกลุมขอมูลออกเปนสองสวน โดยใชหลักการสรางเสนแบงก่ึงกลางระหวางกลุมใหมีระยะหางระหวาง
ขอบเขตของทั้งสองกลุมมากที่สุด โดยที่ Support Vector Machine จะใชแม็ปฟงกชัน (Mapping 
Function) สําหรับแปลงขอมูลจากโดเมนเดิม Input Space ไปยังโดเมนที่เรียกวา Feature Space และ
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สรางเคอเนลฟงกชัน (Kernel Function) บน Feature Space เพ่ือใชในการวัดความคลายกันของขอมูล 
สําหรับเคอเนลฟงกชันไดแก Linear, Polynomial Kernel, Radial Basic Function และ Sigmoid [15]
 3. ทฤษฏีกราฟ (Graph Theory)
          กราฟ (Graph) เปนแบบจําลองทางคณิตศาสตร ถูกคิดคนโดยนักคณิตศาสตรชาวสวิตเซอรแลนด 
เลออนฮารดออยเลอร (Leonhard Euler) [6] กราฟสามารถใชแทนปญหาในโลกของความเปนจริง 
โดยจําลองปญหาดวยแผนภาพที่ประกอบดวยจุด (Point) หรือเรียกวา โหนด (Node) และเสนที่เชื่อม
ระหวางจุด 2 จุด หรือเสนเช่ือม (Edge) ตัวอยางเชน แผนภาพแสดงเสนทางการบิน แผนภาพแสดงเสนทาง
รถไฟฟา และวงจรไฟฟา เปนตน อีกทั้งปจจุบันยังมีการนําไปประยุกตใชในดานตาง ๆ อยางกวางขวาง 
อาทิเชน ปญหาทางดานจิตวิทยา ภาษาศาสตร เทคโนโลยีคอมพิวเตอร และเศษฐศาสตร เปนตน 
ซึ่งในงานวิจัยฉบับนี้ กราฟถูกนํามาใชในการจําลองความสัมพันธของคําในขอความแสดงความคิดเห็น
ตอสินคา โดยกราฟ ( ) ประกอบดวยโหนดสมาชิก ( ) และเสนเชื่อมระหวางโหนด ( ) [6] แสดง
ดังสมการที่ (1)

 (1)

   โดยที่ 
       เปนเซตจํากัดท่ีไมเปนเซตวางของสมาชิกท่ีเรียกวา จุดยอด หรือโหนด (Node)
       เปนเซตของเสนเชื่อม (Link) ระหวางโหนด
        
  การวัดคาความเปนศูนยกลาง (Centrality Measure) หรือความสําคัญของโหนด 
เปนการวิเคราะหการเช่ือมตอของกราฟ ซ่ึงมีการวัดอยูหลายวิธี ในงานวิจัยน้ีศึกษาการวัด 3 รูปแบบ ดังน้ี
           1. วัดคาความเปนศูนยกลางจากการค่ันกลาง (Betweenness Centrality: BC) เปนการ
กําหนดความสําคัญของโหนด โดยพจิารณาวาโหนดท่ีมีสถานะเปนสะพานเพือ่เช่ือมกลุมของโหนดตาง ๆ 
ที่อยูหางกันใหสามารถเขาหากัน หรือเปนตัวกลางในการติดตอเชื่อมโยงระหวางสมาชิกอื่น ๆ ดังนี้ [16]

 (2)

   โดยที่ 
      คือ  คาความเปนศูนยกลางโดยวัดจากการคั่นกลางของโหนด 
       คือ  จํานวนเสนเชื่อมโยงที่สั้นที่สุดจากโหนด  ไปยังโหนด  
      คือ  จํานวนเสนเช่ือมโยงท่ีส้ันท่ีสุดจากโหนด  ไปยังโหนด  ท่ีตอง
          ผานโหนด 

   2. วัดคาความเปนศูนยกลางจากความใกลชิด (Closeness Centrality: CC) เปนการกําหนด
ความสําคัญของโหนดโดยพิจารณาจากความสามารถในการเขาถึงโหนดอ่ืน ๆ ดวยระยะทางท่ีส้ันท่ีสุด [17]
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 (3) 

   โดยที่ 
      คือ  คาความเปนศูนยกลางโดยวัดจากความใกลชิดของโหนด  
      คือ  จํานวนเสนเชื่อมโยงในเสนทางที่สั้นที่สุดจากสมาชิกหนึ่งไปยัง
          อีกสมาชิกหน่ึง

   3. วัดคาความเปนศูนยกลางจากดีกรี (Degree Centrality: DC) เปนการกําหนดความสําคัญ
ของโหนดโดยพิจารณาจากจํานวนเสนเชื่อมโยงทั้งหมดที่โหนดน้ัน ๆ เชื่อมตอกับโหนดอื่น ๆ [17]

 (4)

   โดยที่ 
      คือ  คาความเปนศูนยกลางโดยวัดจากระดับของโหนด 
        = 1  ถามีการเชื่อมตอระหวางโหนด
         = 0  ถาไมมีการเชื่อมตอระหวางกัน
        คือ  จํานวนโหนดท้ังหมด

 จากทฤษฏีกราฟ ถูกนํามาประยุกตใชในการสรางกราฟขอความ (Text Graph) ของขอความ
แสดงความคิดเห็นตอสินคา โดยโหนด (Node) หมายถึง คํา (Word) และเสนเช่ือมโยง (Link) ระหวางโหนด 
แสดงถึงการปรากฏของคํานั้น ๆ รวมกับคําอื่น ๆ และการวัดคาความเปนศูนยกลาง (Centrality 
Measure) ถูกนํามาใชในการระบุความสําคัญของคาํ (Word Centrality) ในขอความแสดงความคิดเห็น
ตอสินคา
   4. งานวิจัยที่เกี่ยวของ
            งานวิจัยฉบับน้ี ผูวิจัยมุงเนนการศึกษากระบวนการหรือตัวจําแนกขอความในปจจุบัน 
เพื่อใชในการยกระดับประสิทธิภาพการจําแนกขอความที่พัฒนาขึ้น โดยพิจารณา 3 พื้นฐานหลัก ไดแก 
ตัวจําแนกขอความบนพื้นฐานกฎ (Rule-Based) ตัวจําแนกขอความบนพื้นฐานโครงสรางตนไม (Tree 
Structure-Based) และตัวจําแนกขอความบนพ้ืนฐานการเรียนรู (Learning-Based) โดยมีงานวิจัยท่ีเก่ียวของ
สรุปไดดังตารางที่ 1
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ตารางที่ 1  งานวิจัยที่เกี่ยวของ

 จากงานวิจัยที่เกี่ยวของในตารางที่ 1 ตัวจําแนกขอความบนพื้นฐานกฎ ตัวจําแนกขอความ
บนพ้ืนฐานโครงสรางตนไม และตัวจําแนกขอความบนพ้ืนฐานการเรียนรู มุงเนนการพัฒนา หรือประยุกตใช
ตัวจําแนกดังกลาวเพียงอยางเดียว ในงานวิจัยฉบับนี้ ผูวิจัยประยุกตใชการวัดความสําคัญของคํา (Word 
Centrality Measures) โดยนําเสนอในรูปแบบกราฟขอความ (Text Graph) เพื่อเพิ่มประสิทธิภาพ
ความถูกตองในการจําแนก

งานวจิยั ป อลักอรทิมึ ผลงานวจิยั 
Sentiment analysis 
using product review 
data [18] 

2015 - Random Forest 
- Support Vector 
Machine 
- Naive Bayes 
 

ผลการเปรียบเทียบการจําแนกความคิดเห็นของ
ขอมูลหนังสือ เคร่ืองสําอาง อุปกรณ
อิเล็กทรอนิกส และอุปกรณในบาน โดยจําแนก
ออกเปน 5 ระดับ พบวา อัลกอริทึม Random 
Forest ใหคา ROC สูงท่ีสุด โดยมีคาเทากับ 0.92 

Amazon Review 
Classification and 
Sentiment Analysis [5] 

2015 - Rule-Based ทําการจําแนกขอความความคิดเห็นของขอมูล
ผลิตภัณฑ โดยจําแนกออกเปน 5 ระดับ คือ  
1-5 จากน้ันนํา 5 ระดับมาแบงออกเปน 3 กลุม 
คือ Good(5, 4), Average(3) และ Bad(2, 
1) แสดงผลของกลุมอยูในรูปแผนภาพ 

Emotion Classification 
of Restaurant and 
Laptop Review 
Dataset: Semeval 2014 
Task 4 [4] 

2015 - Support Vector 
Machine 
- K-Nearest Neighbor 
 

ผลการเปรียบเทียบการจําแนกความคิดเห็นของ
ขอมูลคอมพิวเตอรพกพา และรานอาหาร พบวา 
อัลกอริทึม Support Vector Machine ใหคา
ความถูกตองท่ีสูงกวาอัลกอริทึม  
K-Nearest Neighbor 

Sentimental Analysis 
of Product Based 
Reviews Using 
Machine Learning 
Approaches [19] 

2015 - Support Vector 
Machine  
- Naive Bayes 
 

ผลการเปรียบเทียบการจําแนกความคิดเห็นของ
ขอมูลโทรศัพทมือถือพบวา อัลกอริทึม 
Support Vector Machine ใหคาความ
ถูกตองท่ีสูงกวาอัลกอริทึม Naive Bayes 

Sentiment Learning 
from Imbalanced 
Dataset: An Ensemble 
Based Method [20] 

2014 - Support Vector 
Machine 
- Bagged Ensemble 
- SVM based Modified 
Bagging 

ผลการเปรียบเทียบการจําแนกความคิดเห็นของ
ขอมูลกลองถายภาพ โทรศัพทมือถือ และ
คอมพิวเตอรพกพา พบวา อัลกอริทึม SVM 
based Modified Bagging ใหคา ROC สูง
ท่ีสุด เทากับ 0.83, 0.795 และ 0.77 ตามลําดับ  

IITP: Supervised 
Machine Learning for 
Aspect based 
Sentiment Analysis 
[21] 

2014 - Random Forest ทําการจําแนกความคิดเห็นของ
ขอมูลคอมพิวเตอรพกพา และรานอาหาร โดยมี
คาความถูกตอง เทากับ 67.07% และ 67.37% 
ตามลําดับ 
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กรอบแนวคิดในการวิจัย

จากการกําหนดวัตถุประสงคงานวิจัย การทบทวน ศึกษาทฤษฏีและงานวิจัยที่เกี่ยวของ ผูวิจัยจึงออกแบบ
กรอบแนวคิดในการยกระดับการจําแนกขอความปอนกลับของสินคาโดยนําตัวจําแนกขอความทํางาน
รวมกับการวัดความสําคัญของคํา แสดงดังรูปที่ 1

 

รูปที่ 1  กรอบแนวคิดงานวิจัย

 ในงานวิจัยฉบับนี้ ขอมูลปอนกลับของสินคา หมายถึง ขอความแสดงความคิดเห็นตอสินคา 
ซ่ึงผูวิจัยมีเปาหมายในการจําแนกความเห็นดังกลาวออกเปน ความคิดเห็นเชิงบวก หรือความคิดเห็นเชิงลบ 
เพื่อแสดงความพึงพอใจของลูกคาตอสินคานั้น ๆ และสงผลตอกระบวนการแนะนําสินคาในอนาคตได 
โดยมีขั้นตอนการทํางานหลักดังนี้
 1. ขอมูลปอนกลับของสินคา หรือขอความแสดงความคิดเห็นตอสินคา จะถกูกรองเพื่อคัดแยก
ออกเปนคํา (Word) 
  1.1  คําที่ไดจะถูกนํามาสรางเปนกราฟขอความ (Text Graph) เพื่อแสดงความสัมพันธ
ระหวางคํา โดยกราฟที่ไดอยูในรูปแบบของกราฟแบบไมมีทิศทาง (Undirected Graph)
          วัดความสํ าคัญของคํ าในกราฟโดยการใชการวัดค าความเปนศูนยกลาง 
(Centrality Measure) ซึ่งคาความสําคัญของคํานี้ จะถูกนําไปคํานวณคา Probability Centrality 
ของขอความแสดงความคิดเห็นออกเปน Probability Centralityp และ Probability Centralityn คือ 
ความนาจะเปนของคําภายในขอความดังกลาว สงผลใหขอความเปนเชิงบวก หรือเชิงลบ ซึ่งคาดังกลาวจะ
อยูในชวง [0, 1]
  1.2  คําท่ีไดจะถูกนํามาเรียนรู และสรางเปนโมเดลของตัวจําแนกขอความ (Text Classifier) 
    ตัวจําแนกขอความทําหนาที่คํ านวณคาการกระจายของคาความนาจะเปน 
(Probability Distribution) โดยในงานวิจัยฉบับนี้เปนแบบการกระจายที่ขอมูลไมตอเนื่อง (Discrete 
Probability Distribution) ซ่ึงแบงความนาจะเปนของขอความแสดงความคิดเห็นออกเปน Probability 
Distributionp และ Probability Distributionn คือ ความนาจะเปนที่ขอความดังกลาวจะเปนเชิงบวก 
หรือเชิงลบ ซึ่งคาดังกลาวจะอยูในชวง [0, 1]
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  1.3  ในการจําแนกขอความแสดงความคิดเห็นจะพิจารณาคา Probability Centrality 
รวมกับคา Probability Distribution เพ่ือระบุวาขอความดังกลาวเปนขอความเชิงบวก หรือขอความเชิงลบ
    1.3.1 ขอความเชิงบวก เม่ือ (Probability Centralityp> Probability Centralityn) 
AND (Probability Distributionp> Probability Distributionn) == TRUE
    1.3.2 ขอความเชิงลบ เมื่อผลลัพธในขอ 1.3.1 เปน FALSE

ผลการดําเนินงานวิจัย

ในสวนน้ีกลาวถึงการประเมินประสิทธิภาพกระบวนการท่ีนําเสนอในงานวิจัยน้ี โดยแบงออกเปน 3 หัวขอ 
คือ 1) การคัดเลือกตัวจําแนกขอความท่ีเหมาะสม 2) การวิเคราะหกราฟขอความ และ 3) การเปรียบเทียบ
ประสิทธิภาพในการจําแนก
 ในการประเมินประสิทธิภาพกระบวนการท่ีนําเสนอ ผูวิจัยทําการทดสอบกับชุดขอมูลจากฐานขอมูล 
UCI Machine Learning Repository จํานวน 3 ชุดขอมูล [22] ไดแก ขอมูลแสดงความคิดเห็นเก่ียวกับ
ภาพยนตร รวบรวมจากเว็บไซต www.imdb.com ขอมูลแสดงความคิดเห็นเกี่ยวกับรานอาหารรวบรวม
จากเว็บไซต www.yelp.com และขอมูลแสดงความคิดเห็นเก่ียวกับสินคา รวบรวมจากเว็บไซต www.
amazon.com โดยทั้ง 3 เว็บไซตเปนตัวแทนของพาณิชยอิเล็กทรอนิกสในปจจุบัน ในสวนการวัดและ
ประเมินผล Cross-validation 10 folds ถูกนํามาใชกับขอมูลทั้ง 3 ชุด และทดสอบซํ้าจํานวน 5 ครั้ง
 1. การคัดเลือกตัวจําแนกขอความที่เหมาะสม
          จากการศึกษาตัวจําแนกขอความพื้นฐาน 3 รูปแบบ คือ พื้นฐานกฏ (Rule-Based) พื้นฐาน
โครงสรางตนไม (Tree Structure-Based) และพ้ืนฐานการเรียนรู (Learning-Based) ไดแก Conjunctive 
Rule, Random Forest และ Support Vector Machine ผูวิจัยทําการคัดเลือกตัวจําแนกขอความ
ท่ีเหมาะสม โดยประเมินผลลัพธประสิทธิภาพการจําแนกดาน [23] ความถูกตอง (Accuracy) คาความผิดพลาด 
(Mean Absolute Error: MAE) คาความเที่ยงตรง (Precision) คา F-measure และ ROC ตามลําดับ 
ในขอมูลทดสอบ จํานวน 3 ชุด ดังตารางที่ 2

ตารางที่ 2  การเปรียบเทียบประสิทธิภาพการจําแนก

Datasets Classifier Accuracy (%) MAE Precision   F-Measure   ROC Area 

www.imdb.com 
Random Forest 78.333 0.408 0.783 0.783 0.827 
Conjunctive Rule 56.333 0.481 0.595 0.523 0.563 
Support Vector Machine 76.667 0.233 0.768 0.766 0.767 

www.yelp.com 
Random Forest 80.333 0.338 0.819 0.801 0.915 
Conjunctive Rule 56.667 0.472 0.697 0.481 0.567 
Support Vector Machine 74.667 0.253 0.753 0.745 0.747 

www.amazon.com 
Random Forest 83.000 0.340 0.830 0.830 0.898 
Conjunctive Rule 55.000 0.4738 0.711 0.444 0.550 
Support Vector Machine 74.667 0.253 0.753 0.745 0.747 
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 จากตารางท่ี 2 แสดงใหเห็นวา ตัวจําแนกขอความประเภทพ้ืนฐานโครงสรางตนไม Random Forest 
แสดงประสิทธิภาพการจําแนกขอความไดดีกวาตัวจําแนกขอความอ่ืน ๆ ดวยคาเฉล่ียความถูกตอง (Accuracy) 
รอยละ 80 คาเฉล่ียความผิดพลาด (Mean Absolute Error: MAE) 0.36 คาเฉล่ียความเท่ียงตรง (Precision) 
0.81 คาเฉลี่ย F-measure 0.8 และคาเฉลี่ย ROC 0.88 แสดงดังตารางที่ 3 ดังน้ัน Random Forest 
จึงเหมาะสมท่ีจะถูกคัดเลือกเปนตัวจําแนกขอมูลเพ่ือคํานวณคา Probability Distribution ในงานวิจัยฉบับน้ี

ตารางที่ 3  คาเฉลี่ยประสิทธิภาพการจําแนกขอความ 

 2. การวิเคราะหกราฟขอความ ในสวนของการวัดความสําคัญของคํา งานวิจัยฉบับนี้ใชทฤษฏี
กราฟเพื่อแทนขอความปอนกลับของสินคาดวยกราฟขอความ (Word Graph) และกําหนดความสําคัญ
ของคําดวยการวัดคาความเปนศูนยกลาง (Centrality Measures) ดวย การวัดคาความเปนศูนยกลาง
จากการคั่นกลาง (Betweenness Centrality: BC) การวัดคาความเปนศูนยกลางจากความใกลชิด 
(Closeness Centrality: CC) และการวัดคาความเปนศูนยกลางจากดีกรี (Degree Centrality: DC) 
เมื่อนําชุดขอความทดสอบทั้ง 3 ชุด มาสรางกราฟขอความ (Text Graph) 

ตารางที่ 4  การวิเคราะหกราฟขอความในชุดขอมูลทดสอบ

 ตารางท่ี 4 แสดงการวิเคราะหกราฟขอความในชุดขอความทดสอบเม่ือกําหนดใหจํานวนคํา (Word) 
สูงที่สุด คือ 100 คํา ผลการวิเคราะหแสดงใหเห็นวา ความสัมพันธของคําในชุดขอมูลทดสอบ www.
amazon.com คําในขอมูลนี้มีการเชื่อมโยงกันจํานวนมากมีความสัมพันธกันสูงที่สุด โดยพิจารณาจาก
จํานวนเสนเชื่อม (Link) ความหนาแนน (Density) และคาเฉลี่ยดีกรี (Average Degree) ที่มีคาสูงกวา 
www.imdb.com และ www.yelp.com
 รูปที่ 2 แสดงกราฟขอความในชุดขอความทดสอบ www.amazon.com เมื่อกําหนดใหโหนด
แสดงถึงคํา และเสนเชื่อมแสดงถงึความสัมพันธระหวางคํา เมื่อคํา A ปรากฏแลว บอยครั้งคํา B จะ
ปรากฏดวย เสนเชื่อม (Link) ระหวางคํา A และ B จึงเกิดขึ้น

Classifier 
Average 

Accuracy (%) MAE Precision   F-Measure   ROC Area 
Random Forest 80.55533 0.362 0.810667 0.804667 0.88 
Conjunctive Rule 56 0.4756 0.667667 0.482667 0.56 
Support Vector Machine 75.33367 0.246333 0.758 0.752 0.753667 

Characteristics Datasets 
www.imdb.com www.yelp.com www.amazon.com 

Network size 100 100 100 
Number of Links (Edges) 1117 1141 1289 
Density  0.1117 0.1141 0.1289 
Average degree 22.3400 22.8200 25.7800 



114 การยกระดับการจําแนกขอความปอนกลับของสินคาโดยตัวจําแนกขอความรวมกับการวัดความสําคัญของคํา

 

รูปที่ 2  กราฟขอความของชุดขอมูล www.amazon.com

 3. การเปรียบเทียบคาความถูกตองในการจําแนกขอมูล
          สวนนี้แสดงการเปรียบเทียบคาความถูกตองในการจําแนกขอมูลโดยการใชตัวจําแนก
ขอความ Random Forest รวมกับการวัดความสําคัญของคํา (Word Centrality Measures) ท้ัง 3 รูปแบบ 
BC, CC, และ DC และเปรียบเทียบผลลัพธกับตัวจําแนกขอความดั้งเดิม Conjunctive Rule, Support 
Vector Machine, และ Random Forest
  ตารางที่ 5 แสดงใหเห็นวา กระบวนการจําแนกขอความที่นําเสนอในงานวิจัยฉบับนี้ เมื่อใช
ตัวจําแนกขอความ Random Forest รวมกับการวัดความสําคัญของคําโดยพิจารณาจากความใกลชิด CC 
ใหคาเฉลี่ยความถูกตองในการจําแนกขอมูลทดสอบทั้ง 3 ชุด สูงกวาตัวจําแนกขอความอื่น ๆ

ตารางที่ 5  การเปรียบเทียบคาความถูกตองในการจําแนกขอมูลทดสอบ 3 ชุดขอมูล

  ตัวอยางการจําแนกขอความปอนกลับของสินคาในพาณิชยอเิล็กทรอนิกส โดยกระบวนการ
จําแนกขอความที่นําเสนอในงานวิจัยฉบับนี้ ผลลัพธในตารางที่ 6 แสดงใหเห็นวา ขอความปอนกลับ
ทั้ง 3 ขอความสามารถจําแนกไดเปนขอความเชิงลบ ขอความเชิงบวก และขอความเชิงบวก ตามลําดับ 
โดยสรุปขอความเชิงลบ หมายถึง ลูกคาซ้ือสินคาดังกลาวแสดงความคิดเห็นตอสินคานั้นในเชิงลบ และ
ขอความเชิงบวก หมายถึง ลูกคาซ้ือสินคาดังกลาว และแสดงความคิดเห็นตอสินคาน้ันในเชิงบวก แสดงถึง
ความพึงพอใจในสินคา

Average 
Accuracy (%) 

Conjunctive Rule Support Vector 
Machine 

Random 
Forest Proposed Work 

56 75.33367 80.55533 80.9 
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ตารางที่ 6  ตัวอยางการจําแนกขอความดวยกระบวนการที่นําเสนอ

หมายเหตุ  Negative = 0

  Positive = 1

สรุปผลการวิจัย

งานวิจัยฉบับนี้นําเสนอการจําแนกขอความแบบใหม โดยการใชตัวจําแนกขอความ Random Forest 
รวมกับการวัดความสําคัญของคําโดยพิจารณาจากความใกลชิด CC เพ่ือประยุกตใชในการจําแนกขอความ
ปอนกลับของลูกคาเม่ือซ้ือสินคาในพาณิชยอิเล็กทรอนิกส โดยตัวจําแนกท่ีนําเสนอสามารถจําแนกความคิดเห็น
ของลูกคาตอสินคาเปนความคิดเห็นเชิงลบ หรือความคิดเห็นเชิงบวก ซ่ึงทําใหระบบพาณิชยอิเล็กทรอนิกส
ทราบถึงความพึงพอใจของลูกคาท่ีมีตอสินคา จากผลการทดสอบและเปรียบเทียบประสิทธิภาพแสดงใหเห็นวา
กระบวนการท่ีนําเสนอข้ึนสามารถจําแนกขอความไดอยางมีประสิทธิภาพดวยคาเฉล่ียความถูกตองรอยละ 
80.9 และสูงกวาตัวจําแนกขอมูลอื่น

อภิปรายผลการวิจัย

เนื่องจากกระบวนการจําแนกขอความที่นําเสนอใชการวัดความสําคัญของคํารวมดวย โดยความคิดเห็น
หรือขอมูลปอนกลับจะถูกแทนดวยกราฟขอความ เพื่อแสดงความสัมพันธในการปรากฏคํานั้น ๆ รวมกับ
คําอื่น ๆ จึงทําใหประสิทธิภาพการจําแนกขอความดวยกระบวนการนี้จะขึ้นอยูกับคุณลักษณะของกราฟ
ขอความดวย เชน ถากราฟขอความที่สรางขึ้นมีความสัมพันธของคําตํ่า หมายถึง มีคาความหนาแนน 
หรือจํานวนเสนเชื่อม หรือคาเฉลี่ยดีกรีตํ่า จะทําใหคา Probability Centrality มีคาตํ่าดวย ซึ่งอาจสง
ผลตอประสิทธิภาพการจําแนกขอความ
 สําหรับงานวิจัยในอนาคต ผูวิจัยมุงศึกษาเร่ืองความหนาแนนของกราฟขอความ (Text Graph) 
สงผลหรือมีอทิธิพลตอประสิทธิภาพการจําแนกขอความอยางไร และการหาคาความหนาแนนที่เหมาะสม
ตอกระบวนการจําแนกขอความที่นําเสนอ

Sentence 
Predicted 
Type of 

Comment 

Actual 
Target 

All in all its an insult to one's intelligence and a huge waste of money. 0 0 
I ate there twice on my last visit, and especially enjoyed the salmon 
salad. 1 1 

It was quite comfortable in the ear. 1 1 
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