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Abstract

The purposed of this research aimed to compare the efficiency of support
vector machine and K-nearest neighbor when data are distributed as Near Normal,
Asymmetric short-tailed and Asymmetric long-tailed. Data employed in this research
were generated into two data sets, consisting of training set and test set with the
sample sizes of 100, 200 and 500 for the binary classification. The ratios of training
sets: test sets are 90:10, 80:20, 70:30, 60:40 and 50:50. In each situation, the data

were simulated with Monte Carlo technique and repeated 5,000 times. Rate of
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misclassification is used as a criterion for comparison. The results found that the K-
NN method produces lower misclassification rate than SVM method with Near
Normal distribution, while the SVYM method produces lower misclassification rate
than K-NN method when data are distributed as Asymmetric long-tailed and

Asymmetric short-tailed.

KewNords: classification, support vector machine, K-nearest neighbor, skewed
distribution
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SiRealudaiandu (Radial Basis Function-RBF) :
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