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Abstract

Real-time analysis, prediction, and recommendation for all library services to
members are necessary for smart library development. This process is the important
question in this research by having objectives 1) to study the requirement and data
structure in smart library system 2) to develop the prediction process in the smart library
by integrating ontology and machine leaming and 3)to assess the performance of
prediction in the smart library by integrating ontology and machine learning. We studied
the system requirements from 30 librarians and members and collected data structure in
library service transactions by purposive sampling from Academic Resource and
Information Technology Center because these universities collected data in electronic
database and defined smart library development plan. We developed the new
prediction process using the ontology send semantic data to train and predict the
classification algorithm. The result of performance assessment founded that K-NN (K=3)
can accurately predict the book order at F-score 100%, and the system can provide the

predictive oriented recommendation.
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Table 1 Treasury method for avoiding and forecasting accuracy based on matrix confusion

Actual “Positive” Actual “Negative”
Predicted Predicted this book should order, Actually  Predicted this book should order, Actually
“Positive” this book should order. this book should not order.
Predicted Predicted this book should not order, Predicted this book should not order,
“Negative” Actually this book should order. Actually this book should not order.
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NAN153Y
1. wamsfnwaudensualassaideyalussuuiesayndanie: Ineaguna
wisoaniu 2 dau Fail
1.1 HaMIANIALABINIT SR UUMIIMNELaELUEINUS MIsENAIINUTTANS Y
wagduudliusnsviesayn wuii deaunuuageunudnuiu 50 A dwlvgdumandgs S1um
27 au Andudoras 54 uanlumeme Sy 23 au AnduSesas 46 dalwe) oy 20-29 T
Andusesaz 85 MasAnwszAunsAnuUsgans Anduiesay 71.5 Sunumluaun@in
viosann UszLviindnw Andudosar 71.5 Tasaundnviesayndnivgienailunsliving
Weosann 1-3 adadaduanni wazussaninsdiulngivszaunisallunisujifeuiesasn
6-10 ¥ naannmsfinwseauanuseinssefleidunsinuneiagiusinusmviesayaluguues

TeeuTIN3nY wardldusnsiiduaundnveniosayn agUldnwnsien 2-3 (Table 2-3) fall

Table 2 The level of need for work in the perspective of a librarian

Percentage of user requirement level

List of functions Require Require Sum of very Require Require  Require Sum of
very high high high and high  moderate low very low and
low very low
1. Predict/recommend the 25.0% 75.0% 100.0% 0.0% 0.0% 0.0% 0.0%
book which should order
2. Predict/recommend the 12.0% 72.0% 84.0% 16.0% 0.0% 0.0% 0.0%
book which should borrow
3. Predict the satisfaction 7.0% 70.8% 77.8% 17.2% 5.0% 0.0% 5.0%
level in library services
4. Recommend the book stores  5.0% 51.0% 56.0% 16.0% 23.0%  5.0% 28.0%
5. Predict the revenue from fine  0.0% 8.0% 8.0% 41.0% 38.0% 13.0% 51.0%
Average of percentage 9.8% 55.4% 65.2% 18.0% 13.2% 3.6% 16.8%

31NA15747 2 (Table 2) ussansndlinnudeanisiiseuurissayndansozauise
Viune/wusimilsdeiemsdaderiudiy sgluszdvinnuazuiniian sadudesas 100 sesmwn
Ao viwe/wuzthwivdeiinisty eglussiuinnuazinniign sandusesas 84 wavvinneszau

~ a ] I o aa' < v
ﬂUWNWQWQSLﬁ]ﬁLuﬂ']iUiﬂ']TU@ﬂu@ﬂﬁl‘!ﬂ E]QsLuﬁg@Ull']ﬂLLaﬁﬁanﬂWﬂ;@ sudusesay 77.8
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Table 3 The level of functional requirements in view of the library's member services

Percentage of user requirement level

. . Sum of Require
List of functions Require Require Require Require Sum of low
very high very
very high high moderate low and very low
and high low
1. Recommend the popular 22.0% 68.0% 90.0% 10.0% 0.0% 0.0% 0.0%
book
2. Recommend the book 12.5% 55.0% 67.5% 22.0% 10.5%  0.0% 10.5%
following book category in
interesting domain
3. Recommend the book 0.0% 61.0% 61.0% 31.0% 8.0% 0.0% 8.0%
following author
Average of percentage 11.5% 61.3% 72.8% 21.0% 6.2% 0.0% 6.2%

a a &

NA5199 3 (Table 3) JldusmsiluauBnvesiosayn dnnudeensiiszuy
Vosayndanseraruisauuzinsensuilsdeuisw/eenilon aglussduuninuazuinian
sundudevas 90 sesawn fe wugthmisdemunguuisdenauls egluszduunuazunian

@ Y o o & o v a 1 1Y a o v
Tundusegar 67.5 uaziuzthensviisde Iuuneud ey eglusvaunn Anluiesas 61
1.2 nsAnwuazsiusidlasainadeyauazgiudeyaiingttesludunaunis

Tiusnisvesviosayn lonafRn13197 4 (Table 4)

Table 4 Example of a data set used to build a knowledge base and train a machine leaming model

Dataset name Feature Related resources Target

1. Register member Member_id, Name, - Student information from -
Lastname. Member_type, the registration department
Register_date, Faculty, - Personal information from
Major, University human resource department

2. Borrow and return the book Member _id, Book_id, - Recommend the
Borrow_date, Librarien_id, related book in same
Return_date, Book_status category or author

3. Pay the fines Borrow_id, Return_date, - -

exceeded_date, fines

4. Order the books Order_id, Book_id, - Course from academic - Predict that should
Bookstore_id, Numof_order, department order this book, Yes or
Order_date, Discount, Total - Research work of teacher No.
from academic/research - Recommend other
department books from book store
5. Assess the satisfaction in Member _id, - -
library services Assessment_topic,

Assessment_point
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Feuloafugruteyaiiisatosinszasludaumastoyasng o loud drenzifou doynaa
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UsgAnsnw wagmsdnduaiideluaded 1deeulnlaslunisdanistigmmsnugiuteya
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wazn1sFeuivacaias wiseaniu 2 dau fsil

2.1 wamsaseguanuiesulvladitelendeyagsnsslumsliuinisvesiesayn

wazn1svaeNTINgadeyaiinsyatenisiiukenaglugiudayasie 4 dan i 1 (Figure 1)

Level 1 .
Registration

— Database
.
® officer
. HR Database

Academic

T
|
Level 3 :
|
|
1

Database

Research

Database

Figure 1 Library service knowledge base on topology and database fusion
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(book_fequency borrow) #4azigeulasiuddla ¢ (object) fio av3wUnaeuluuningidy
(field) s1eaz188A3 1WA (book_store) kazlulauasIA (quantation bookstore)
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a @ L
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§9m15797 5 (Table 5)

Table 5 A dataset structure that is queried on topology in conjunction with a database

system and providing an answer class

Book category Quotation Borrowing
Book_id Book_name Book_store Class
related to major Detail frequency
pcru-001 Programing on Information Media Price 180 Bath, 15 1 = Should
smartphone Technology, printing Discount 15% order

Computer Science,

Computer Engineering

pcru-002 Nursing for - Odient Price 380 3 0 = Should
patient with lie store Bath, No not order
on bed discount

v d'

911913797 5 (Table 5) waanmsldanuanunsaveseeulnlad illfyndoya
thanliussanindainuminenderis 3 uislumatisuseanadneulunisviune etinaou
TlunansiSeudveansesiinudnuurdeya fauiuliin wiidesia pcru-001 1Wundedely
vananyReuiuaninideaeuluuvinededs 3 awiinn waziimsiauesandiliuns

wazdidiuan sauviadanudlunisgndudis 15 a5 men1sfeyatifsgnasulidu 1 Ae aisde
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Wiy duntladosia pau-002 uniisdslumnavyiilifeiufvaviviidnaouly
unInends wazinmaauesafideudnigs uarliffdiuan sauielienuilunmsgniudios 3
ads nstoyaiitsgnasuliidu o Ae laimsdariuis

3. wansUszdiuUsgansnimmshuelussuuiesayndaasevlaeysainisesy
TnladuazmsiSouiveaaios Inof3devimsideulusunsuniw Python sulausd Scikittean
Weviigndeyatinaeu $1um 70 519ms aslassadiedennsnadl 5 (Table 5) uazUszanana
Fredaneifiunsuundeyais 4 olin lasaunsnasunadsyannwlumsihuignsdsde

wilsdoriuifudnvieayn MNYateyanadoU 30 S18MT AT 6 (Table 6)

Table 6 The prediction result of ordering books to the library by classification modeling

Actual “Positive”(Should order) Actual “Negative”(Should not order)
K-NN Logistic SVM MLP K-NN Logistic SVM MLP
(K=3) regression (K=3)  regression
Predicted “Positive”(Should order) 15 15 15 15 0 5 5 10
Predicted “Negative”(Should not order) 0 0 0 0 15 10 10 5
Precision =  TP/(TP+FP) x 100 100% 75% 75% 60%
Recall = TP/(TP+FN) x 100 100% 100% 100% 100%
Accuracy = TP+TN/ATP+TN+FP+FN) x 100 100%  83.3% 833%  66.7%
Fscore = 2x(PrecisionxRecall)/(Precision+ 100%  85.7% 85.7%  75%

Recall)

NN 6 (Table 6) Uszviawlumsviunensd@endsdeiiuiud oy

Mmedana3fiu K-NN 71 K=3 lriA1annugnaesasiian taeien F-score wiriu 100%

afusena

HATINMIANTIRATINADINIGIYUU Nt ussansnelianudensiissuuriesaynsanses
anunsavhue/wurihmilideiinrsddeiuiy neinsiisuuiuensdedendide azdaeh
TnenususulszanumsdieniisdoidinosayminUssansnmiln uarszuunonfiuneday
Frevnuwnunyedlunmsdnnsteyatiunaunn 9 ldlunardusiads waedlduinisiesayn
finnudosnsliszuuviesaundniozaunsanuzirsenmisdeuisiw/sendey dslu

nATeillaldesulnlaglunisdavuiamyuasdonnidinnumnevemiide uagldnw Spargl

=

Tumsidhdadieasunudeyamulassairadsmnumineg Seazdrovilinadnidoyannvais
uwndannufianumneiieItesiuin sy ionsianisuazinausiquinarsaimg
Faaonadeafiuauidres Chongchorhor (2011) lildussleviinnesulnladlunisadiesszuy
nstiusmsansauma Fefldannsodududeyasine 4 elasagninainszuugudnanadivausia
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