Rajabhat J. Sci. Humanit. Soc. Sci. 20(2): 236-247, 2019

sTUUNaIndmsuszuUYaslynangag U seu
DYNAMICAL SYSTEM FOR THE SYSTEM OF VARIATIONAL
INCLUSION PROBLEM

a _a v a 1 o s 62
AAANT ANIATILITNE * LAZUIUNS L‘W‘Uﬁiﬁ]u

Jittiporn Tangkhavvivvetkut1*, and Narin Petrot’

1Facutty of Science and Technology, Pibulsongkram Rajabhat University
2Facutty of Science, Naresuan University
*corresponding author e-mail: j_suwannawit@psru.ac.th

Received: 13 February 2019; Revised: 24 May 2019; Accepted: 24 July 2019

unAnge
TuanAdeilinlannsanssuurensndoswdsiuiaslaiugihaunswitym Feauya
flussuuresengoswUsiy sruunainfidenndesiuiengesudsiulagniiaue Balunindu

nalRasvesszuunaindinatuligniiast FwmadnslunAdeuilaiauiuazaeedgym

ngRULUSHUNLARNEINLA T UBAR

AEARY: sruunadn wageswsiu datliunisuitym eaun15ves Gronwall

Abstract

In this paper, we consider the system of variational inclusion and introduce
the resolvent equation which is equivalent to the system of variational inclusion. The
dynamical system associated with the system of variational inclusion is presented.
Furthermore, the solution of such dynamical system is proved. The results in this paper
improve and extend the variational inclusion problems which have been appeared in

literature.
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Introduction

Variational inclusion is the generalization of the variational inequality problem
which the class of variational inclusions include variational inequalities, complementarity
problems, convex optimization and saddle point problems as special cases. Then, the
variational inclusion problem is used to study and apply in fields of optimization and
control, economics and transportation equilibrium, engineering science, see (Verma,
2004; Agarwal & Verma, 2009; Lin, 2009). The interesting of the variational inclusion
problem implies many researches using such problem to develop problem in various
fields. A system of variational inclusion is the generalized of the variational inclusion
which the system of variational inclusion is applied in traffic equilibrium problem, Nash
equilibrium which is more extension than the variational inclusion problem, see
(Agarwal, 2004; Fang & Huang, 2004; Yan et al., 2005).

On the other hand, the dynamical system is well known theory, which is
applied for considering some problems related to time and is used in many fields such
as in economics, physics, engineering, medicine and mathematics etc. see (Bahiana &
Oono, 1990; Dong et al., 1996; Scrimali, 2008; Biswas & Chakraborty, 2015). But not only
that, the dynamical system is applied with variational inequality problem because the
dynamical systems implies the mathematical problems for close to the real world
problem. The methodology which is used to consider the dynamical system and
variational inequality problem is the projected dynamical system for considering by P.
Dupuis and A. Nagurney (Dupuis & A. Nagurney, 1993), in 1993. P. Dupuis et al.
presented the basic theory of the projected dynamical systems and considered the
relation of the variational inequality theory and the dynamical system theory, that is,
the set of stationary points of dynamical system coincides with the set of the solutions
of variational inequality problem. So, the projected dynamical system is used to solve
some problems on linear and nonlinear in variational inequality. By the previous
reasons, the dynamical system has been used to apply in financial equilibrium
problems, optimization problems, fixed point problems, complementarity problem and
all problems in the framework of variational inequalities (see Dong et al., 1996;
Nagurmney & Zhang, 1996; Bliemer & Bovy, 2003; Isac & Cojocaru, 2002; Ansari et al,,
2013 and the reference therein). The attention of authors to develop the dynamical

system and variational inequality, in 2002, M. A. Noor (Noor, 20023, b) introduced the
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dynamical system for variational inclusion which extended from the aspects of
dynamical system for variational inequality. By this reasons, the dynamical system for
variational inclusion is interesting to study because it can be apply in the various real
world problems.

In this paper, we will study the system of variational inclusion by using the
resolvent operator and introduce the implicit resolvent equation of such system of
variational inclusion. After that we can introduce the dynamical system associated with
such implicit resolvent equation. Furthermore, the existence solution of such
dynamical system is considered. Let H be a real Hilbert space with inner product (-,-)
and norm ||||. Let 2Hbe denoted for the class of all nonempty subsets of H.

Now, we will recall the fundamental concepts of stability in dynamical system.
Let the general dynamical system as follows:

dx(t) _
dt

10705) T 1)
for x(t) € H,tis a real number and fis a continuous function from H into itself.

Definition 1 (Ha et al., 2018) A point X"is an equilibrium point for (1) if f(x*) = 0.

Lemma 1 (Gronwall’s Lemmma) (Ansari et al.,, 2013)
Let Ui and ¥ be real valued nonnegative continuous functions with domain
{tlt = to} and let a(t) = ao(Jt — tol), where a is a monotone increasing function. If
forall t = tg,
a(t) < alt) + f;ﬁ(s)ﬁ(s) ds,
then,

t .
a(t) < oc(t)efto u(s)ds

Now, we will introduce the properties of mappings which are used in our

results.

Definition 2 (Suwannawit & Petrot, 2012) A mapping S:H X H — H is said to be a 6;-
strongly monotone in the first argument if there exists a real number §; > 0 such that

forall x,y € H,

(Sx) =Sy, x—y) =8 lx =yl
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Definition 3 (Suwannawit & Petrot, 2012) A mapping S:Hx H - H is said to be a B;-
Lipschitzain in the first argument if there exists a real number B, > 0 such that for all

X,y € H,
ISx) = Syl < Bullx =yl

Definition 4 (Noor, 2000) If T is a maximal monotone operator on H, then for a

constant p > 0, the resolvent operator associated with T is defined by

Jpw) = 0+ pD ()
for all u € H, where I is an identity operator. Also, the resolvent operator J is a single

valued and nonexpansive mapping, that is,

17 = 12| < llu = vl

for all u,v € H.

Main Results

Throughout in this paper, we let Hyand H, be two real Hilbert spaces. We will
consider the system of nonlinear variational inclusion (SNVI) which was studied by R.
U. Verma in (Verma, 2004) as follows. Let M:H; - 2H:1 and N:H, - 2H2be nonlinear
mappings. Let S:H; x H, » Hyand T:H; xH, » H, be nonlinear mappings. To find
(%,y) € H; X Hysuch that

0 €S(xy) + M)
0ET(xy)+N{y). (SNVI)
Verma considered the existence of the problem (SNVI) by using A-monotonicity. So, in

this paper we will present the existence of the problem (SNVI) on the resolvent

operator Jrt.

Lemma 2 Let H; and H, be two real Hilbert spaces. Let S:H; x H, -» H;and T:H; x H, -
H, be nonlinear mappings. Let M:H; — 2Ht and N:H, - 2H2 be a maximal monotone
operators. Then, the following are true:

1. If (x,y) € H; x H, is a solution to the problem (SNVI) then, for any p4,p, > 0 such that

x=Jnx—piSxy)] and y =Ry — p. T(x,y)]-
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2. If there exist p;,p, > 0 such that
x=Jyx=pSxy] and y =R [y — p2T(x )]
then, (x,y) is a solution to the problem (SNVI).

Proof 1. Assume that (x,y) € H; X H, is a solution to the problem (SNVI). This implies

that, for any pq, p, > 0,

x=p1S(x,y) € (I +pM)(x) and y — p,T(x,y) € (I + p2N)(¥).

Hence, x =]y [x—p:S(x,y)] and y = ]1‘\}2 [y — p.T(x,¥)], where J§ =1+ p;M)"* and
v=0+p,N)L

2. There exist py, p, > 0 such that
x =]y [x—pS&xy)] and y = [y — p2 T V)]
SinceJft = 1+ p:M)~t and JR? = (I + p,N)7%, we have
x—p1S(xy) € I+ psM)(x) and y — p,T(x,y) € (I + p2N)(y).

Therefore, 0 € S(x,y) + M(x) and 0 € T(x,y) + N(y). We conclude that (x,y)is a solution

to the problem (SNVI). This completes the proof. |

Theorem 1 Let H; and H, be two real Hilbert spaces. Let M:H; - 21t and N:H, - 2H:
be a maximal monotone operator. Let S:H; x H, » H; be a g;-Lipschitz mapping, 6;-
strongly monotone mapping in a first argument and B,-Lipschitz mapping in a second
argument. Let T:H; x H, - H, be a Kk1-Lipschitz mapping in a first areument and a K-
Lipschitz mapping, &,-strongly monotone mapping in a second argument. If there exist

positive constants p, p, > 0such that
V1 —=2p38; + p2B2 + pory < 1and /1 —2p,&, + p3K3 + py By < L--mmmmmmm- (3)
Then, the problem (SNVI) admits a unique solution.

Proof For any given (x,y) € H; X H,, we now define Q:H; x H, » H; X H, by Q(x,y) =

(f(x,y),8(x,y)) where
fGy) = Iy [x = p1Sxy)] and g y) = JF*[y — p2 T y)]-

Next, we will show that the mapping Q is a contraction mapping.
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Let (8¥) and (x*,y*) in H; X H,. Since

& 5) — fCc, )l = |1 (& = p1SE 9] = It [x" = p1 S, ¥ )]

SR —x"—p1(SEF) — S& NI+ palISC™, §) — SC™, y )

and

llg® 9) —glx™ ¥l

SN -y = p2(T& ) — TE y NI+ p2lITE y™) — TG, y)I.

By using the &7-strongly monotone mapping and p;-Lipschitz mapping in a first

argument of the mapping S, we see that

2

% = x" ~ p1(S& ) — SC*, )|
= |1 = x*12 = 2p1(SR, §) — S(x*, §), & — x*) + p2|IS(X, §) — S(x*, §)||2

<(1-2p16; +P12ﬁ12)||>~(—X*||2 “““““““““““ (4)

and using a Ky-Lipschitz mapping and &,-strongly monotone mapping in a second

argument of the mapping T, we obtain that
15—y = p2(T& 9 = TE&yI)|* < (1 = 2p28, + p3DIIF — y*II2. —(5)

Since S is [5-Lipschitz mapping in a second argument and T is a K -Lipschitz mapping

in a first argument, (4) and (5), we have
6%, 9) = fGe", ¥l < V1= 2p181 + p2BZII% = x| + p1 B 1§ — v,
g ) — 8Cx", ¥l < V1 =2p2 + P33T = y*II + Py lI% = x71]-
Now, we define the norm ||:|[*on H; x H, by
1Ge, MIIF = llxll + NIyl for all (x,y) € Hy X Hp.

It is easy to see that (H; x Hy, [|-I*) is a Hilbert space, see (Suantai & Petrot, 2011;
Suwannawit & Petrot, 2012). Then

IRE 9 — Q" y)II* = If&,§) — fx", y)l + llg& §) — g™yl

< ,1 —2p18, + p2B2IX — x*|| + p1B2lIF — Il +
/1 = 2p28 + p5I5IIF — 7l + poicy IR — x|

< k(g =x"ll + I§ —y*ID = k& ) — ", y)II*,
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where k = max {1/1 — 20181 + p2BZ + paxy, /1 — 2p28; + piKE + 91[32}-
By using (3), we have k < 1. This implies that Q is a contraction mapping. Hence there
exists (x,y) € H; x H, which is the unique fixed point of Q. Thus
x =[x —pSxy] and y = @[y — p2T(x y)]-
Therefore, by Lemma 2, (xy) is a unigque solution of the problem (SNVI). This
completes the proof. |
Next, we will introduce the resolvent equation which is equivalent to the
problem (SNVI) as follows. Fixed (x,y) € Hy x H, and let S:H; X H, » Hyand T:H; x H, —
H, be nonlinear mappings. Let M:H; —» 2% and N:H, - 2H2be  maximal monotone
operators. We consider the problem of finding (u,v) € H; x H, such that
SGy) +pr 'Ry (W =0
Txy) +pz RE(WV) =0 e (RESNVI)

for some positive constants piandp, and Ry, =1—]J§ where I is an identity operator

and J4; is defined in Definition 4.

Lemma 3 Let H; and H; be two real Hilbert spaces. Let S:H; x H, » H; and T:H; x
H, - H, be nonlinear mappings. Let M: H; — 2H: and N: H, — 2H2 be maximal monotone
operators. Then, (x,y) € H; X H, is a solution of (SVNI) if and only if (u,v) € H; X H, is a
solution of (RESNVI) with

x = ]yt [u] andy = JR2[v]
with u = x—p;S(x,y) and v = y — p,T(x,y) and p4, p, are positive constants.

Proof(:>) Assume that (X,y) € H; X H, is a solution of (SVNI). By Lemma 2, we

have
x =i x = piSxylandy = I [y — p2T(x y)]
Since RRE =1 —]4t, we have

R (x = piS(xy)) = (1 - Ji) (x — p1S(x.¥)) = —p1S(x,y).

This implies that S(x,y) + p7 R (u) = 0, where U = X — p1S(X,¥). In similarly way,
we obtain that T(x,y) + pz 'R (V) = 0, where v =y — p,T(x, ).
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(&)Conversely, fixed (x,y) € H; X H, and (u, v) is a solution of (RESNVI), that is,
S(xy) + pi'RY (W) =0
T(x,y) + pglRpN2 ) =0.
Since RRF =1—]5t and RR2 =1—JR? , we have
X = ]l‘\),[l(u) andy = ]{312 ).

So, X = ]&1 (x—p1S(x,y)) andy = ]ﬁz(y — p2T(%,¥)). By Lemma 2, we have
(%, y) is a solution of the problem (SNVI). This completes the proof. u

Now, we will present the resolvent dynamical system of the system of
nonlinear variational inclusions. By Lemma 3, we have if (X,y¥) € H; X Hyis a
solution of the problem (SNVI) then

S(x,y) + pr R (w) = 0 and T(x,y) + pz *RRZ(v) = 0.

Since Ry, =1 —Jhand RR? =1—]%? , we have
_1P1 _ — __1P2 _ —
x = (x=p1S&y)) = 0andy = JR*(y — p2T(x,y)) = 0.

So, we suggest the resolvent dynamical system associate with the system of nonlinear

variational inclusion: for any real number t,

d
);it) = }\{ v (X(t) - pls(x(t),y(t))) - X(t)}
L2 = VIR OO ~ e TEO,Y ) ~y®) (RDSSNVI)

with x(tg) =xo € H; and y(ty) =y, € H, and A,y are positive constants with a

positive real number tg.
Next, we will propose the existence theorem of the problem (RDSSNVI).

Theorem 2 Assume that all of the assumption of Theorem 1 hold. Then, for each
(X0,¥o) € Hy X H,, there exists a unique continuous solution(X(t),y(t)) of the
problem (RDSSNVI) with X(tg) = X and y(tg) = ¥, over [tg, ).

Proof Let F: H; x H, - H; X H, define by F(x(t), y(t)) = (q(x(0),y(®)), p(x(1), y(©)))

where
q(x(®,y(®©) = A (x(® — p1SE(®), y(D)) — x(D}
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p(x(®),y(©) = YR F® — pTx(®), y(©)) = y(©)}

for all (x(t),y(t)) € H; X H,. Let (%, ¥), (x,y") € H; x H, where (%,y) = (X(t), y(t)) and
&, y") = '(t), y(t)"). We see that
IFX ¥) — F&, y)II*
= k”]&l(i - p1S(X, }7)) —X— ]l‘\),[l(x’ - pls(x’,y’)) + x’||

HIRG = 0 TE) — 7= IR G = p T, y) +Y|
S MlIx=x'll + po IS y") = SEDI + 11X — X[}

+y{lly —y'lIl + p2ITE, y) = TE DI + lly" - 313
S MIx =Xl + paBally” = VIl + pyBallx” — X[ + [Ix" — XII}

YUY = ¥l + p2xally” = VIl + p2xq X" = X[ + lly" — ylI}
<AR+pB+pllEY) — & y)IT
where A = max{}, v}, p = max{py,p,}, k¥ = max{k;,x,} and B = max{B,, B,}. Thus, Fis
a Lipschitz continuous on ||*||*. Hence, for each (x,,¥,) € Hy X Hy, there exists a
unique continuous solution (x(t), y(t)) of the problem (RDSSNVI) defined in a initial
t, < t < T with the initial condition x(t,) = X, and y(tg) = Y.

Next, let [to, [)be its maximal interval of existence, we now show that I' = oo,
Since the assumption of Theorem 2, we have the problem (SNVI) has a unique

solution, that is, (x*,y*) € H; X H, which
X' =y (" = pi Sy andyt = R G — p T y7)).
So, we let (x,y) € Hy X Hy where (%,y) = (x(t), y(t)). We obtain that

IFGE T = llaG I + Pyl
< A{JIRt(x = paSGy)) — x|| + [IRZ (v — P2 T ¥) — y|I}
16t (x = p1SCy)) — Jit (x* — p1 S y))|
I (x* = p S yD) — x| + lIx* — x|l +
TRy = e T W) = TR (Y = P2 T y)||
U2 (v = 2T y) =y || + lly* = yll J

_ { 2||x = x*|| + p1B2ly” — yll + p1Ballx — x7| }
+2|ly =yl + paxzlly” — yll + p2rq lIx* = x|

SAQC+pB+p){llx—x* |+ ly —yII}
<A+ pB + eI + lIx*11 + Nyl + Ny~ 11}
=AR+pB+ eIV + AR+ pB + p)lI (X5 y)IIT
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Hence,

@, yO)IIT < 1 x(to), y(EDIIT + fIIF(X(S),Y(S))II+ ds

= ||(x(t0),y(t0))||+ +ki(t—to) +ky ft:)”(X(S)‘Y(S))"Jr ds,
where, Ky = A(2 + pB + px) || (x5, y) T and k, = A(2 + pB + pk). By
Gronwall's Lemma, we get

16, DI < {J|(xCto), y )| + ey (£ — 1) ek,

Thus, we conclude that for each (x,y0) € H; X H, there exists a unique solution

(x(1),y(t)) € H; X H, of the problem (RDSSNVI) over [t,, ). This completes the proof.
|

Conclusion

In this work, we study the problem of the system of variational inclusion which
was studied by R. U. Verma (Verma, 2004). We prove the existence solution of such
problem by using resolvent operator and present the resolvent equation which is
equivalent to the problem (SNVI) and prove that the solution of the resolvent equation
is equivalent to the solution of the problem (SNVI). Later, we use such resolvent
equation for introducing the resolvent dynamical system associate with the system of
nonlinear variational inclusion and consider the existence solution of such resolvent
dynamical system. We desire that the results which presented here will be useful and

valuable for researchers who study in the fields of variational inclusion.
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