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Abstract

This study was focus on comparing the estimation methods for missing data in
simple linear regression. The methods that used to estimate missing data are Singh
method and Expectation Maximization Algorithm (EM). The comparison was done
under condition of sample sizes 40, 100, 500 and 1,000; variances 1, 10 and 50;
percentages of missing data 5%, 10% and 15%; the correlation coefficient levels
between the dependent and independent variable are -0.3, -0.6, -0.9, 0.3, 0.6 and 0.9.
The criterion of determination is Root Mean Square Error (RMSE). The results show that

the EM method is a better estimation method than Singh method for simple linear
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regression due to EM method give the lowest RMSE values for all levels of correlation

coefficients, sample sizes, variances and percentages of missing data.

Keywords: Singh method, expectation maximization algorithm, root mean square error
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adfneaey ttest wudn fiseduisddey 0.05 Tunsdlvuasietng 40 SovarnTanng 5%
ANUKYTUTIN 1 Uaz10 waznsdl Yu1Aiege 40 Teeazn gy 10% ANUKUTUTIU 10
Fn1sUszana 2 330 RMSE ldumnenafudunsdduidnisussanaves 2 35anuunneng
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Table 1 Root mean square error (RMSE) with sample sizes, percentages of missing

data, variances when -0.3 correlation coefficient

Sample Percentages of Variance = 1 Variance = 10 Variance = 50
sizes missing data Singh EM Singh EM Singh EM
a0 5% 0.9308 0.8897 29191 2.6729 6.7926* 6.0855%
10% 0.9762*  0.9396* 3.0103 2.8567 7.3930% 6.3517*%
15% 0.9801*  0.9344*  3.3113*  2.9025*  7.0144* 6.6400%
100 5% 0.9707*  0.9263*  3.0939* = 2.8345*  7.2358* 6.4990*
10% 1.0000*  0.9489*  3.1962*  2.9293*  7.4894* 6.6552*
15% 1.0160*  0.9481*  3.2244*  2.9778%  7.2328* 6.6629*
500 5% 1.0333*  0.9483*  3.2097*  2.9776*  7.1508* 6.7531*
10% 1.0564*  0.9566*  3.3943*  3.0032*  7.1120* 6.7152*
15% 1.0409*  0.9546*  3.2578*  3.0120*  7.4965* 6.7542%
1,000 5% 1.0738*  0.9600*  3.2060*  3.0024*  7.1476* 6.7711*
10% 1.0582*  0.9563*  3.5066*  2.9955*  7.5006* 6.7387*
15% 1.0411*  0.9551*  3.7587*  3.0003*  7.1572* 6.7687*

Remark p= - 0.3, *Sig. Level 0.05

MNNRTUAT RMSE ru andassAvSanduiudseninendunavesiaudsniy v
uazAndunAeIuUTBasy X fisedu -0.6 9InIBnsUsEINaAgametis 2 35 wuthan RMSE
afiwnltududy dedeyalimmuuususuiindy vwameafiutu wasdosaznisgame
vostoyaLiiniu

PnmsSsuiisumuuwanaawesel RMSE S5ine3 EM wagds Singh firndudszans
andunusTEnINAdnnve ikl snn ¥ wagmdunavesianlsdass X 1e1-0.6 lngende
adfAnnaounuin Assdulivdidny 0.05 3Bn1sUszann 2 38WiA RMSEWmnAfunnnIdves
sefuAILUTUTIU Bunfeens uazArieazmsgane Taw3s EMIsA1 RMSE #1nd 35 Singh
TunnsefuvesanuuUsUsIu sunfees uazAsesaymsgame fwns1ei 2 (Table 2)

Table 2 Root mean square error (RMSE) with sample sizes, percentages of missing

data, variances when -0.6 correlation coefficient

Sample Percentages of Variance = 1 Variance = 10 Variance = 50
sizes missing data Singh EM Singh EM Singh EM
40 5% 0.9845*  0.7125%  2.9184*  2.1922*  8.4108* 4.9831*
10% 1.0080*  0.7617*  3.1167*  2.4357*  8.5360* 5.3601*
15% 0.9691*  0.7881*  3.1998*  2.4527*  8.6123* 5.5891*
100 5% 0.9793*  0.7676*  3.2234*  2.4115*%  7.8720* 5.4985*
10% 1.0011*  0.7865*  3.1763*  2.4754*  8.1899* 5.5077*
15% 1.0144*  0.7895*  3.1692*  25119*  8.0892* 5.6366*
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Table 2 (cant)

Sample Percentages of Variance = 1 Variance = 10 Variance = 50
sizes missing data Singh EM Singh EM Singh EM
500 5% 1.0962*  0.7929*  3.2139*  2.4790*  7.0200* 5.5731*

10% 1.0257*  0.8000*  3.4169*  2.4960*  7.0846* 5.6333*
15% 1.0530*  0.7986*  3.2276*  2.5047*  7.0942* 5.6328*
1,000 5% 1.1039*  0.7901*  3.4556*  2.4985*  7.0532* 5.6203*
10% 1.2718*  0.8009*  3.4110*  2.4962*  7.0592* 5.6238*
15% 1.2215%  0.8004*  3.5052*  2.5070*  7.0653* 5.6218*

Remark p=-0.6, *Sig. Level 0.05

INN1TAATUAT RMSE sy avisavduiusseninsidunavosiulny Y
wazAdaunavasiLlIdase X fisedu -0.9 ﬁnmﬁmiﬂsummmammam 2 38 wu3nA1 RMSE
ﬁ]”uLLuﬂuumeu mamauaummLLUiUﬁaumeu unied ity wazdesay Nsgeyme
mawa:ﬂammu

PNMSUTIUTBUAIULANAIDIAT RMSE  5ew31935 EM  wagdd Singh e
dulsvAvsavduiussewinmndunavesiiuUsna Y uazadunavesiiuusdasy x fien -0.9
Tngedvaiinaaey wuidiszfutioddny 0.05 35nn5uUszanas 2 3vA1 RMSE umnsnsiumn
n3dlvesTEAUANLLUTUTIL MAfIeEN wazArFoparnsgayme 1ne3s EM T9iAn RMSE ¢
3738 Singh TuynseAUTesmNLUTUTIU WURfIeEN uazA1Fosazmsgame fam13ned 3
(Table 3)

Table 3 Root mean square error (RMSE) with sample sizes, percentages of missing

data, variances when -0.9 correlation coefficient

Sample Percentages of Variance = 1 Variance = 10 Variance = 50
sizes missing data  Singh EM Singh EM Singh EM
40 5% 0.8811*  0.3887*  2.9115*  1.2378*  6.3578* 2.8564*
10% 0.9443*  0.4228*  3.1175*  1.3044*  6.6519% 2.9611*
15% 0.9583*  0.4238*  3.0791*  1.3322*  7.0761* 3.0143%
100 5% 0.9524*  0.4121*  3.2203*  1.3294*  6.7943% 2.9287*
10% 0.9822*  0.4275*  3.1384*  1.3669*  6.9502* 3.0648*
15% 1.0713*  0.4315*  3.1799*  1.3843*  7.0171* 3.0519%
500 5% 0.9973*  0.4365*  3.1233*  1.3665*  7.0470* 3.0717*
10% 0.9951*  0.4361*  3.1979*  1.3634*  7.0821* 3.0812%
15% 1.0132%  0.4360*  3.1933*  1.3690*  7.0782% 3.0814%
1,000 5% 1.0112*  0.4366*  3.2089*  1.3751*  7.3181* 3.0871%
10% 1.0582*  0.9563*  3.5066*  2.9955*%  7.5006* 6.7387*
15% 1.0411*  0.9551*  3.7587*  3.0003*  7.1572* 6.7687*

Remark p=-0.9, *Sig. Level 0.05
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PNMIUSBUTTEUATIMANA 19989A1 RVMSE 529131935 EM wag 33 Singh firnduuszans
AVAUNUSTLWINIAFUNAVDIILUTANL Y uagAdunauesiillsdass X a1 0.3 lauende
afAvaaey wuTisziuoddty 0.05 Tunsdlvuadieen 40 Fosazmsgame 5% msuUsUsu
1 uay 10 3En1sUszanaes 2 3819a1 RMSE luansinefu drunsdduisnsussunames 2 33
e RMSE umnsinafiu Tnensdifognswunndaus 100 uld 38 EM e RMSE sndn3a
Singh luynsefuvesAuIIUIIU UarAToBAEMIgaMERns 9Tl 4 (Table 4)

Table 4 Root mean square error (RMSE) with sample sizes, percentages of missing

data, variances when 0.3 correlation coefficient

Sample Percentages of Variance = 1 Variance = 10 Variance = 50
sizes missing data Singh EM Singh EM Singh EM
40 5% 0.9617 0.8889 3.3457 2.6462  6.3787* 6.1797*
10% 0.9689*  0.9094*  3.1880*  2.9327*  6.7030* 6.4357*
15% 1.0321*  0.9280*  3.5391*  2.9206* 6.9183* 6.6957*
100 5% 0.9679*  0.9237*  3.2303* 2.9065*  6.8233* 6.5420*
10% 0.9832*  0.9407*  3.4057*  2.9948*  7.0544* 6.7156*
15% 1.0051*  0.9556*  3.4466*  2.9628*  6.9570* 6.6713*
500 5% 0.9845*  0.9374*  3.3280*  3.0042*  6.9439* 6.6283%
10% 0.9914*  0.9461*  3.3692* 3.0097*  7.0425* 6.6878*
15% 0.9991*  0.9523*  3.2854*  3.0239*  7.1154*% 6.6947*
1,000 5% 0.9971*  0.9499*  3.1968*  3.0098*  7.1179* 6.6818*
10% 1.0030*  0.9553*  3.3229* 3.0118*  7.0633* 6.7370%
15% 1.0049*  0.9577*  3.2191*  3.0275*  7.0772* 6.7215*

Remark p = 0.3, *Sig. Level 0.05

INN1TAATUAT RMSE o sy avisavduiusserinsidunavosiulny Y
wazAdunmvewLUsBase X fisesu 0.6 mmﬁmiﬂﬁvmmmammam 2 35 Wu11A1 RMSE
ﬁ]vmm’ﬂumwmu mamauaummLLUiUﬁaumeu unied ity wazdenay NsgeyY
mmfuaaﬂammu

INMISUTBUTIBUAILLANAI989A1 RMSE  5eWineds EM  waz33 Singh fien
Fulszavtanduiudseninsmdunavesiiudsnu ¥ wazadunavessulsdass X 361 0.6
Tngonduadfinaaeu nundiseiutioddey 0.05 33nsUseanm 2 35TWA RMSE umnsanaiu
NNNTEHVBITEAUANULUTUTIL VUIARI08719 wazASogazn13geymie Tngds EM Tvidn RMSE
#1135 Singh TunnszdvreInNULYTUTIU YUAfIeENs uazAToEazNTgYMIERIRANT1Y
i 5 (Table 5)
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Table 5 Root mean square error (RMSE) with sample sizes, percentages of missing

data, variances when 0.6 correlation coefficient

Sample Percentages of Variance = 1 Variance = 10 Variance = 50
sizes missing data Singh EM Singh EM Singh EM
a0 5% 1.0048*  0.7306*  2.8398*  2.2429*  7.8780* 5.1135*
10% 0.9667*  0.7683*  3.0464*  2.4656*  7.9133* 5.3676*
15% 1.0003*  0.7860*  3.1434*  2.4474*  7.6643* 5.4533*
100 5% 1.0789*  0.7775*  3.0406*  2.4026*  7.6068* 5.4383*
10% 1.0690*  0.7795*  3.1068*  2.5027*  7.8233* 5.5315*
15% 1.0054*  0.7875*  3.2576*  2.5346*  7.8940* 5.6026*
500 5% 1.0702*  0.7927*  3.1765*  2.5232*  7.4612* 5.6150*
10% 1.0296*  0.7961*  3.1684*  2.5369*  7.4189* 5.6135%
15% 1.0415*%  0.7939*  3.2178*  2.5456*  7.4830* 5.6097*
1,000 5% 1.3521*  0.7948*  3.1577*  2.5388*  7.1328* 5.6207*
10% 1.2106*  0.7988*  3.2175*  2.5452*  7.2855* 5.5998*
15% 1.2124*  0.7992*  3.1704*  2.5375*  7.0985* 5.6201*

Remark p = 0.6, *Sig. Level 0.05

INMITRINTAAT RMSE 1 mduuszdvdanduiusseninmdunnvessulsny v
uazAndunAveIIuUTBasy X fisedu -0.9 9InIBnsUsEInauAgametis 2 35 wuthan RMSE
sefuuwiliufintu Lﬁ@‘ﬁ@ﬂgjﬁﬁﬂ’ﬂmLLUiUi’JULﬁwﬁu qunfeguiinty wazSeyazn1Tayg
vostoyaLiiniu

PnmsSsufisumuuanawesel RMSE sewingds EM wazds Singh firnduussans
ANAUNUSTENINAIFIUNAVDIAWUTAN Y uazAIFunNnveiiLlsdass X dA1 0.9 Tngede
adfAnnaou wuifisedulivdidny 0.05 BnsUseann 2 3Bl RMSEundsfunnnsdive
sEduANULUSUTIY BUadiegs uazAndosaznsgame 1ne3s EM Tid1 RMSE sindnis
Singh luynsAuveInNULUTUTIU AWAIeE9 LLazﬁ'ﬁaﬁlazmingmaﬁﬁmiwﬁ 6 (Table 6)

Table 6 Root mean square error (RMSE) with sample sizes, percentages of missing

data, variances when 0.9 correlation coefficient

Sample Percentages of Variance = 1 Variance = 10 Variance = 50
sizes missing data Singh EM Singh EM Singh EM
40 5% 0.9364*  0.3922*  2.8306*  1.2540%  6.2374* 2.6910*
10% 1.0213*  0.4236*  3.0108*  1.3225*%  6.6263* 2.9379*
15% 0.9949*  0.4373*  3.0541*  1.3285%  6.9264* 2.9453*
100 5% 1.0879*  0.4227*  3.0314*  1.3433*  6.8013* 2.9421*
10% 1.0120*  0.4351*  3.0706*  1.3596*  7.0572* 3.0366*
15% 1.0808*  0.4362*  3.0890*  1.3398*  7.1236* 3.0379%
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Table 6 (cant)

Sample Percentages of Variance = 1 Variance = 10 Variance = 50
sizes missing data Singh EM Singh EM Singh EM
50 5% 1.0574*  0.4326*  3.1326*  1.3653*  7.0157* 3.0159*
10% 1.0239*  0.4353*  3.1519* 1.3701*  7.1002* 3.0453*
15% 1.0423*  0.4369*  3.1593*  1.3651*  7.0676* 3.0539*
1,000 5% 1.0132*  0.4349*  3.2598*  1.3703*  7.0267* 3.0303*
10% 1.0188*  0.4382*  3.2788*  1.3669*  7.0739* 3.0529*
15% 1.0560*  0.4383*  3.1661*  1.3702*  7.0993* 3.0560%

Remark p= 0.9, *Sig. Level 0.05
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