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บทคัดย่อ 

ธุรกิจบัตรเครดิตในประเทศไทยมีแนวโน้มเติบโตอย่างต่อเนื่อง โดยคาดว่ายอดการใช้จ่ายผ่าน
บัตรจะขยายตัวเฉลี่ยร้อยละ 8–9 ต่อปีในช่วงปี 2567–2568 อย่างไรก็ตาม ระบบเครือข่ายสำหรับ 
การทำธุรกรรมยังคงประสบปัญหาการขัดข้องบ่อยครั้ง ส่งผลกระทบโดยตรงต่อผู้ใช้บริการทั้งด้าน 
ความสะดวก ความเชื่อมั่น และประสิทธิภาพในการทำงาน เครื่องมือที่ใช้อยู่ในปัจจุบันยังไม่สามารถ
ตรวจสอบและตอบสนองได้อย่างทันท่วงที ทำให้ปัญหาการขัดข้องของระบบยังคงเกิดขึ้นอย่างต่อเนื่อง 
งานวิจัยนี้มีวัตถุประสงค์เพื่อพัฒนาแบบจำลองการเรียนรู้ของเครื ่องที่เหมาะสมสำหรับการจำแนก
เหตุการณ์ผิดปกติในระบบบัตรเครดิตเครือข่ายอีดีซี โดยใช้ข้อมูลบันทึกเหตุการณ์ในอดีตร่วมกับขอ้มูล
แฟ้มล็อกจากอุปกรณ์อีดีซี รวมทั้งสิ้น 5,011 ชั่วโมง อัลกอริทึมที่นำมาพิจารณา ได้แก่ ต้นไม้ตัดสินใจ 
ป่าสุ่ม และเพื่อนบ้านใกล้ที่สุด ผลการประเมินประสิทธิภาพแสดงให้เห็นว่า แบบจำลองที่ใช้อัลกอริทึม
ป่าสุ ่มสามารถให้ค่าความถูกต้อง 99.96% ความแม่นยำ 99.90% ความครอบคลุม 99.90% และ 
ค่าประสิทธิภาพโดยรวม 99.90% สรุปได้ว่าอัลกอริทึมป่าสุ่มเป็นวิธีการที่เหมาะสมที่สุดในการพัฒนา
เป็นต้นแบบสำหรับเครื่องมือตรวจสอบความผิดปกติของระบบบัตรเครดิตในเครอืข่ายอีดีซี เพื่อยกระดับ
เสถียรภาพและความน่าเช่ือถือของระบบธุรกรรมทางการเงิน 
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Abstract  
The credit card business in Thailand continues to show steady growth, with 

spending projected to increase by an average of 8–9 percent annually during 2024–2025. 
However, the transaction network still faces frequent disruptions, which directly affect 
users in terms of convenience, trust, and operational efficiency. Existing monitoring tools 
cannot provide timely responses, resulting in recurring system malfunctions. This study 
aims to develop an appropriate machine learning model for classifying abnormal events 
in the credit card Electronic Data Capture (EDC) network. To achieve this, historical event 
records were combined with log files from EDC devices, totaling 5,011 hours of 
operational data. The algorithms considered included Decision Tree, Random Forest, and 
K-Nearest Neighbors. The performance evaluation revealed that the Random Forest 
algorithm achieved the best results, with accuracy, precision, recall, and overall efficiency 
of 99.96%, 99.90%, 99.90%, and 99.90%, respectively. The results indicate that the 
Random Forest algorithm is the most suitable method for developing a prototype tool 
to detect anomalies in credit card systems within the EDC network, thereby enhancing 
the stability and reliability of financial transactions. 
 
Keywords: machine learning, anomaly detection, log file, EDC network 
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บทนำ  
ในปัจจุบันนวัตกรรมทางการเงินของโลกมีการเปลี ่ยนแปลง  และพัฒนาอย่างต่อเนื ่อง  

โดยได้รับแรงขับเคลื่อนจากเทคโนโลยีดิจิทัลแบบก้าวกระโดด ส่งผลให้เกิดบริการทางการเงินดิจิทัล 
(digital financial service) รูปแบบใหม่ ๆ ขึ ้น เช่น กระเป๋าเงินดิจิทัล (e-wallet) สกุลเงินดิจิทัล 
(digital currencies) และการชำระเงินทางอิเล็กทรอนิกส์ (e-payment) [1] โดยเฉพาะอย่างยิ่ง  
การชำระเงินทางอิเล็กทรอนิกส์ ซึ่งถือเป็นระบบที่มีความสำคัญต่อการดำรงชีวิตในยุคดิจิทัล เนื่องจาก
ช่วยให้ธ ุรกรรมทางการเงินและกิจกรรมทางเศรษฐกิจดำเนินไปได้อย่างสะดวก รวดเร็ว และ  
มีประสิทธิภาพ อีกทั้งยังมีบทบาทสำคัญในการยกระดับคุณภาพชีวิตของประชาชน และเสริมสร้าง
เสถียรภาพให้กับระบบบริหารจัดการการเงินการคลังของประเทศ นอกจากนี้ การพัฒนาโครงสร้าง
พื้นฐานของระบบการชำระเงินทางอิเล็กทรอนิกส์ ภายใต้แผนยุทธศาสตร์การพัฒนาโครงสร้างพื้นฐาน
ระบบการชำระเงินแห่งชาติ (national e-payment master plan) ยังเป็นปัจจัยสำคัญที่ช่วยเพิ่มขีด
ความสามารถในการแข่งขันของประเทศ ทั้งในด้านความสามารถในการแข่งขัน (competitiveness) 
ความยาก–ง่ายในการประกอบธุรกิจ (ease of doing business) และดัชนีการพัฒนามนุษย์ (human 
development index) [2] 

จำนวนการใช้บัตรเครดิตได้รับความนิยมเพิ่มขึ้นอย่างต่อเนื่อง เนื่องจากมีความสะดวกสบาย 
สามารถสะสมคะแนนและสิทธิพิเศษ ช่วยบริหารกระแสเงินสด และยังมาพร้อมกับโปรโมชันหรือ
ข้อเสนอพิเศษต่าง ๆ [3] ข้อมูลจากธนาคารแห่งประเทศไทยระบุว่า ในปี 2558 มีผู้ถือบัตรเครดิตจำนวน  
21.8 ล้านใบ [4] ซึ่งสะท้อนให้เห็นถึงการเติบโตของการใช้บัตรเครดิตอย่างต่อเนื ่อง อย่างไรก็ตาม  
การใช้งานที่เพิ่มสูงขึ้น โดยเฉพาะในช่วงเทศกาลสำคัญต่าง ๆ ที่มีธุรกรรมจำนวนมาก มักทำให้ระบบ
ขาดเสถียรภาพ และเมื่อเกิดความผิดปกติ ระบบจะหยุดชะงักจนไม่สามารถทำงานได้อย่างต่อเนื่ อง 
ปัญหานี้จึงเป็นเหตุผลสำคัญที่ต้องให้ความสำคัญกับการบริหารจัดการสมรรถนะของระบบบัตรเครดิต
ทั้งในด้านซอฟต์แวร์และฮาร์ดแวร์ อีกทั้งยังสะท้อนถึงความจำเป็นในการนำเทคโนโลยีสมัยใหม่เข้ามา
ช่วยวิเคราะห์ข้อมูลจากแฟ้มล็อก (log files) เพื่อหาสาเหตุและแก้ไขปัญหาความไม่เสถียรที่เกิดขึ้น 
อย่างมีประสิทธิภาพ 

อย่างไรก็ตาม แม้จะมีการบริหารจัดการระบบบัตรเครดิตทั้งด้านซอฟต์แวร์และฮาร์ดแวร์  
แต่ยังคงพบปัญหาความไม่เสถียรของระบบ โดยเฉพาะในช่วงเทศกาลที่มีการทำธุรกรรมจำนวนมาก 
ระบบมักหยุดชะงักและไม่สามารถให้บริการไดต้ามปกติ จากข้อมูลสถิติพบว่าช่วงเวลาที่ระบบเทคโนโลยี
สารสนเทศขัดข้อง (downtime) ส่งผลกระทบต่อการให้บริการของธนาคารพาณิชย์ มีค่าเฉลี่ยสูงถึง 
ครั้งละ 2 ชั่วโมง 15 นาที [5] ปัญหานี้ส่วนหนึ่งเกิดจากข้อจำกัดของเครื ่องมือเฝ้าตรวจสอบระบบ 
(monitoring tool) ซึ่งยังไม่สามารถตอบสนองได้ทันท่วงที เนื่องจากเครื่องมือที่ใช้ในปัจจุบันมุ่งเน้น  
การตรวจสอบสถานะของอุปกรณ์โดยรวม เช่น การทำงานของซีพียู หน่วยความจำ และพื้นที่จัดเก็บ
ข้อมูล แต่ไม่ได้วิเคราะห์เชิงลึกจากแฟ้มล็อก [6] เพื่อคาดการณ์ความผิดปกติได้ล่วงหน้า ส่งผลให้เกิด 
ระบบเทคโนโลยีขัดข้องเป็นเวลายาวนานและกระทบต่อผู้ใช้บริการในวงกว้าง 

ดังนั้นหนึ่งในแนวทางสำคัญในการแก้ไขปัญหาที่กล่าวมาข้างต้น คือการประยุกต์ใช้แนวคิด  
การเรียนรู้ของเครื่อง ซึ่งปัจจุบันเริ่มมีการประยุกต์ใช้การเรียนรู้ของเครื่องมาใช้ในงานด้านอุตสาหกรรม
การเงินและการธนาคารมากขึ้น [7] เพื่อเพิ่มศักยภาพในการตรวจสอบและคาดการณ์ความผิดปกติ  
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ในระบบทางการเงิน โดยเทคนิคการเรียนรู ้ของเครื ่องสามารถนำมาวิเคราะห์ข้อมูลจากบริการ  
ทางการเงินที่หลากหลาย [8] ช่วยให้การวิเคราะห์และการคาดการณ์มีความแม่นยำมากขึ้น ตลอดจน
สนับสนุนการวางแผนและการตัดสินใจได้อย่างมีประสิทธิภาพ [9] จากประเด็นปัญหาด้านสมรรถนะ
ของระบบบัตรเครดิตที่ยังขาดเสถียรภาพ และศักยภาพของการเรียนรู้ของเครื่องที่สามารถช่วยแก้ไข
ปัญหาได้ งานวิจัยนี ้จ ึงมุ ่งเน้นการบูรณาการทั ้งสองแนวคิดเข้าด้วยกัน โดยนำเสนอการพัฒนา
แบบจำลองเพื่อตรวจสอบความผิดปกติของระบบบัตรเครดิตในเครือข่ายอีดีซี ด้วยวิธีการเรียนรู้ของ
เครื ่อง เพื ่อปรับปรุงสมรรถนะของระบบให้มีความเสถียรเพิ ่มขึ ้น [10] รวมถึงช่วยลดโอกาส 
การหยุดชะงักของระบบ ซึ่งจะนำไปสู่การสร้างความเชื่อมั่นต่อผู้ใช้บริการได้อย่างมีประสิทธิภาพ ทั้งนี้ 
อัลกอริทึมการเรียนรู้ของเครื่องที่นำมาประยุกต์ใช้ประกอบด้วย ต้นไม้ตัดสินใจ (decision tree) ป่าสุ่ม 
(random forest) และเพื่อนบ้านใกล้ที ่สุด (K-nearest neighbors) โดยจะทำการเปรียบเทียบและ
ประเมินประสิทธิภาพของแบบจำลองทั้ง 3 อัลกอริทึม ด้วยค่าความถูกต้อง (accuracy) ค่าความแม่นยำ 
(precision) ค่าความครบถ้วน (recall) และค่าประสิทธิภาพโดยรวม (F-measure) [11, 12] 
 
วัตถุประสงค ์ 

1. เพื่อเปรียบเทียบและประเมินประสิทธิภาพแบบจำลองการตรวจสอบความผิดปกติของ  
ระบบบัตรเครดิตในเครือข่ายอีดีซี ด้วยวิธีการเรียนรู้ของเครื่อง  

2. เพื่อหาตัวแบบจำลองที่เหมาะสำหรับนำไปพัฒนาเป็นเครื่องมือที่ใช้ในการตรวจสอบความ
ผิดปกติของระบบบัตรเครดิตในเครือข่ายอีดีซี ด้วยวิธีการเรียนรู้ของเครื่อง  
 
วิธีดำเนินการวิจัย  

ขั้นตอนวิธดีำเนินการวิจยัประกอบด้วย 4 ขั้นตอน ดังภาพท่ี 1 
 
 
 
 
 
 
ภาพที่ 1 ขั้นตอนการดำเนินการวจิัย 
 

1. การรวบรวมข้อมูล (collected data) 
ข้อมูลที่ใช้ในการวิจัยครั้งนี้เป็นข้อมูลแฟ้มล็อกท่ีได้จากอุปกรณ์เครือข่ายของระบบบัตรเครดิต 

ในเครือข่ายอีดีซี รวมระยะเวลาทั้งสิ้น 5,014 ชั่วโมง ซึ่งประกอบไปด้วย 7 คุณสมบัติ ดังนี้ (1) จำนวน
รายการเข้า (2) จำนวนรายการออก (3) ขนาดของข้อมูลขาเข้า (4) ขนาดของข้อมูลขาออก (5) จำนวน 
การเชื่อมต่อสำเร็จ (6) จำนวนการเชื่อมต่อไม่สำเร็จ (7) จำนวนการเชื่อมต่อทั้งหมด ข้อมูลดังกล่าว 
ถูกผสานเข้ากับข้อมูลเหตุขัดข้องของระบบที่เกิดขึ้นในช่วงเวลาเดียวกัน จากนั้นได้ทำการติดป้ายกำกับ
สถานะการทำงานของระบบ (labeling) ให้กับชุดข้อมูล โดยแบ่งออกเป็น 2 กลุ่ม ได้แก่ สถานะปกติ 
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(normal) จำนวน 4,048 ชั่วโมง หรือคิดเป็น 80.70% และสถานะการทำงานผิดปกติ (abnormal) 
จำนวน 963 ชั่วโมง หรือคิดเป็น 19.30% หลังผ่านกระบวนการคัดเลือกและทำความสะอาดข้อมูล 
ได้ข้อมูลทั ้งสิ้น 5,011 แถว ที่พร้อมใช้เป็นข้อมูลอ้างอิงในการพัฒนาแบบจำลองการตรวจสอบ 
ความผิดปกติ 

2. การเตรียมข้อมูล (preparing data) 
2.1 การคัดเลือกข้อมูล (feature extraction) จากข้อมูลที่ได้จากแฟ้มล็อกของอุปกรณ์

เครือข่ายผสานกับการติดป้ายกำกับสถานะการทำงาน พบว่าทุกคุณลักษณะมีผลกับสถานะการทำงาน
ของระบบ (correlation analysis) ซึ่งประกอบด้วย 7 คุณลักษณะกับ 1 เป้าหมาย (target) โดย
รายละเอียดคุณลักษณะที่นำมาสร้างตัวแบบจำลองที่ในงานวิจัย แสดงได้ดังตารางที่ 1 
 
ตารางที่ 1 รายละเอียดคุณลักษณะที่นำมาสรา้งแบบจำลอง 
ลำดับ ชื่อคุณลักษณะ ชนิดตัวแปร คำอธิบาย 

1 จำนวนรายการเข้า Integer จำนวนรายการข้อมูลทีไ่ด้รับจากระบบประมวลผล 

2 จำนวนรายการออก Integer จำนวนรายการข้อมูลทีส่่งไปยังจากระบบ
ประมวลผล 

3 ขนาดของข้อมูลขาเข้า Integer ขนาดของข้อมูลที่ไดร้ับจากระบบประมวลผล 
4 ขนาดของข้อมูลขาออก Integer ขนาดของข้อมูลที่ส่งไปยังระบบประมวลผล 
5 จำนวนการเช่ือมต่อสำเร็จ Integer จำนวนการเช่ือมต่อกับระบบประมวลผลที่สำเร็จ 
6 จำนวนการเช่ือมต่อไม่

สำเรจ็ 
Integer จำนวนการเช่ือมต่อกับระบบประมวลผลที่ไม่สำเร็จ 

7 จำนวนการเช่ือมต่อท้ังหมด Integer จำนวนการเช่ือมต่อท้ังหมด 
8 สถานะการทำงานของ

ระบบ (เป้าหมาย) 
Binomial สถานะการทำงานของระบบ: 

การทำงานปกติ (normal) 
หรือ การทำงานผดิปกติ (abnormal) 

2.2 การทำความสะอาดข้อมูล (cleansing data) จากการตรวจสอบข้อมูลแฟ้มล็อก 
พบว่ามีบางแถวที่ประกอบด้วยค่าที่ขาดหาย (missing values) ซึ่งอาจส่งผลต่อความถูกต้องและ 
ความสมบูรณ์ของแบบจำลองที่พัฒนา จากข้อมูลที่รวบรวมได้พบว่ามี 3 แถว ที่เป็นพบความไม่สมบูรณ์
จึงทำการตัดแถวนั้นออกเพื่อรักษาคุณภาพของชุดข้อมูลให้มีความสมบูรณ์ คงเหลือข้อมูล 5,011 แถว 
ที่ใช้สำหรับการนำไปประมวลผลและวิเคราะห์ต่อไป 

2.3 การกำหนดค่าตัวแปร (variable declaration) ข้อมูลที่ได้จากแฟ้มล็อกเป็นข้อมูล 
เชิงตัวเลข (integer) ในขณะข้อมูลที ่ทำการติดป้ายกำกับสถานะการทำงานของระบบ (label)  
ถูกกำหนดให้เป็นตัวแปรแบบทวิภาค (binominal variable) โดยแบ่งออกเป็น 2 ค่า ได้แก่ สถานะ 
การทำงานปกติ และสถานะการทำงานผิดปกติ ทั ้งนี ้เพื ่อให้สามารถนำไปใช้เป็นตัวแปรเป้าหมาย 
(target variable) ในกระบวนการจำแนกประเภทได้อย่างเหมาะสม   
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3. การพัฒนาแบบจำลอง (modeling) กระบวนการพัฒนาแบบจำลองประกอบด้วย  
2 กระบวนการย่อย ดังนี ้

3.1 การออกแบบการสร้างแบบจำลอง งานวิจัยนี้ได้ออกแบบการสร้างแบบจำลองโดย 
การแบ่งข้อมูลใช้สำหรับฝึกและสำหรับทดสอบ 9:1 ซึ ่งใช้หลักการทดสอบแบบไขว้ทบ 10 ส่วน  
(10-fold cross validation) ทำให้ข้อมูลทุกส่วนจะถูกสลับเป็นข้อมูลสำหรับฝึกและข้อมูลสำหรับ
ทดสอบ วนจนครบ 10 รอบ ซึ่ง 10-fold เป็นค่าที่เหมาะสมกับจำนวนข้อมูลในงานวิจัยนี้ ข้อดีของ
เทคนิคนี้คือ ข้อมูลทุกตัวจะถูกใช้ในการฝึกและทดสอบ และยังช่วยลดความเอนเอียงของข้อมูลได้ด ี[13] 
สามารถอธิบายการทำงานของการทดสอบแบบไขวท้บ 10 ส่วน ได้ดังภาพที่ 2 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
ภาพที่ 2 การแบ่งข้อมูลแบบ 10-fold cross validation 
 

3.2 การพัฒนาแบบจำลอง งานวิจัยนี้ได้ประยุกต์ใช้อัลกอริทึมการเรียนรู ้ของเครื ่อง 
แบบมีผู้สอน ได้แก่ อัลกอริทึมต้นไม้ตัดสินใจ อัลกอริทึมป่าสุ่ม และอัลกอริทึมเพื่อนบ้านใกล้ที ่สุด  
ในการพัฒนาแบบจำลองสำหรับตรวจสอบความผิดปกติของธุรกรรมบัตรเครดิตในเครือข่ายอีดีซี  
โดยดำเนินการผ่านโปรแกรม RapidMiner ทั้ง 3 อัลกอริทึม แสดงได้ดังภาพที่ 3 
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ภาพที่ 3 การเช่ือมต่อเพื่อหาค่าประสิทธิภาพแบบจำลองทั้ง 3 อัลกอริทึม ด้วยโปรแกรม RapidMiner 
 

ต้นไม้ตัดสินใจ เป็นอัลกอริทึมการเรียนรู้ของเครื่องแบบมีผู้สอน (supervise learning) 
ที่นิยมใช้ในงานจำแนกประเภท (classification) ซึ่งเข้าใจง่ายได้ผลดีและเป็นรากฐานของป่าสุ่ม [14] 
โดยหลักการทำงานจะทำการแบ่งข้อมูลออกเป็นกลุ่มย่อยตามเงื ่อนไขที่กำหนด ผ่านการตัดสินใจ  
ในลักษณะ “ถ้า–แล้ว” (If–Then) ซ้ำไปเรื่อย ๆ จนได้ผลลัพธ์สุดท้าย การสร้างต้นไม้ตัดสินใจอาศัย
ฟังก์ชันวัตถุประสงค์ (objective function) เช่น ค่าเอนโทรปี (entropy) หรือค่าดัชนีจีนี (Gini index) 
ซึ่งสามารถอธิบายได้ดังสมการที่ 1 

                                                    𝐺𝑖𝑛𝑖(𝑡)  = 1 − ∑ 𝜌𝑖2𝑛

𝑖=1
                                            (1) 

โดยที ่
t  คือ โหนดที่ต้องการวัดค่า Gini 
n  คือ จำนวนคลาสทั้งหมดในโหนดนั้น 
Pi  คือ สัดส่วนของข้อมูลในโหนดที่อยู่ในคลาสที่ i  
     (จำนวนสมาชิกคลาส i หารด้วยจำนวนสมาชิกท้ังหมดในโหนด)  

การพัฒนาแบบจำลองโดยใช้อัลกอริทึมต้นไม้ตัดสินใจมกีารกำหนดคา่พารามิเตอร์จำนวน
ลำดับขั้น (maximal depth) และจำนวนโหนด (minimal leaf size) จากข้อมูลที่นำมาใช้ในงานวิจัย
พบว่า ค่าพารามิเตอร์ที่เหมาะสมคือจำนวนลำดับขั้นเท่ากับ 4 และจำนวนโหนดเท่ากับ 1 โดยได้ผล 
การพัฒนาแบบจำลอง แสดงดังตารางที่ 2 
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ตารางที่ 2 ผลการพัฒนาแบบจำลองโดยใช้อัลกอริทึมต้นไม้ตัดสินใจ 

จำนวน 
ลำดับขั้น 

จำนวน 
โหนด 

ค่าความถูกต้อง 
(ระบบไม่ปกติ) 

ค่าความแม่นยำ 
(ระบบไม่ปกติ) 

ค่าความครบถ้วน 
(ระบบไม่ปกติ) 

ค่าประสิทธิภาพ
โดยรวม 

1 1 80.78 0 0 0 
2 1 99.88 99.90 99.48 99.69 
3 1 99.84 99.69 99.48 99.58 
4 1 99.94 99.79 99.90 99.84 
5 1 99.94 99.79 99.90 99.84 
6 1 99.94 99.79 99.90 99.84 

 
ป่าสุ่ม เป็นอัลกอริทึมที่พัฒนาต่อยอดจากอัลกอริทึมต้นไม้ตัดสินใจ โดยเป็นการรวม

หลายต้นไม้ตัดสินใจ (ensemble learning) พบว่ามีหลาย ๆ งานวิจัยใช้อัลกอริทึมป่าสุ่มในการจำแนก
ข้อมูลแล้วได้ผลประสิทธิภาพสูง [15]  ป่าสุ ่มใช้วิธีการทดสอบกับข้อมูลชุดเดียวกันหลาย ๆ ครั้ง 
(instance) ผ่านการสุ่มตัวอย่างแบบมีการแทนที่ (bootstrap sampling) เพื่อสร้างชุดข้อมูลสำหรับ 
การฝึกในแต่ละต้นไม้ ทั้งนี้ในการสร้างต้นไม้แต่ละต้นจะสุ่มเลือกเฉพาะคุณลักษณะบางส่วน ( random 
subset of features) มาใช้ในการแบ่งข้อมูลที่แต่ละโหนด ส่งผลให้ต้นไม้แต่ละต้นมีความแตกต่างกัน 
สำหรับการทำนายผล ระบบจะรวมผลลัพธ์จากต้นไม้ทั้งหมดเข้าด้วยกัน และในการจำแนกประเภท  
จะใช้วิธีการโหวตเสียงข้างมาก (majority voting) เพื่อเลือกคลาสที่มีการโหวตสูงสุด 

การพัฒนาแบบจำลองโดยใช้อัลกอริทึมป่าสุ่ม ผู้วิจัยได้กำหนดค่าพารามิเตอร์จำนวน
ลำดับขั้น (maximal depth) เท่ากับ 4 ซึ่งเป็นค่าท่ีให้ผลลัพธ์ดีที่สุดของอัลกอริทึมเป็นค่าเริ่มต้น พบว่า
จำนวนต้นไม้ที่ให้ผลดีที่สุดเท่ากับ 50 ผลการพัฒนาแบบจำลอง แสดงดังตารางที่ 3 
 
ตารางที่ 3 ผลการพัฒนาแบบจำลองโดยใช้อัลกอริทึมป่าสุ่ม 

จำนวน 
ต้นไม ้

จำนวน 
ลำดับขั้น 

(ระบบไม่ปกติ) 

ค่าความ 
ถูกต้อง 

ค่าความ
แม่นยำ 

(ระบบไม่ปกติ) 

ค่าความ
ครบถ้วน 

(ระบบไม่ปกติ) 

ค่า
ประสิทธิภาพ

โดยรวม 
25 4 99.92 99.79 99.79 99.79 
50 4 99.96 99.90 99.90 99.90 
75 4 99.94 99.79 99.90 99.84 
100 4 99.94 99.79 99.90 99.84 
125 4 99.94 99.79 99.90 99.84 
150 4 99.94 99.79 99.90 99.84 
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เพ่ือนบ้านใกล้ที่สุด เป็นอัลกอริทึมการเรียนรู้ของเครื่องแบบมีผู้สอนในกลุ่มการจำแนก
ประเภท ซึ่งให้ค่าประสิทธิภาพสูงเมื่อใช้กับเทคนิคการทดสอบแบบไขว้ทบ (k-fold cross validation) 
[16] โดยหลักการทำงานคือการหาตัวอย่างข้อมูลที่มีความใกล้เคียงกับข้อมูลใหม่มากที่สุดจำนวน   
k ตัวอย่าง (neighbors) แล้วนำข้อมูลเหล่านั้นมาใช้ในการตัดสินใจเพื่อให้ได้ผลลัพธ์ กระบวนการ
คำนวณอาศัยการวัดระยะทางระหว่างข้อมูลใหม่กับข้อมูลทั้งหมดในชุดข้อมูลฝึก ( training data) 
จากนั้นเลือกตัวอย่างที่ใกล้เคียงที่สุดจำนวน k ตัวอย่าง และในการจำแนกประเภทจะนับจำนวนคลาส
ของ k ตัวอย่างนั้น ก่อนที่จะเลือกคลาสที่ปรากฏมากที่สุดเป็นผลลัพธ์สุดท้าย  สามารถอธิบายได้  
ดังสมการที่ 2 

                                                𝑑𝑖𝑠𝑡(𝑥, 𝑦)  =  √∑𝑖=1
𝑛 (𝑥𝑖 − 𝑦𝑖)2                                             (2) 

 
โดยที ่    
dist(x,y) คือ ระยะห่างระหว่างข้อมูลตัวอย่าง x กับตัวอย่าง  

 n       คือ จำนวนคุณลักษณะทั้งหมดของข้อมูลตัวอย่าง  
x       คือ คุณลักษณะตัวท่ี i ของข้อมูลตัวอย่าง x และ  
y       คือ คุณลักษณะตัวท่ี i ของข้อมูลตัวอย่าง y  

 
การพัฒนาแบบจำลองโดยใช้อัลกอริทึมป่าสุ ่มมีการกำหนดค่าพารามิเตอร์จำนวน  k 

อ้างอิงจากงานวิจัย [16] โดยได้ผลการพัฒนาแบบจำลอง ดังตารางที่ 4 
 
ตารางที่ 4 ผลการพัฒนาแบบจำลองโดยใช้อัลกอริทึมเพื่อนบ้านใกล้ที่สุด 
จำนวน 
k 

Cross 
validation 

ค่าความถูกต้อง 
(ระบบไม่ปกติ) 

ค่าความ
แม่นยำ 

(ระบบไม่ปกติ) 

ค่าความ
ครบถ้วน 

(ระบบไม่ปกติ) 

ค่า
ประสิทธิภาพ

โดยรวม 
1 10 99.92 99.79 99.79 99.79 

3 10 99.86 99.69 99.58 99.64 

5 10 99.90 99.79 99.69 99.74 

7 10 99.84 99.58 99.58 99.58 

 
4. การวัดประสิทธิภาพแบบจำลอง (evaluation) 

 การประเมินประสิทธิภาพของแบบจำลองในแต่ละอัลกอริทึมทีไ่ด้ โดยการเปรียบเทียบค่าที่
แบบจำลองทำนายกับผลลัพธ์ที่เกิดขึ้นจริง และแสดงในรูปแบบของตารางที่เรียกว่าเมทริกซ์สับสน 
(confusion matrix) ตารางดังกล่าวช่วยให้เห็นภาพรวมของความถูกต้องในการจำแนกแต่ละคลาส 
ตลอดจนสามารถระบุประเภทของข้อผิดพลาดที่เกิดขึ้นได้ โดยในงานวิจัยนี้กำหนดให้คลาสการทำงาน
ผิดปกติ (abnormal) เป็นกลุ่มที่ผู้วิจัยให้ความสนใจ (positive case) สำหรับรูปแบบตารางเมทริกซ์
สับสนแสดงได้ดังตารางที่ 5 
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 ตารางที่ 5 เมทริกซ์สับสน 

pred. \ true true abnormal true normal 

pred. abnormal (Postive Case) TP FP 

pred. normal FN TN 

 
โดยที ่   
TP คือ ค่าที่โปรแกรมทำนายถูกตอ้ง (ข้อมูลการทำงานผิดปกติ ทำนายว่าการทำงานผดิปกติ) 
TN คือ สิ่งที่โปรแกรมทำนายถูกตอ้ง (ข้อมูลการทำงานปกติ ทำนายว่าการทำงานปกติ) 
FP คือ สิ่งที่โปรแกรมทำนายไม่ถกูต้อง (ข้อมูลการทำงานผิดปกติ ทำนายว่าการทำงานปกติ) 
FN คือ สิ่งที่โปรแกรมทำนายไม่ถกูต้อง (ข้อมูลการทำงานปกติ ทำนายว่าการทำงานผดิปกติ) 
 
ค่าความถูกต้อง (accuracy) เป็นการประเมินโดยดูภาพรวมว่ามีค่าความถูกต้องของคลาส

การทำงานผิดปกติ (abnormal) อธิบายได้ดังสมการที่ 3 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙) =
TP+TN

TP+TN+FP+FN
                                           (3) 

 
ค่าความแม่นยำ (precision) แบบจำลองที่มีค่าความแม่นยำสูง หมายถึง ผลการทำนาย 

ตรงกับค่าความเป็นจริงของคลาสการทำงานผิดปกติ (abnormal)  อธิบายได้ดังสมการที่ 4 

          𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙) =
TP

TP+FP
                                              (4)    

 
ค่าความครบถ้วน (recall) มีลักษณะคล้ายกันกับค่าความแม่นยำ แต่จะหารด้วยค่าที่ทำนาย

ที่เกิดขึ้นจริง โดยค่าความครบถ้วนของคลาสการทำงานผิดปกติ (abnormal) อธิบายได้ดังสมการที่ 5 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙) =
TP

𝑇𝑃+𝐹𝑁
                                                  (5) 

 
ค่าประสิทธิภาพโดยรวม (F-measure) เป็นค่าที่ใช้วัดความแม่นยำของโมเดล โดยเป็น 

การหาค่าเฉลี่ยแบบ harmonic mean ระหว่างค่าความแม่นยำ และค่าความครบถ้วน อธิบายได้ดัง
สมการที่ 6 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2 x (Precision x Recall)

(Precision+Recall)
                             (6) 
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ผลการวิจัย 
ผลการวิจัยในการประเมินประสิทธิภาพการจำแนกข้อมูลการทำงานของระบบบัตรเครดิต  

ในเครือข่ายอีดีซี ใช้ชุดข้อมูลจำนวน 5,011 ชุด ประกอบด้วยคุณลักษณะ (feature) จำนวน 8 ตัวแปร 
และคลาส (class) จำนวน 2 ประเภท ได้แก่ กลุ ่มข้อมูลปกติ และกลุ ่มข้อมูลไม่ปกติ โดยใช้วิธี 
การทดสอบแบบไขว้ทบ 10 ส่วน สำหรับผลการจำแนกข้อมูลทั้ง 3 อัลกอริทึม ด้วยค่าพารามิเตอร์ 
ทีเ่หมาะสม ให้ผลลัพธ์ตามตารางที่ 6 
 
ตารางที่ 6 ผลการจำแนกข้อมูลโดยใช้วิธีการทดสอบแบบไขว้ทบ 10 ส่วน (10-fold Cross Validation) 
ต้นไม้ตัดสินใจ accuracy: 99.94% 

 True abnormal True normal Class precision 
Pred. abnormal 962 2 99.79% 
Pred. normal 1 4,046 99.98% 
Class recall 99.90% 99.95%  
ป่าสุ่ม accuracy: 99.96% 

 True abnormal True normal Class precision 
Pred. abnormal 962 1 99.90% 
Pred. normal 1 4,047 99.98% 
Class recall 99.90% 99.98%  
เพ่ือนบ้านใกล้ที่สุด accuracy: 99.92% 

 True abnormal True normal Class precision 
Pred. abnormal 961 2 99.79% 
Pred. normal 2 4,046 99.95% 
Class recall 99.79% 99.95%  

 
จากตารางที่ 6 พบว่าแบบจำลองที่สร้างจากอัลกอริทึมป่าสุ่ม มีความถูกต้องในการทำนายว่า

ระบบผิดปกติมากที่สุดคือร้อยละ 99.96 ค่าความแม่นยำร้อยละ 99.90 ค่าความครบถ้วนร้อยละ 99.90 
และค่าประสิทธิภาพโดยรวมร้อยละ 99.95 รองลงมาเป็นอัลกอริทึมต้นไม้ตัดสินใจ มีความถูกต้องใน 
การทำนายว่าระบบผิดปกติร้อยละ 99.94 ค่าความแม่นยำร้อยละ 99.79 ค่าความครบถ้วนร้อยละ 
99.90 และค่าประสิทธิภาพโดยรวมร้อยละ 99.95 และอัลกอริทึมเพื่อนบ้านใกล้ที่สุด มีความถูกต้อง 
ในการทำนายว่าระบบผิดปกติร้อยละ 99.92 ค่าความแม่นยำร้อยละ 99.79 ค่าความครบถ้วนร้อยละ 
99.79 และค่าประสิทธิภาพโดยรวมร้อยละ 99.94 ตามลำดับ  
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เมื ่อเปรียบเทียบทั ้ง 3 อัลกอริทึม พบว่าอัลกอริทึมป่าสุ ่มมีประสิทธิภาพโดยรวมสูงที่สุด 
โดยเฉพาะในด้านค่าความถูกต้องและค่าความแม่นยำที่คงที่และมีค่าสูงกว่าอัลกอริทึมอื ่นเล็กน้อย  
ซึ่งสะท้อนถึงความสามารถในการจำแนกข้อมูลที่มีความเสถียรและน่าเชื่อถือมากกว่า ดังนั้นจึงสามารถ
สรุปผลตามแนวคิด predictive modeling ได้ดังภาพที่ 4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ภาพที่ 4 การเปรียบเทียบประสิทธิภาพการจำแนกข้อมลูด้วย 3 อัลกอริทึม 
 

จากภาพที่ 4 ตัวแบบจำลองที่สร้างจากอัลกอริทึมป่าสุ ่มที่มีความถูกต้อง ค่าความแม่นยำ  
ค่าความครบถ้วน และค่าประสิทธิภาพโดยรวมด้วยโปรแกรม RapidMiner โดยใช้วิธีการแบ่งข้อมูล 9:1 
ด้วยการทดสอบแบบไขว้ทบ 10 รอบ 
 
อภิปรายผลการวิจัย  

การเปรียบเทียบประสิทธิภาพการจำแนกข้อมูลสถานะการทำงานของระบบทั้ง 3 อัลกอริทึม 
พบว่าอัลกอริทึมป่าสุ่ม ร่วมกับวิธีการทดสอบแบบไขว้ทบ 10 ส่วน ให้ผลลัพธ์ที่มีประสิทธิภาพสูงที่สุด  
โดยถ้าพิจารณาโครงสร้างของป่าสุ่มพบว่ามีโครงสร้างแบบต้นไม้หลายต้น (ensemble) และใช้คา่เฉลี่ย
จากต้นไม้หลายต้น ส่งผลให้มีความแม่นยำสูงและลดโอกาสการเกิด overfitting ได้ดี สอดคล้องกับ
งานวิจัย [15, 17] ที่พบว่าเทคนิคการจำแนกข้อมูลด้วยอัลกอริทึมป่าสุ่มให้ประสิทธิภาพในการจำแนก
ข้อมูลได้ดีกว่าทุกเทคนิคท่ีนำมาเปรียบเทียบ 
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งานวิจัยนี ้เป็นการสร้างต้นแบบจำลองสำหรับตรวจสอบการทำงานของระบบบัตรเครดิต  
ในเครือข่ายอีดีซี โดยอาศัยข้อมูลจากแฟ้มล็อกของอุปกรณ์เครือข่าย ซึ่งเก็บคุณลักษณะของรายการ  
บัตรเครดิตที่ผ่านเข้าออกระบบประมวลผล ผลการวิเคราะห์พบว่า คุณลักษณะต่าง ๆ ของข้อมูลมีผลต่อ
การทำงานของระบบอย่างมีนัยสำคัญ เนื ่องจากหลักการทำงานบัตรเครดิตในเครือข่ายอีดีซีนั้น  
ทุกรายการจะมีการส่งเข้าไปประมวลผลและส่งกลับไปที่ตัวเครื่องเพื่อแจ้งสถานะผลการอนุมัติรายการ 
ซึ่งสามารถนำข้อมูลที่ผ่านเข้าออกผ่านอุปกรณ์เครือข่ายนั้นวิเคราะห์ถึงการทำงานของระบบได้ วิธีการ
เรียนรู้ของเครื่องสามารถจำแนกข้อมูลจากแฟ้มล็อกได้อย่างมีประสิทธิภาพ สอดคล้องกับงานวิจัย  
[15, 18] การประเมินประสิทธิภาพของการจำแนกแฟ้มล็อกของไฟล์วอล  โดยอัลกอริทึมป่าสุ ่มให้ 
ความแม่นยำสูงสุด 
 
สรุปผลการวิจัย 

การพัฒนาแบบจำลองในครั้งนี ้พบว่า อัลกอริทึมป่าสุ ่มเป็นแบบจำลองที่เหมาะสมสำหรับ  
การตรวจสอบความผิดปกติของระบบบัตรเครดิตในเครือข่ายอีดีซี โดยใช้ข้อมูลแฟ้มล็อกจากอุปกรณ์
เครือข่ายอีดีซี จำนวน 8 ตัวแปร ได้แก่ (1) จำนวนรายการเข้า (2) จำนวนรายการออก (3) ขนาดข้อมูล
ขาเข้า (4) ขนาดข้อมูลขาออก (5) จำนวนการเชื ่อมต่อสำเร็จ (6) จำนวนการเชื ่อมต่อไม่สำเร็จ  
(7) จำนวนการเชื่อมต่อทั้งหมด และ (8) สถานะการทำงานของระบบ ตัวแปรเหล่านี้สามารถบ่งช้ี  
การทำงานของระบบบัตรเครดิตได้อย่างมีนัยสำคัญ ผลการประเมินช้ีให้เห็นว่า อัลกอริทึมป่าสุ่มสามารถ
จำแนกข้อมูลที่สะท้อนถึงการทำงานที่ไม่ปกติของระบบได้อย่างแม่นยำ โดยมีค่าความถูกต้องใกล้เคียง
กับความเป็นจริงในระดับ 99.90% การปรับค่าพารามิเตอร์ที่เหมาะสมนั้นสามารถช่วยเพิ่มประสิทธิภาพ
การจำแนกข้อมูลได้และช่วยลดการใช้ทรัพยากรระบบได้ อย่างไรก็ตาม การเลือกใช้อัลกอริทึมหรือ 
การปรับค่าพารามิเตอร์ต่าง ๆ นั้น ขึ้นอยู่กับข้อมูลที่นำมาใช้ในการสร้างแบบจำลอง ดังนั้น ผู้วิจัยควร
พิจารณาศึกษาและเปรียบเทียบอัลกอริทึมการเรียนรู้ของเครื่องประเภทอื่น ๆ เพื่อเพิ่มประสิทธิภาพ 
ในการจำแนกข้อมูล และนำไปต่อยอดพัฒนาเป็นเครื่องมือสำหรับตรวจสอบความผิดปกติของระบบ  
ในลักษณะเดียวกันได้อย่างมีประสิทธิผลมากยิ่งข้ึน 
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