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Abstract

This research aims to develop an image classification model using
Generative Adversarial Networks (GANs) to improve image retrieval and interpretation
through natural language processing. This technology generates new content by
learning from existing data and producing outputs similar to the original samples.
The study's sample data is drawn from the Flickr 30K dataset, consisting of 158,915
entries of images and natural language descriptions. A sample size of 384 entries was
determined using Cochran's formula with a 95% confidence level and a 5% margin
of error. The data was split into training and testing sets at a ratio of 80/20 to optimize
the model's performance in image interpretation. The model's performance was
evaluated based on the similarity between the Al-predicted outcomes and the
images with descriptions and validated by Al experts. The test results showed an
accuracy of 82%, a recall of 78%, and a precision of 80%, indicating the model's
effectiveness in interpreting images based on natural language descriptions. This
research has commercial applications, such as automatic image categorization on
social media or image retrieval in large-scale databases. Future model development
should focus on improving recall to enhance completeness and better meet user
needs.

Keywords: image classification, deep learning, natural language, GANs
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nsduungUunmdunislusnuiidenuddygsdunnussiagnavnssy 1wy
N1395393990eN1NTUNNE 1133 IANUUABANY WANITATITABUAMNNKHANSTEUN
Hustu wieehalsAaismsduungunmitlddningdadidesiinlunsinnuanumneves
sUamlagaziden laslanzidloldlunsussidiuorsuainionuidnvesnmidanandu
wm5I3H (abstract concept) nielunsdiiuin sunss @ vioanuiidnudnvassedus
(low-level features) MavsAUsznaUYDsAWTTaLaY silildarunsaazioundnuvg
Bednvesgunmlaegnegnees [1]

nsihdyarvszvgunlddulueanissuungdam iwv'?amiﬁsmﬁugﬂmw
HUATN555UY7R (Natural Language Processing, NLP) Wunilslumeluladfiveliluna
ansadlauarduunaumnevessunwllndifsatunisinnuvesyvdund sy
LU n1519 convolutional neural networks (CNNs), support vector machines (SVMs)
¥3 random forests [2] usiegndlsfinaInnisAnyaudde [3] nuimsussananan il
Snwaiziamy 1y 39 d viednvanBeituiideiBn1s machine leaming inaniinsd
Fodrnlusuanuannsalunsieuduasianueamnevesnwiidudeu Tnsiany
oghdadletoyaiinruibuuussaugs Bmamdrdenaliaunsalinadwsiim vy
3359 1d deep learning L% generative adversarial networks (GANs) Wag variational
autoencoders (VAEs) [8] GANs wag VAEs Dunilslumeluladildlu generative Al Fadu
nsasadonlmlagldlaafizousondoyasuuy (du suaw e uiedomam) e
a¥edslmifindrendaiu Tne GANs 1iulueaildsuanudeunnlunsaiianmuas e
[1] ynidediferdesiudyguseiviidadieassd wu snideves Karas uazamy [8]
WU GANs anunsaaianwidiauazidongslilaednunniifuazauas luvaisil VAES
gntdlunisadreninlug muideves Kingma wag Welling [5] sjautiufinnsld VAEs titeain
awlvsiitlismegluyadeyaiineusy feismatrsiadeys iliaunsoadrenmid
anuvanvaeiielIeuiisuside wuin GANs singnldlunsaireanmiidaanings
uaziinrwanads Tnglanizeg198991uideves Radford wagamy [4] 16t GANs anlily
nsadrslaaanis dauilnadanmsaairsdemnuiiiaugndesuazindofiogs
HogalanafiinislityyuseAugidaiasraiedonin JUA M viododu 9 uana
Fansnadi 1
Inguszash
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Tuag Uszam nsldanu ALAY

DreamFusion GANs @519 3 JRanndennd  assluwa 3 4@

StyleSDF GANs  msasunnalagnng o a$unmiidaumainalad

YOLOV8 CNNs  msdwunguam WalLnTuan YOLOVS

Stable diffusion  VAEs a%wmwﬁﬁﬂmqua N15USUUTIAUNINTDININ

DALL-E GANs  a519nnandeniny #5190 1MANTBANY

StyleGAN GANs a%wquﬂﬂaﬁauﬁn a%wmwﬁﬁmmazlﬁamqa
25aiun159Y

v

Fupeundnuoansifedd
1. nseenuuUliAa GANs
o wuseanuaesdaunan leun Generator (G) uay Discriminator (D)
Fovhmihiiaisuazuenuerdeya
o Generator @a319¥ayaluiannisguauaznergulideyadanuue
AREAReUTeYaIT
o Discriminator wenuszindeyalafuvesaiuasdeyalafiadratu
2. MIlwTEuTeya
o Mndoya Flickr30k filnmuazmedunenimuszney
o MurnrInngufeg1alagldaun1s Cochran 1 afivunvwIANgy
Fegreiimnzan
3. MsAnluAa GANs
o uwusfeyailuyaflnuasyanaaeuludnsndu 80/20
o i Generator ua Discriminator H1uNIAwar T MU oy ilols
aodlumavinusuAuauAnnsUuUaTsEanEam
4. MTINAMUARIYARINUVBININLAZAIBBUILANGIY cosine similarity
o 14 cosine similarity lun1sAwiuANAa1EadsEninLInmevastaya
flasretuuazdoyanie
o Wisuifisumnumileuszninedusserenmiiaiislag Al fudeyasie
Wleinuszavsnimuesluing
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5. MIsvadeulazNTInUsEIliunalung
o Tar1auuiug (precision), A1N5I3ENAY (recall), WarA1AUYNABDS
(accuracy) vasluing
o UsnilunanisFendunmuaznisdugiusssnsfiaindutumusseslu
YAUoya

o

NYALLDYAVBITUNDUNTNAFBULATUSL I UNA LA A 9T

1. n1seanuuulanaa GANs

Funoun1saiauuUIaesae GANs 13U Generator ingeuainsdoyad
Adendstudoyaaennnsguen way Discriminator vimilugnuszindeyalaanain
Generator uazdayaladudoyativ ihwmngvesnsiinduisandluinaiiae 1 Generator
annsaaisdoyaiilndifvaiuteyasidltuinian wagli Discriminator amnsausnuey
Iaagnauiugn Iny Objective Functions ¥83 GANs aansawdsuluguresdydnuainig
adinAansle Awandluauns (1) uag (2)

Objective functions = mingmaxpV (D, G) (1)

V(D,G) = Ex-pyyqlogD(x)] + Ex-p,z[log (1 — D(G(2)))] 2)

ol
ming: fio mMamAgavesilaidudiniu Generator
maxp: A MImAunanvesitandudmsu Discriminator
V(D,G): e ileduildlunisiln GANs
G(2): fio %aagaﬁa%wa%mm Generator tngi z Judeyadu
D(x): fio Amnninazdudl Disciminator venindeya x Wuteyatis
Espyppa ) 719 FhLaﬁamaaﬂqﬁ%’uﬁﬁwmmmﬂmﬁLL'«Janmaqsﬁagaﬁa x

Exp,z: fo Anadsvesilidduiidinnminnisuaniasesteyadu z
Paata(x) :  fie msuanuasanuiiaziduvesdoyadss
P,(2): Ao Nswanuasutasdurestoyady
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2. Man3eudaya

PAdelalidoyannyadeyammsgiu Flickr3ok [6,7] Faduiidenlunsidedy
ATAST9AID5UNBAIN Im&ﬂuﬁuwﬁamﬁﬁ]“ﬁﬁﬂa%mamwLL‘U‘U%%’J (augmented image
captions) LLa”I“‘lIEJ”NEN (coreference chains) 744 axlean1snaadwouifiieafuly
MeBunefiunnsstu dmsunmidendu fadeliamisassydunianisnandsdenin
Tunmldognadmau sideiflduauniniomn 158915 am siteldluniswmuilumg
NMFAT A0 U

lunisAwinvuiangudlege g 33ulddmguiues Cochran (1963) unld
Faguiidungdmiunsdunannaiedidunsdiivssnsivuelvguarlingy
FadrunnuulsusiuvesUszans (p) iudueu Tneg3deldduinuazidonvuinngs
fageianun 384 0 uinduganisiindu 80% wazyanaday 20% Lieldlunisusediy
Usednsnimvodluna GANs AsaNnis (3) uag (4)

z2.p.(1-p)
' ez
Tngd
M= VUANGNFBE1TUF
Z = Aunnsgu z (9 1.96 dmuseiuanudesiu 95%)
p = dndnuszrnsfinninasia (gu 0.5 mnlinsuauuew)
e = AnunaAdouTivensuld (9 0.05)

mﬂﬂgumeuumnq’us“haa'wﬁm%’uﬂizﬁmmﬁﬁéumm 158,915 518015 wagldan
AuiEasiu 95% (Z=1.96) MAuAaInwasuTisons Ul 5% (e=0.05) wazlinsudndau
Uszrnsiutuoudsld p=05 dsfuarnnsimandieannis Cochran agldsiuundy
FroganmunwiiU 384 A HadNEINANSALIMLEnsluELNNS (4)

(1.96)2.0.5.(1-0.5) 3.8416.025
ny = = = 384.16 (4)
0.052 0.0025
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Ml 1 fedretoyanguiiedng (dataset) Manvanganyadeya Flickr3ok

3. nsinlaaa GANs

14938311 Kaggle 1914 Google Colab Areflaridu load_data Wienaaeuluina
Tngasaluna GANs FaUsznaudie generator fiad19n1muag discriminator g wunAIN
3 mazn mUasunleWentu build generator ag build discriminator waginluina
sheiladdu train_gan (M3iinlunaazldteyafinuaznaaeulumasmeteyanaaey Jeise
Iousntoyaiduyaiin (train) wagnaaeu (test) ludndau 80/20) niouuanuanisiniu
witae epoch [19,20] Tuiinamitadradeilaidu save imgs

HAGNEAINN1TAN GANs vIbiAnn1sHna1auazdmanen (adversarial) 551319
Generator Wag Discriminator fvilisaosdrudinsusuussuasFouslunsentuaundy
Generator 93@13150a31399 0y At Taanmlnd A sadudoyaassuay Discriminator
wausokenuerToyaTsuarteyaUaeuldfay
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4. MFINAUARILATINUVBINTNUAZAIDSUIIAINARY cosine similarity:

NIANUIAIAT cosine similarity quULLUUL’JﬂLmai‘ TF-IDF (term frequency-inverse
document frequency) [9] %amaﬁwa‘%gﬂﬁmmumﬂsLLuu (similarity score) ‘-ﬂ’]ﬂ@ﬂi"d@%’]
AuanssziumNAdIeAGTENIemUTIEEaIN Al Lazdusseslugadeyaainunlles
audfuAazuuuild Fsazdaglianunsavszifiuszansanveslunaldegiagndos
wUEg NMINANNAAIEARIUBITDAINY cosine similarity Lansluauns (5)

A.B
Cosine similarity = ——— (5)

lA[.I[BIl
1aeh
A uag B Wunnmes TF-IDF vesassdeniny
AB Ju dot product s¥mins@eannmes
IlA]l waz ||B]] Duvuisvaannmasudazd (norm)

nsfinnsanimadnsmesuefiadduiumesusasaiuinundrondoiell
axldinausinisruunen Threshold vas similarity fidnwiniu 0.5 il

1. ¥InAUAS18AE(similarity) 11nnTnS Bwin U LneT T Avua 0.5
(threshold > 0.5) TEednduwan (Positive) Fsazdenmesuefiauiumesueass
HruAduaa

2. wnauAdEAas (similarity) toeninAwnasiiinue 0.5 (threshold < 0.5)
Tdoinduau (nesative) Fsazfoindmesuefiantuiusesueasslifinuadionds

5. NSNAFBULALN1SUSLLIUNS
AdeilagldnisAuiuainnuuiug) An1siSenau uazAAugnees [6, 8]
Fanadnsnlananddmdiudeninualunsavedanalunisasiasasuigainaunis (6) - (8)

ANAYINLI (precision) Ae dnduvesiegniivhungdnduuinfigndeuiiaieu

fUTIUIUFIDE1ITYIN U INTUUINT LA

TP
Precision = ———— (6)
TP+FP

AnSunAY (recall) AB ﬁmdawaaﬁaaﬂwﬁL‘ﬁumﬂﬁgﬂé’faﬂLﬁaLﬁwﬁmﬁ’mw

ADYIMUINTIIUA

TP
Recall = — (7
TP+FN
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AANLgNABY (accuracy) Ao dndiuvesiiegiiuegnieuilaiisufiuiiuiy
R ERNSEE

TP+TN
Accuracy = (8)
TP+TN+FP+FN
Tnei:
TP = True Positives (S1uausegnfilumainnedngnies (Juuin) uazgnsies
MUTOYANAFOUITI)
TN = True Negatives (S1uiusegsfiliaariineinldly (Uuav) uazgnéies
MUTOYANAADUIIIY)

FP = False Positives ($1uausegnsiilnmavinuneingnsies (Wuuan) usiiislsl
n3IRNNTByanaaeU)

FN = False Negatives (Srususheghsiluaavinnedlaly (Huav) wifialing
AUMUTBYANAFOU)

NaN15398

MnranFIdeildinaia GANs lunisadremesuienimainyadeya Flickr3ok
wuI leaaunsaas1eAtesuiennlaeg1ediuss@nsnim Ineldnssuaunisilnaduluna
shemsulsyadeyasenifuyaiindu 80% (307 M) uazyANAABy 20% (77 Am) Litels
Tumasuinisidonlosseminsnimuasdeiunsetnauiug) msussidiulszavinimues
Tuwavdanstlnunandliiiumauusiugiegil 829% uazaniSenduegi 78% Fadlviidiu
dﬂ,mmammﬁav‘l”]mMm%mamwﬁgné’mlﬁaﬂﬁqﬁﬂ’aﬁﬁgg UBNANHHANTIATIEN
wanBaAIANRanaalusIuIuTeg 19T usRanain (false positive, FP) wazfiaae14
aufivhwieRanana (false negative, FN) s‘ﬁa%ﬁﬂamaiumw%’uﬂqﬂumat.ﬁmﬁmmm
wslugB et

A15197 2 NansnadsULarN1TInUsIUUSEANS NN URIluAg

SruIuAWVAdEUR VA TP FP FN TN
a4 35.45 .77 10 26.15

AN (precision) 82%

ANsanAY (recall) 78%

A1IANINABY (accuracy) 80%
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nsUssiiunnugniesvesdesuisiiadrstulagldaianuadsadssning
fosursnmitadlnelinauaziesunenmiiuiade nadwsildvdinuedonddy
szauge Ingdlan similarity score 1900371 0.90 Tuvangnw W awvesmsiudaiaduag
Mywesnunsnnes Fauandiiiiuinlunaausadugmeduienmlfedsduszansnm
nsnaaevd fusufisdnennues GANs lunisadrsmesuieniwiidanuaenndosiu
Foyanmazsendlndidss Fswansnaaeuuaninadnslumssi 3

A19719% 3 D\Iaﬂ’]i‘VlG]GEJUIlILfﬂaﬂ’]ﬁ‘\c]”]LL“IJﬂEIJﬂ']WW]@Jﬂ’J']JJWJJ’]EJLLﬁ%ﬁ’]EJ%U’]‘EJﬂ’]W

mwm“l‘*vmaav Aesu1enImanele Similarity score
a man driving a green tractor while
) 0.91672711730003357
wearing a safety vest
two dogs interacting with each
0.92926058292388916
other on a paved road.
a colorful drawing of a rainbow
) 0.97672711730003357
with red, yellow, green, and blue
a woman is shown holding a
. ) 0.90208024561405182
kitchen utensil
a group of ballet dancers
o ) 0.9162032449245453
performing in a studio
three people, two wearing casual
0.9264212667942047

clothes and one in a cap, jumping

afusIENaNITIVY

iAfeilsossu SDG mnadl 9 Munsduaiuuasiamgramnssuiidsdude
ui’mﬂﬁmala Inef3delivaaeuliiiuninuainsaves GANs “Lumﬁuﬁsvmwmmaz
fesune Jeaenndesiunures $n3und duAsausnd was ﬂmqwg Aiunna [7]
Fdmssasiumaszninsnnuazn esssuea Aussansnm siseidiianuunnsing
9101514 variational autoencoder (VAE) model 484 Nattawuttisit Lag Chantron [10]
Adfunsudasteyanimsnonindhsta fazdmmamsalumsaenmidfiandudeuls

oeslsfianslilinng GANs TusmAdeissddositauisusens wu deyailldss
InANIvaInanEsviliAnAuEwes mode collapse 1o Generator a%wafﬁaagaﬁ'
Friutes vseasitayalusunuuifgaiu %aﬁﬂﬁ%@gaﬁﬁ%’wmﬂmmumﬂ‘wmaLLas
1@JawmsamamqmgﬂLLuumaasﬁaaﬂaﬁgﬂwmié’ uananil GANs flalanasauiisuminiu
Tunafildf transformer-based 8€19 BERT w3e GPT TumsadrereSunedidudisuldotig
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fusgansam dslunuddvlusuannisyadunisidssuiisvlunamaiiiive uhanld
Ufuusmenenasesvennuideiilinseiuanudesnisvesldunngdu

#3UNaN1339Y

nmsitasuudassedsinuindulumutngussasdiingd giselaldinost
N151AANUARIEARITUYBININUALAIOTUILAINAINNITAIUINUAT cosine similarity Tu
sULUULINIAeS TF-IDF fanadwsazgni3oamuannziuy (similarity score) angslusin
WARITEAUALATIEARITENTINAIUTIENEIN Al kazAusseslugadeyaanunliley
pdduAAzLLuld nansUszfiuUssansnmvesling GAN feyateyanageu lag
mimmaaulﬁﬁﬁwﬁu@%wwé’huﬁmmmszﬁwﬁ MnuansiakasUszifiulauanald
wiudluna GAN anansaaiadesuieandidanumnelndidsaiuduatuiilinageu
TnglanauusiuguasnisSonfulussiunnugniasdlusedud Fmansifodannse
Uszgnaldidandledle 1wy msdavmnavyzunmsalud@ludediny vidensdumsunm
Tundsdayavuslng) uie aunsoilunailuvssgndlddmiulama transformer-based
083 BERT 130 GPT dwisunsaddesuneiiiudduiielilunaiiszansamanniu
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