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Abstract

Nakhon Si Thammarat Province is a source of bird's eye chili for export but faces drought
and low prices. In addition, farmers are unable to set their prices. Therefore, the purpose of
this research was to examine appropriate machine learning models for predicting the price of
bird's eye chili in Nakhon Si Thammarat province. The appropriate model can be used in the
development of a model for predicting the price of bird's eye chili and plant planning in the
Pak Phanang River Basin. The data used in this research was historical data on the climate and
the price of bird's eye chili between 2010 and 2020, provided by the Meteorological Station and
the Provincial Commercial Office, Nakhon Si Thammarat province, respectively. The machine
learning models used in this research were linear regression, K-nearest neighbor, and random
forest. The results of the model's efficiency evaluation by estimating the mean absolute error
(MAE) were 11.71, 11.43, and 9.68, respectively. As a result, the random forest is a suitable
model for predicting bird's eye chili prices in the Nakhon Si Thammarat region. Moreover, the
prediction price from the random forest is found to be closed to the actual price of the bird's
eye chili monthly average price.

Keywords: model, machine learning, prediction, price
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