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Analysis of Weather Forecasts for the Control of Electrical Energy on Farms
with the Learning of the Neural Network.
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Abstract

This experimental research aims to develop a model to analyze weather forecasts
for the control of electrical energy on farms. The research was led by the Learning Theory
of Neural Networks applied to the sample data, which was collected from the Meteorological
Department of Thailand during the years 2560 - 2561, including temperature, rainfall and
humidity. The processor compares the current data analysis, and predicts the probability
of weather ahead for the control of electrical energy on farms. It is organized in several
layers to form a spread (3-3-3) with a bias of 0.178 which is appropriate for data analysis of
weather forecasting. The average accuracy is 93.1%, and the errors of classification is 6.9%
and the mean square error (MSE) is 3.88461%. Findings can be applicable for academic
knowledge or agriculture farms further.

Keyword: Neural Network, Weather Forecast, Data Analysis, Agriculture Farm
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