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Abstract — This paper reports an experience of human-
assisted process to extract metadata from Thai
documents. Nowadays, a number of Thai archives are
placed online for sharing increasingly because the
Internet infrastructure is powerful preserving and
sharing knowledge require appropriate processes.
Metadata, data about data, is a very useful information
technology today because it helps users to differentiate
significant from non-significant documents. The manually
harvesting of these metadata elements is highly labor-
intensive, costly and time-consuming then automated is a
key to successful preservation. The experiment, a
prototype system by using Case-based Reasoning
algorithm for metadata extraction is introduced. Cased-
based Reasoning is an approach in artificial intelligence
that differs from other approaches. The Thai metadata
extraction were performed on some Thai articles which
content related to sufficient economy and Thai folk
wisdom and was evaluated the approach by using the
standard precision, recall and f-measure indices. The
study illustrated that this approach helps knowledge
workers in a domain to come together, share educational
material and greatly reduce the labor work of metadata
creation process.

Keywords — Case-based Reasoning, Metadata, Dublin
Core, Information Extraction.

1. INTRODUCTION

This section contains the background and problem
description of the study. With the growth of the Internet and
related tools, there has been a rapid growth of online
resources. However, lack of metadata available for these
resources stops their dissemination on the Internet [5].
Metadata can help resource discovery, according to Doane’s
estimation [17] a company’s use of metadata in its intranet
may save about $8,200 per employee by reducing employee
time for searching, verifying, and organizing the files.
According to Rosenfeld’s presentation in the DCMI 2003
workshop [2], it would take about 60 employee-years to
create metadata for 1 million documents.

Realizing the benefits of metadata, most modern
digital libraries support processes for manually metadata
extraction as part of the publication process [4, 13]. However,
metadata does not exist for legacy documents that mostly
have the form of scanned images either in Portable Document
Format (PDF) format or some image formats. There are good
commercial tools for scanning and applying Optical

Character Recognition (OCR) to generate an electronic
version of a document. Nevertheless, there is a lack of good
tool that can take an electronic version of a scanned
document and extract the metadata from the document [24].
The process of creating metadata manually is expensive,
labor-extensive and time-consuming [3] for a large collection.
The costs for manual metadata creation make a great
inspiration for creating the automated metadata extraction
tools.

Manually extracting metadata from Thai electronic
documents has many problems. Three problems that are
worthy to mention are variety of Thai electronic document
formats, time-consuming and quality of extracted metadata.
Regarding to a problem on variety of Thai electronic
document form, the electronic documents gathering from
various sources have various layout and forms. The
information, we want to extract, are not in the same position.
In relevant to a problem on quality of extracted metadata, the
metadata produced by manually metadata extraction may
contain errors both from original documents and error from
human entering data. To obtain a high quality metadata, the
extracted metadata should be reviewed carefully. However,
manually reviewing all extracted metadata could be time-
consuming and costly. The problem of time-consuming is
described perfectly in Rosenfeld’s paper in the DCMI 2003
[2], it would take about 60 employees per year to create
metadata for one million documents. The costs for manual
metadata creation make a great case for the automated
metadata extraction tools. This paper proposed case-based
reasoning and dublin core metadata to solve these problems.

Besides the three problems from a paragraph, the
automatic Thai metadata extraction can be the cause of
problem in the study. The reason of difficulty on automatic
Thai metadata extraction is characteristic of Thai language as
sentences are written as a long series of characters without
word or sentence markers [15]. The Thai alphabet consists of
44 consonant 32 vowels 4 tone marks and there is no capital
letter. There are no changes in word form or word inflection
as an expression of tense, case or gender; word ordering plays
an important part in determining the syntactic role of word.
The same form of words in different positions contains
different syntactic properties and therefore conveys different
meanings [8]. To express tense and case, additional words
often are inserted to clarify the meaning. Thai grammar does
not follow the extended projection principle, as found in
English, where a sentence must have an overt subject. The
subject can be omitted even if it is pronominal; this
characteristic is referred to as null subject parameter. Thai
contains relatively few headwords. Many Thai words are



formed from a combination of different nouns, verbs and
auxiliaries to form compound nouns [9]. This paper proposed
information extraction that suitable for Thai language to solve
this problem.

The rest of this paper is organized as follow. Section 2
provides a brief related works. Section 3 describes proposed
framework, followed by a description of the experimental
results in Section 4. Discussion is discussed and conclusion is
drawn in Section 5 and 6 respectively.

2. RELATED WORK

This section aims to explore case-based reasoning and
information extraction. Besides, this one describes details of
metadata and dublin core metadata element set.

2.1 Case-based Reasoning

Case-based Reasoning (CBR) [1, 11] is an approach in
artificial intelligence that differs from other artificial
intelligence approach [23]. Instead of depending on general
knowledge of a domain or depending on knowledge gained
by deduction from rule of a problem domain, CBR depends
on knowledge that is previous experience of problem solving
[20]. In CBR, new problems are solved by remembering
solution to problem which is similar to the current problems
[10]. As the problem cases and the remembered cases are
often not perfectly matched cases the remembered solutions
are modified in a way that at least parts of the case can be
used. This process is known as the case adaptation. The set of
CBR principles are defined as a cycle composing four
activities called the CBR cycle as shown in Figure 1.
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Figure 1 Case-based reasoning cycle

The CBR cycle was developed by Aamodt [1]. An initial
description of a problem is a new case. This new case is used
to RETRIEVE a case from the database. The retrieved case is
combined with the new case through REUSE into a solved
case. Through the REVISE process this solution is tested for
success. During RETAIN, useful experience is retained for
future reuse, and the database is updated by a new learned
case.

Problem solving using CBR is more effective than other
Al approaches [7] because of the following reason. Increasing
problem solving efficiency, the problem solving process does
not start from the blank. The appropriate solution is taken to
derive the current problem. A similar new problem will recall
the store solution of the similar problem. Better quality of
solution, in Rule-Based reasoning, rules will be uncompleted
when principle of domain is not well understood and the
formulations of complex rules of some domains are difficult.
But CBR allows problem solving informally, in such domain
as cases capture associations between situations, solutions
and outcomes. The solution suggested by cases may be more
accurate than suggested by chains of rules [6]. User
acceptance, because the solutions are on the basis of what
really happened it is likely to be more confidently accepted
[16].

2.2 Information Extraction

Information extraction is one of the Natural Language
Processing (NLP) tasks. The purpose of information
extraction, in terms of the NLP domain, is to create a system
that process the digital documents written in any of the
natural languages and identify essential information. The
information extraction system can be known as a set of
linguistic tools and resources that used to perform specific
task related to the NLP. In general, the information extraction
system can be presented as a black box (Figure 2) that uses
linguistic resources to implement a given task. A user passes
documents in a natural language to the information extraction
system and receives the result of the processing. The results
depend on the task characteristic.
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The common architecture of information extraction
system consists of 4 main modules (Figure 3). The general
architecture of IE systems is based on a pipeline processing
where set of modules is executed in given order. An output of
one module is an input for another. The order in where
subsequent modules are executed is essential because some
modules provide or require information required or provided
by other modules. Depending on the task specification and
the language characteristic different types of modules are
plugged into the pipeline.
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Figure 3 Common Architecture of information extraction

2.3 Metadata

This section presents the concept and significance of
metadata usage. Nowadays, knowledge management has
become a vital challenge. There are knowledge is placed in
huge computer system in the form of digital documents.
Digital documents can be based on individual stand-alone
document files such as Adobe PDF, MS Word and MS
PowerPoint documents or on internal document types in the
computer system. Usage of digital documents has introduced
many new sharing and efficiency dissemination knowledge.
However, usage of computer systems can easily limit
knowledge sharing while the correct documents are difficult
to locate. With a fast increasing collection of documents,
locating the correct document becomes more challenging.

The simple definition of metadata is ‘‘data about data”’.
According to Metadata Basics [27], metadata is data that
provides information about documentation. Metadata is also
machine understandable information for the web. In the
digital environment, the representative role of metadata is the
key because many resources are not easily browse and others
do not carry clear data about themselves. Metadata can be
used to give descriptions of the document. These descriptions
can be a part of the data used for document querying and
retrieval. This is allowing new users to gain knowledge of the
existing recourses and their most central characteristics.

2.4 Dublin Core

Dublin Core is a short form Dublin Core Metadata
Initiative (DCMI) [25]. Dublin Core was developed in 1995
metadata workshop which is sponsored by the Online
Computer Library Center and the National Center for
Supercomputing Application. The objective of Dublin Core
development is to advance the state of the art in the
development of metadata records for networked information
resources. The outcome of the first workshop is the set of 13
metadata element which is called Dublin Core Metadata
Element Set (DCMES). Dublin Core has gained the special
importance among the resource description communities
[25].By the third workshop, Dublin Core is upgraded to 15

metadata element. The Dublin Core Metadata Element Set
includes: Title, Creator, Subject, Description, Publisher,
Contributor, Date, Type, Format, Identifier, Source,
Language, Relation, Coverage, and Rights. The details of
each element are shown in Table 1.

Table 1 Detail of element set

Field Description
Title A name given to the resource.
An entity primarily responsible for making
Creator
the content essence of the resource.
. The topic of the content essence of the
Subject
resource.
. An account of the content essence of the
Description
resource.
Publisher An entity responsible for making the

resource available.

An entity responsible  for  making
contributions to the content essence of the
resource.

Contributor

A date associated with an event in the life

Date
cycle of the resource.
The nature or genre of the content essence of
Type
the resource.
Format The physical or digital manifestation of the
resource.
- An unambiguous reference to the resource
Identifier . .
within a given context.
A reference to a resource from which the
Source ; .
present resource is derived.
A language of the intellectual content
Language
essence of the resource.
Relation A reference to a related resource.
The extent or scope of the content essence of
Coverage
the resource.
. Information about rights held in and over the
Rights

resource.

Each Dublin Core element is optional and may be
repeated. The DCMI has established standard ways to refine
elements and encourage the use of encoding and vocabulary
schemes. There is no prescribed order in Dublin Core for
presenting or using the elements.

3. METHODOLOGY

This section describes the methodology of the automatic
Thai metadata extraction. The methodology composed of
three main components: case retrieval module for comparing
problem case and stored case, metadata generating module
for automatically extracting metadata from electronic Thai
documents, and metadata verification module for identifying
and correcting the errors in extracted metadata. The
architecture of the system is shown in Figure 4.
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Figure 4 Architecture of system

3.1 Case Retrieval Module

A case retrieval module is used for a comparing problem
case and a stored case using Nearest Neighbor Retrieval
(NRR) technique [19]. NRR is a technique to measure how
similar the target case comparing to a source case. It processes
retrieval of cases by comparison of a collection of weighted
attributes in the target case to source cases in the CBR library.
If there is no matched case in the CBR library, CBR system
will return the nearest matched source case. The return of the
nearest case match can be represented by the following
Equation.

Similarity (T,S) = Zn:f(Ti,Si) *Wi (1)

i=1

Where T is the target case, S is the source case, n is the
number of attributes in each case, i is an individual attribute
from 1 to n, f is a similarity function for attribute i in cases T
and S and W is the importance weighting of attribute i. The
equation of the NNR represents the sum of similarity of the
target case to the source case for all attributes multiplied by
the importance weighting of individual attributes. The CBR
system therefore retrieves a meaningful case that may provide
a detailed solved problem description to a new problem.

3.2 Metadata Generating Module

A metadata generating module is responsible for
automatically extracting the metadata from Thai electronic
documents. In the research, Thai keywords that matched with
Dublin core categories will be extracted into database. For
example, the header of student thesis abstract, as shown in
Figure 5, is roughly detected fifteen keywords which are Title,
Creator, Subject, Description, Publisher, Contributor, Date,

Type, Format, Identifier, Source, Language, Relation,
Coverage and Rights
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Figure 5 Thesis header

After analyzing the header of thesis abstract, the system
can easily identify the boundary of each part by using special
symbols (e.g. :’) and keyword markers (e.g. |Title|, |Creator|,
|Subject|, |Description|, |Publisher] and |Date|). Thus, the
system can create an analyzed structure of thesis abstract by
using those boundary markers as a part separation point. After
extracted the metadata, the metadata verification module will
help users identifying and correcting the error in extracted
metadata in order to obtain a high quality metadata.



3.3 Metadata Verification Module

The extracted metadata may contain errors both from the
metadata generating module and original documents. To gain
a high precision metadata, it is necessary to identify and
correct the errors before using the metadata [3]. The proposed
framework is an integrated mechanism in order to help users
to correct the errors. Regarding to errors in metadata creation
module, the system may not be able to extract some
documents due to incompleteness of source case or defect in
the documents. In this process, the system will display error
messages from metadata creating module to guide users for
correcting the errors. The users make a decision to response
with the errors. There are many sophisticated methods that can
be employed in order to help the users detecting and
correcting the errors. The good choice is to use a spelling
correction technique [21] to detect errors and suggest the
correction.

4. EXPERIMENTAL

The experiments with Thai metadata extraction are
performed on the various sources which content related to
sufficient economy and Thai folk wisdom. These documents
are written in original Thai language without using words
originate from English language or words standardize by The
Royal Institute (TRI), an institution concerning academic
matters as the compilation and publication of dictionaries,
encyclopedias, terminologies and taxonomies. Because this
system and its techniques can process data using original Thai
words only.

4.1 Test Cases

The typical approach for testing a metadata extraction
system is to create a perfect metadata by expert for comparing
with the results. Unlike English, standard data set in Thai are
not yet available for evaluating metadata extraction system.
However, in order to observe characteristics of the proposed
methodology, Thai documents where content related to
sufficient economy and Thai folk wisdom, including Thai
theses (D1.TT), news (D2.NW), columnist’s article (D3.CA),
academic papers (D4.AP), articles concerned with royal words
(D5.RW) and text books (D6.TB) are collected to make the
data sets. Each data set consists of 500 documents, and
document sizes range from 1 to 10 pages. There are
collaboration from a student in the Faculty of Humanities of
Naresuan University for collecting the documents from
various sources, such as from the Internet, conference
proceeding and newspaper.

4.2 Evaluation

The results are evaluated by using three widely used
methods [18] composed of Precision, Recall and F-measure
indices. Let Ra is the number of correctness extracted
metadata, A is the number of ideal extracted metadata and R is
the number of extracted metadata in actual answer. Precision
of the algorithm can be calculated as the fraction between the
numbers of correctness extracted metadata and the number of
ideal extracted metadata. In this research work, the Precision
index is defined as

Ra
P isi =— (2)
recision

Then, the Recall index is the fraction between the numbers
of correctness extracted metadata and the number of extracted
metadata in actual answer; that is,

@)

Finally, the average value of the Precision and Recall
indices called “F-Measure index” can be calculated as follows:

_ (1+B?)*Precision * Recall @)
P~ BZ*Precision + Recall

B is a factor which is used to adjust weight between
Precision and Recall indices. Two other commonly used F-
measures are the F, measure which weights Recall twice as
much as Precision and the Fqos measure which weights
Precision twice as much as Recall. In this research, B is
defined as 1 because Precision and Recall are evenly
weighted. This F; measure is also known as the Harmonic
mean specified by

2*Precision * Recall 5
F — measure = i )
Precision + Recall

4.3 Results

In experimental result, the experiments are performed on a
standard benchmark with the manually extracted metadata that
generating by expert in metadata extraction of Naresuan
University. In data analysis, there is collaboration from Thai
metadata extraction experts of Naresuan University to check
the correctness of results. The experimental evidence has
provided that the proposed algorithm gives acceptable
performance. Table 2 shows the summary of evaluation results
from the system comparing with the existing metadata.



Table 2 Experimental result

Result of the proposed system Result of manually extracted
Data set — —
Precision Recall F-measure Precision Recall F-measure

D1.TT 90.78 91.52 91.15 83.64 84.32 83.98
D2.NW 75.77 86.24 80.67 70.39 80.12 74.94
D3.CA 65.32 82.44 72.89 72.26 91.20 80.63
D4.AP 89.88 90.98 90.43 80.67 81.66 81.16
D5.RW 62.31 89.99 73.63 67.58 97.60 79.86
D6.TB 85.36 87.16 86.25 78.12 79.77 78.94
Average 78.24 88.06 82.50 75.44 85.78 79.92

From Table 2, the average results of precision, recall and
f-measure from the proposed system are better than from
manually extracted metadata 2.80% (78.24% - 75.44%), 2.28%
(88.06% - 85.78%) and 2.58% (82.50% - 79.92%),
respectively. The experimental results show that using the
proposed methodology can reduce the labor work of metadata
extraction process. Further, experiments on larger number of
documents are needed to determine the performance of the
system.

5. DISCUSSION

According to the definition of the previous three measures,
these measure indices are direct performance measures how
well metadata extraction does [18]. In general, the Precision
index is used to indicate direct correctness of metadata
extraction. For both Recall and F-measure indices, they do not
directly indicate metadata extraction performance. However,
they are useful for indirect correctness measure of metadata
extraction. Either Recall index or F-measure index is one of the
most important performance measures in information retrieval
system. Actually, the F-measure index represents the
compromise between the Precision and Recall indices.

Moreover, the framework and architecture of the research
can be applied with some Asian language that characteristic
similar to Thai language such as Chinese Japanese and Korean.
But the techniques used in algorithm design must be adjusted
to be suitable for those languages [12, 22].

6. CONCLUSION

In this paper, the framework for automatic metadata
extraction from electronic heterogeneous Thai documents is
presented. There are many researches on metadata extraction
problems. However, in Thai, we are in the initial stage of
developing mechanism for automatic metadata extraction. It is
a challenge to extract metadata in Thai documents, because
they are extremely different from documents written in
English. The structure of written Thai is highly ambiguous,
which requires more complex techniques than are necessary to
perform comparable metadata extraction tasks in most
European languages. The experimental result suggested that
using the proposed framework is efficient and contains high-
precision metadata extraction. The results with 3,000
documents show that using this system can reduce the labor
work of metadata creation process. The system performs the

level of precision at 62.31% - 90.78% depending on the
characteristic of the input.
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