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      ABSTRACT - This paper proposes an algorithm for 

training the artificial feedforward neural networks 

(ANN).  The least cross-correlation (LCC) principle is 

applied for optimizing the weights of the neural 

networks.  The weights of the network are perturbed with 

the Gaussian distribution random vectors. The cross-

correlation matrix between squared-error difference and 

the perturbation vector is used for weight adjustment. 

The Exclusive-Or and 3 Bit Parity problems are selected 

for a primary evaluation of the algorithm. The results 

show that the LCC can outperform the most of well-

known algorithms but it is inferior to the Levenberg-

Marquartd algorithm (LM) for the case of training 

success which the networks are having 2 to 4 layers.  The 

consistency and generalization properties of the LCC 

trained networks are much better than that of the LM 

trained ones.  Although they are trained with different 

initial conditions, the LCC trained networks still produce 

similar output values when the input vectors are not in 

the training set. The LCC algorithm can be a promised 

one for the application of ANN on VLSI circuits 

including the small memory microcontrollers because it 

uses very little memory resource in the order of kilobytes. 
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1. ����� 
     K�ก��LMก ��(���&)��*�� ����+�� ���ก����!����
�
�$��	ก ���	�
�� (Levenberg-Marquartd Algorithm) [1] W��
)�
�*X����ก����!��+Y��.��$�
��������Z�กK�. LMก ��(���&)��
*�� ����+�� ��ZY��W�ก�*X����ก����!��+Y ����[*���
�,�
��.�
���\
����+�
����)��-� #� [2] !̂Y��-�ก��*��$�)��0-����ก 
(�������
��+ก��&����
��� (Newton_s Method) (���-��
�
��1����	�����$��!Y���������ก 	̂��1����	�����$ ��&���)�
�
��,������ก-���� ����+�ก
)�   �ก���+���	  (Gradient)   ���  
�a� +̂Y�������ก 	̂ (Hessian Matrix) ����-���$ ก��LMก ��
(���&)��  �.
����ก����!����
��$��	ก���	�
����0� �+&�0����
ก��*���
�,��+Y �̂$ .̂�����K�.������ก�K�ก��*���
�,�
��ก ��ZY��*�+�$��+�$ก�$ก��LMก ��(���&)���.
����ก����!�
�ZY�d �+Y��#)$��Z0�e��ก���-��
��)��ก���+���	 ��)� Gradient 
descent backpropagation (GD), Gradient descent with 
adaptive learning rule backpropagation (GDA) ��� Gradient 
descent with momentum backpropagation (GDM) �*X��.� 
ก��LMก ��(���&)��(��ก���-��
��)��ก���+���	 W������
ก���*�+Y���*���)��
��,������ก-���� �� !̂Y� �$
)� ��ZY��)�
�
��,������ก-���� ����)�+ก���*�+Y���*�� 
��+ก��*��$�)�
�0-����ก(��ก���-��
��)��ก���+���	W���) ����[*��$�)�
�0-����ก��. �����0� ��ZY�K�.(���&)������� ����[*��$�)�
�0-����ก ��ZY�K�.��.�)��0-����ก�+Y����� � ก��*��$�)��0-����ก
(�����กก�� ก���$ก
��)��0-����ก�$$ 1)� ��.�ก) 
��+ Linear 
Random Search Algorithm [3] 
��+ Weight Perturbation 
[4][5][6[7][8][9][10][11] 
��+ก���$ก
��)��0-����ก�$$ 1)��+Y
[#ก�-�� �����)��+0 �+���กก���-����(����Y
�* �Z� ก�� 1)��)�
�.��d �$ก
��)��0-����ก&��(���&)��  )�,�K�.�)��
��
,������ก-���� ���+�)��*�+Y���*�� W�ก��0�W!�*������)�  
�ก���+���	 ��.W�กก���*�+Y���*��&���)��
��,������ก-����
 �� ก��*��$�)��0-����ก�.
�
��+�+0 �+&�0����ก��*���
�,�K�
��)����$ (epoch) �.����ก �����0� ก��*��$�)��0-����ก�.
�
���กก��ก���$ก
��)��0-����ก W!�[#ก�-��**���1ก�	K�.K�ก��
 �. � � ( � � � &) � � * � �  � � � �+ � � �. 
 � �1 * ก � �	 � � � �\ � ก            
(analog hardware) ��ZY��W�ก�1*ก��	���)��+0�+��)
��
��W-�
�.�� ��) ����[*���
�,���.�.
��
����\
 #� W�ก������

���
���ก���+Y,)���� �$
)� ก��*��$�)��0-����ก�.
�
��+ก��
�$ก
��)��0-����ก W�ก-����K�.�)�ก���$ก
��*X��)��.�� d 
��Z�ก-����&��� (amplitude) &���)�ก���$ก
��*X��)����+Y 

!̂Y��*X�&.�W-�ก��K�ก�����)��0-����ก�+Y����� �&�����ก����!�
���)���0�  
     �����0� K�$��
���+0  W!��-�� �����ก����!�LMก ��
(���&)��*�� ����+�� !̂Y�*��$�)��0-����ก�.
����กก�� ก��
�$ก
��)��0-����ก (��ก-����K�.&���&���)�ก���$ก
��+
��ก"��ก��ก��W����
�*� 1)��$$�ก� 	̂� +̂Y�� �+����������	
�
$�1�ก��ก��W����
&��&���ก���$ก
� �Z� �)��$+Y���$�
����e�� (Standard Deviation) &��&���ก���$ก
� ��� 
K�.
��+ � ������	�&
.�.�� 1� (Least Cross-Correlation, LCC) 
&��,��)�����
)���)��
��,������ก-���� ��ก�$�)�ก��
�$ก
� ��ZY�*��$�)��0-����กK�.��.�)��0-����ก����� 1��+Y��.W���  
      ��
�������r"s+�Z0�e��ก��K�.
��+ � ������	�&
.�.��
 1�K�ก��*��$�)��0-����ก��.�+������ก���!ก"��
.��.
K�
$��
�� A Global Optimization Method Using Gaussian 
Distribution Perturbation  [12]  ��Z�ก�)�
��.
)�$��
��w$�$
�+0�*X�ก���-�
+�+ก���+Y�!ก"��
.K�$��
��  [12]  ��
*���1ก�	K�.��ZY�LMก ��(���&)��*�� ����+��  
      W�กก������� �$
)� ก��ก-�����)��$+Y���$�����e���+Y
����� �K�.ก�$�)�ก���$ก
�  W��-�K�.(���&)�� ����[��
�)��0-����ก����� 1���.�
���\
�����)��-� ��)��0��+0��ZY���.
�
&.�W-�ก��&���
����
&����Z0���ZY��K�$��
���+0  ���W�
�-�� �����กก��&��
��+ก�����&.���ก�)��(����Y
�*&��
,�����	ก��LMก ����+�$ก�$���ก����!��+Y�*X��+Y�#.W�ก�+ก)�� 
 )
�ก���!ก"�,�&��ก���*�,������������	ก����+���#.���
ก � � ก � � W � � �� 
 & � � & � � � & � � �) � � $ ก 
 �  �+Y �+ , � �) �
*�� ����������*�� ����,��+Y�+&��(���&)��W�������K�
$��
���+กw$�$��!Y������.� 
 

2. ����ก���	ก
��
#�$% !�&กก��
!
&�'&��(��� � ��
)# 
      
��+ก��LMก ��(��K�.���กก�� � ������	�&
.�.�� 1� 
LCC �+Y� ��K��+Y�+0�+&�0��������-���$ ����[�&+����.�*X�
&�0�����+Y 1 [!� 7 ��� ����[� ���*X� �ก���+Y (1) [!� (7) 
����+Y� ���
.����)��*�+0 
 
 
 



&�0��+Y 1   �-�ก���-��
��)��
��,������   ก-���� ��&��       
             (���&)�� ��� �ก���+Y(1) ��ZY��ก\$�
.K�.��
W �$ 
             ก���#)�&.� #)�-���$ ���K�.K���ZY���&�+YW���1�LMก 
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��,������ก-���� ���w�+Y��*X��+Y 
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&�0��+Y 2 �-�ก�� 1)��)��
ก����	 ∆� 

&�0��+Y 3 �-�ก���$ก
��)��0-����ก&��(���&)���.
� � · ∆�  ��0�    
            �.��$
ก����.���$���� �� K� �ก�� (2) ��� (3) 
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&�0��+Y 4 �-�ก���-��
�   �)��
��,������ก-���� ��&��  
           (���&)���+Y[#ก�$ก
��)��0-����ก�.
� � · ∆� ��0��.�� 
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ก����.���$���� �� K� �ก�� (4) ��� (5)  
 

            ε���� � ��	
 � �
 
#��
�

���
                          �4� 

 

            ε��"� � ��	
 � �
 
%��
�

���
                          �5� 

 

&�0��+Y 5 �-�ก���-��
��)�,��)��&���)��
��,������ก-���� 
             �� (∆ε), �-��
���.��� �ก���+Y (6) 
 

                  ∆ε � ε���� � ε��"�                                �6� 
 

&�0��+Y  6 �-�ก��*��$�)��0-����ก(���&)�� (��K�.���กก�� 
 � ������	�&
.�.�� 1� ���
)��,��)���)��
��
,������ก-���� �� (∆ε) ก�$�)�ก���$ก
� �� · ∆�)  ���
 �ก���+Y (7) 

 

              �(�� � �( � ) · ∆ε · �∆�                              �7� 
 

&�0��+Y 7  �.��ก��$�*�-�&�0��+Y 1 
 

(���+Y �x��ก"�	K� �ก���+�
����������+Y� ���
.
����)��*�+0 
ε��(�  �Z� ,��
��
��,������ก-���� �� ��ZY��)��0-����ก �Z� �� 
ε���� �Z� ,��
��
��,������ก-���� �� ��ZY��)��0-����ก �Z�  �� 
ε��"�  �Z� ,��
��
��,������ก-���� �� ��ZY��)��0-����ก �Z� �" 
+                �Z� W-��
� ����กK��
ก����	�)��0-����ก 
K               �Z� ���0��+Y*��$�)��0-����ก 1,2,3,....  

�� �Z� �
ก����	�)��0-����กก)��*��$�)�    

�� �  ��,� �,� … �,� ! 
�(��   �Z�  �
ก����	�)��0-����ก����[#ก*��$�)� 

��   �Z� �
ก����	�)��0-����ก�+Y[#ก�$ก
��.��$
ก 

�� � �� � � · ∆�
�  ���� ��� … ��� ! 

�"   �Z� �
ก����	�)��0-����ก�+Y[#ก�$ก
��.���$ 
�" � �� � � · ∆�

�  ��"� �"� … �"� ! 
	
    �Z� �)�����	�1��+Y�.��ก�� &��&.��#�����1�LMก �� �-���$�+Y p 

�)��0-����ก �Z� ��� LMก ��(���&)�� 
�
 
#   �Z� �)�����	�1�(���&)��&��&.��#�����1�LMก �� �-���$�+Y p 

��ZY� �)��0-����ก �Z� �� 
�
 
%   �Z� �)�����	�1�(���&)��&��&.��#�����1�LMก �� �-���$�+Y p 

��ZY� �)��0-����ก �Z� �" 
�
 
�   �Z� �)�����	�1�(���&)��&��&.��#�����1�LMก �� �-���$�+Y p 

��ZY� �)��0-����ก �Z� �� 
-      �Z� W-��
�����1�LMก ����0���� 
�    �Z� �)����+Y�
$�1���ก"��ก��ก��W����
�*� 1)� 
∆�    �Z�  �
ก����	ก���$ก
� �+��ก"��ก��ก��W����
�*� 1)�

�$$�ก� 	��+��*�ก�� (Normal Gaussian Distribution) �+�)�
�$+Y���$�����e����)�ก�$ 1.0 

� · ∆�  �Z�  �
ก����	�)�ก���$ก
� �+��ก"��ก��ก��W����
�*� 1)� 
�ก�^	�^+Y�� (Gaussian Distribution) �+�)� 
�$+Y���$�����e�� ��)�ก�$ �     

∆.     �Z� ,��)�����
)���)��
��,������ก-���� ��&���)��0-����ก
�+Y[#ก�$ก
��.��$
ก �� � � · ∆�) ����)��
��
,������ก-���� ��&���)��0-����ก�+Y[#ก�$ก
��.���$
 �� � � · ∆�� 

)              �Z�  �)������ก����+���#. 

      W�ก �ก�� (7) �*X� �ก��*��$�)��0-����ก (��K�.
��+
 � ������	�&
.�.�� 1����
)��,��)���)��
��,������ก-����
 �� �∆ε� ก�$�)�ก���$ก
� �� · ∆��  W���\�
)�K��1ก&�0����
ก)��ก��*��$�)��0-����ก(���&)�� W���)�+ก���-��
��)�
��1����	K�d !̂Y��-�K�.&�0����ก��*���
�,���) �̂$ .̂����ZY�
�*�+�$��+�$ก�$���ก����!��ZY�d �+Y*��$�)��0-����ก(��ก��
��1����	��ZY��-��
��)��ก���+���	 W!��-�K�.*������������ก�
K�ก���-��
� ��ZY��-� �ก���+Y (7) �����)��w�+Y���Z��)�
����
�� (Expect Value) ��� �ก���+Y (8) 

 

/��(�� � /��( � ) · ∆ε · �∆�                      �8� 
 

     W�ก �ก���+Y (8) K�&���+Y�-�ก����W�����+0 ���ก-����
��W�����+YW1� �( W1�K�W1���!Y� �����0����W���\�
)�W1� �( ��0�
�*X���
�*����+Y�� ����)&!0���#)ก�$ ) · ∆ε · �∆� �����ZY�



��W�����W�	 ) · ∆ε · �∆�  W���\�
)� ��
�*� ) ��0� �+�)����+Y
��) �*�+Y���*�� �����0�   �ก���+Y  (8) W!�[#ก�&+��K��)���
 �ก���+Y (9)   
 

 /��(�� � /��( � ) · /�∆ε · �∆�                       �9� 
 

      ��ZY���W���� �ก���+Y (9) ���W� ���ก�
)���ZY� � ������	

���
)�� ∆ε  ��� �∆�  ��0��+�)��*X��#��	 ����[�&+���*X�
 �ก���+Y (10)  

 

/�∆ε · �∆�  � 0                                       �10� 
 

      �-� �ก���+Y (10) �����K� (9) W��*X�,�K�. ก��*��$�)�
�0-����ก��0���)&!0���#)ก�$ก���$ก
� � ��K� �ก���+Y (11) 
 

/��(�� � /��(                                      �11� 
 

      �+YW1��+0 ����)��
��
)� �(�� W��+�)���)�ก�$ �( ������
����
��
)� /�∆ε · �∆�    W��+�)��*X��#��	 !̂Y���Y� �Z� ,�ก��
�$ก
��)��0-����ก��0��+Y�*X�����.��$
ก�������.���$K�.,�
&���)��
��,������ก-���� ���+�)���)�ก�� ��Z� ε���� �
ε��"� �*X�,��-�K�.�)� ∆ε �+�)���)�ก�$�#��	 
      [.���ก
)������W����K�ก��+�+Y  ∆ε · �∆�  �+�)��*X�$
ก 
�)��� ��
)� ก���$ก
��)��0-����กK��.��$
ก �*X�,�K�.�ก�� 
ε���� �+�)���กก
)� ε��"� �+Y�ก��W�กก���$ก
��)��0-����กK�
�.���$ W�ก �ก���+Y (7) W���\�
)� K�ก��+�+0 �)��0-����กW�[#ก
*��$K�.���)�����)�ก�$ ) · ∆ε · �∆� �����������$
)� ��ZY�
∆ε · �∆� �*X�$
ก ��0��ก��W�กก���$ก
��)��0-����ก�.��$
ก
�*X�,�K�.�ก���)��
��,������ก-���� ����กก
)�ก���$ก
�
�)��0-����ก�.���$ ε���� 3 4��"� W���\�
)�ก���-���)��+0 �*X�

��+ก�����)������ ��+ก
��+ก����!Y� (���+Y�)��0-����ก�+0 W�[#ก
*��$�&.����)� d ��!Y� !̂Y��*X�,�K�.�)� � ������	�&
.���
)�� 
∆ε   ��� �∆ �  �+�)��*X��#��	 �.
����1�+0������ W!���+�ก
��+ก���+Y
K�.K�ก��*��$�)��0-����กK�.ก�$(���&)��*�� ����+�� �$$�+0

)�  
��+ก�� � ������	�&
.�.�� 1���Z���+�ก�)� d ��.�*X� LCC 
(Least Cross-Correlation) &�K�. ���ก�
)� ก���#)�&.� #)�)��+Y
����� ��+Y 1� (Optimum Point) !̂Y��*X��-���$&��ก�����)�
����� ��+Y 1���0� ��)K�)�-���$��+�
ก�$ก��K�.
��+ก���+Y��#)$�
�Z0�e��&��ก���-��
��)���1����	 �-���$&��
��+ก���+Y� ��
�+0W���#)  � W1��+Y  /�∆ε · �∆�  � 0 ��)K�)W1��+Y  �)��ก���+���	 
��Z� 5� 67

6
 � 0 �-���$�+Y��ก�)��ก���+0 W�� ��K�.��\�
���Y�����K���
&.�[���*  
 

3. ����ก���#��������ก���#��� 
      ��ZY��*�+�$��+�$*�� �������&�����ก����!� LCC W!��-�
ก � � � �  � $ LM ก  � � ( � � � &) � � �. 
 � �� � ก � �� �! �  LCC 
�*�+�$��+�$ก�$���ก����!� ����)��*�+0  

• LM (Levenberg-Marquartd backpropagation) 

• GDA (Gradient descent with adaptive learning rule 
backpropagation) 

• GD (Gradient descent backpropagation) 
     ���ก����!� LM, GDA ��� GD ��0� �*X����ZY���Z� 
(Toolbox) K�(*��ก�� MATLAB [13] (��K�ก���� �$
W��-�ก��LMก ��(���&)��W�ก��0� 4 ���ก����!� (��K���)��
���ก����!��+Y�� �$W��+ [�*~��ก����+Y���Z��ก�� (���+Y��)
�� [�*~��ก���&����)�����ก����!�W�[#กLMก ��W-��
� 
10 ��$ (��ก-������ZY���&ก��LMก ��(���&)���+Y*�� $
�
�� -���\W �Z� �+�)��w�+Y��
��,������ก-���� �� (Mean 
Square Error:MSE) �.��ก
)���Z���)�ก�$ 0.001 ����+W-��
�
��$ก��LMก ����)�ก��  60,000 ��$ (epoch) ���[Z�
)� ก��
LMก ��(���&)���+Y�+�)��w�+Y��
��,������ก-���� ����กก
)� 
0.001 ����)���$ก��LMก ��(���&)����กก
)� 60,000 ��$ 
�*X�ก��LMก ���+Y��)*�� $�
�� -���\W  
       [�*~��ก���&��(���&)����Z���+�ก�)�d 
)� (���&)�� 
(��(���&)���+YW�K�.�� �$ก��LMก ��&����0� 4 ���ก����!�
���$�� ����+0 (���&)���$$ 3 ��0� �&+�������.�*X� (a,b,c) 
���(���&)���$$ 4 ��0� �&+�������.�*X� (a,b,c,d) ��ZY� a,b,c 
��� d �*X�W-��
�(��K���)����0� ���$����.����#*�+Y 1(a) 
��� 1(b) ����-���$  
       -����$*~x�����(���&)���+YW��� �$ก��LMก ��&��
��0� 4 ���ก����!�   �*X�����+0 

• *~x�� Exclusive-OR (���&)���+YK�.�� �$ ��.�ก)  
(4,1), (4,4,1), (4,4,4,1),(4,4,4,4,1) 

• *~x�� 3-bit parity (���&)���+YK�.�� �$ ��.�ก)  
  (3,1), (5,3,1), (5,3,3,1), (5,3,3,3,1) 
      ,�ก���� �$W�กก��LMก ��(���&)��&����0� 4 
���ก����!� � ���*X������ �$)��*X�������	�+Y 1 � ������	�+Y 7  

!̂Y���)��������	 ����[���$�� ��.����+0 ������	 1 � ���ZY�
���ก����!��+Y K�.LMก ��(���&)�� ������	  2 � ��
 [�*~��ก���(���&)���+YK�.�� �$ก��LMก ��(���&)�� 
������	 3  � ���)��
���w�+Y�ก��LMก ��(���&)��&����)��
���ก����!��+Y*�� $�
�� -���\W ������	 4 � ���)���$ก��



LMก ��(���&)��(���w�+Y�&����)�����ก����!��+Y*�� $
�
�� -���\W ������	 5 � ���)��
�� -���\Wก��LMก ��
(���&)��&����)�����ก����!� ������	 6 � ��W-��
��
���+Y
K�.LMก ����)����$ (Epoch) ���������	�+Y   7 � ��
��)
��
��W-��+Y��)�����ก����!�K�.K�ก��LMก ��(���&)�� 
   ,�ก���� �$ก��LMก ��(���&)���.
����ก����!�  LM, 
 LCC, GDA ��� GD � �����������+Y 1 ��� 2 ����-���$ 
W�ก,�ก���� �$ก��LMก ��(���&)����0� ������� W���\�

)� �)��
�� -���\W&��ก��LMก ��(���&)���.
����ก����!� 
LCC �+�)���)�ก�$ 100 % K�ก��LMก ��(���&)���.
�*~x�� 
��\ก �#� +����	 (Exclusive � Or) ���K�*~x��  ��$�������+Y 
(3 Bit Parity) ก��LMก ��(���&)���.
����ก����!� LCC W�
 ����[LMก ��(���&)����.�+ก\�)���ZY�(���&)���+W-��
�
��0�K�(���&)�� ��0���) 2-4 ��0�  )
�(���&)���+Y�+��0�K�

(���&)����กก
)� 4 ��0� �$
)� �
�� -���\W&��ก��LMก ��
(���&)���.
� ���ก����!� LCC ��0� �+�)������*X� 60 %  )
�
ก��LMก ��(���&)���.
����ก����!� LM �$
)� �)��
�� -���\W
&��ก��LMก ��(���&)����)�ก�$ 100 % �1ก(���&)����0�K�
ก��+&��*~x�� Exclusive � Or ��� 3 Bit Parity ���ก��
LMก ��(���&)���.
����ก����!� GDA ��� GD ��0� �$
)� �)�
�
�� -���\Wก��LMก ��(���&)���+�)���ก&!0���ZY�W-��
���0�K�
(���&)�����Y�&!0�   ��กW�ก��0� W�ก,�ก���� �$ก��LMก �� 
(���&)���.
���0� 4 ���ก����!� �+Y� ��K�������+Y 1 ��� 2 
�$
)� �
��(���w�+Y��+YK�.LMก ��(���&)��&�����ก����!� LM 
��0��+�)��.���+Y 1� ��������Z� GDA , LCC ��� GD 
����-���$ !̂Y� ����.��ก�$�)���$�w�+Y�ก��LMก ��(���&)�� 

!̂Y��$
)� �)���$�w�+Y�&�� LM ��0�������+�)��.���+Y 1���)�ก�� 
������� �Z� GDA , LCC ��� GD ����-���$ 

    
   (a) (a=2,b=2,c=1)                                                              (b)  (a=2,b=4,c=4,d=1) 

�#*�+Y 1 � ����
��)��&�� [�*~��ก���&��(���&)�� 
(a) (���&)���$$ 3 ��0� 
(b) (���&)���$$ 4 ��0� 

 
?������C 1 ��ก���#
��ก��������ก&��Hr!� Exclusive-or 

 

1 2 3 4 5 6 7 

Algorithm 

Name 

Network 

#Node 

Ave. Time(sec) Ave. Epoch Time/Epoch (sec) Success. (%) Used Memory. 

(Byte) 

LM 
GDA 
GD 
LCC 

4,1_[5] 
4,1_[5] 
4,1_[5] 
4,1_[5] 

0.3 
6.5 
4.1 
0.7 

3 
895 
974 
597 

0.100 
0.007 
0.004 
0.001 

100 
100 
90 
100 

41647 
41465 
28499 
4880 

LM 
GDA 
GD 
LCC 

4,4,1_[9] 
4,4,1_[9] 
4,4,1_[9] 

4,4,1_[9] 

0.4 
4.7 
5.2 
1.6 

4 
539 
1127 
788 

0.100 
0.009 
0.005 
0.002 

100 
100 
90 
100 

51741 
51532 
35434 
7192 

LM 
GDA 
GD 
LCC 

4,4,4.4_[13] 
4,4,4.4_[13] 
4,4,4.4_[13] 
4,4,4.4_[13] 

0.4 
1.3 
35.7 
3.6 

4 
115 
6240 
1309 

0.100 
0.011 
0.006 
0.003 

100 
100 
100 
100 

61901 
61719 
42441 
9496 

LM 
GDA 
GD 
LCC 

4,4,4,4,1_[17] 
4,4,4,4,1_[17] 
4,4,4,4,1_[17] 
4,4,4,4,1_[17] 

0.4 
1.1 
42.9 
23.6 

4 
80 
6836 
6814 

0.100 
0.013 
0.006 
0.003 

100 
100 
100 
100 

72208 
72026 
49441 
11800 



  ?������C 2 ��ก���#
��ก��������ก&��Hr!� 3 bit parity 
 

1 2 3 4 5 6 7 

Algorithm 

Name 

Network 

#Node 

Ave. Time(sec) Ave. Epoch Time/Epoch 

(sec) 

Success. (%) Used Memory 

(Byte) 

LM 
GDA 
GD 
LCC 

3,1_[4] 
3,1_[4] 
3,1_[4] 
3,1_[4] 

2.7 
51.3 
100.0 
18 

238 
3778 
21103 
9195 

0.011 
0.013 
0.005 
0.002 

80 
100 
20 
100 

41663 
41481 
28499 
3592 

LM 
GDA 
GD 
LCC 

5,3,1_[9] 
5,3,1_[9] 
5,3,1_[9] 
5,3,1_[9] 

2.2 
11.2 
105 
45.0 

144 
1434 
18676 
12069 

0.015 
0.012 
0.006 
0.004 

100 
100 
80 
100 

51882 
51700 
35602 
5560 

LM 
GDA 
GD 
LCC 

5,3,3,1_[12] 
5,3,3,1_[12] 
5,3,3,1_[12] 
5,3,3,1_[12] 

1.0 
9.3 
94.0 
80.0 

48 
719 
13093 
16377 

0.021 
0.011 
0.007 
0.005 

100 
100 
90 
100 

61869 
61687 
42409 
6856 

LM 
GDA 
GD 
LCC 

5,3,3,3,1_[15] 
5,3,3,3,1_[15] 
5,3,3,3,1_[15] 
5,3,3,3,1_[15] 

0.4 
7.8 
0.7 
472.0 

21 
696 
9301 
18892 

0.033 
0.010 
0.008 
0.024 

100 
100 
90 
60 

71976 
71749 
49288 
8152 

      W�ก&.��#�K�������+Y  1  ��� 2 ��.�-��)��
���+YK�.LMก ��
(���&)�����W-��
���$�w�+Y�ก��LMก ��(���&)�� ���-��
�
�
���w�+Y��+YK�.LMก ��(���&)��K���)����$ &����0� 4 
���ก����!� [!���.
)� ���ก����!� LM W��+�)���$�w�+Y�ก��LMก ��
(���&)���.���+Y 1� ��)��ZY��-��
��)��
���+YK�.LMก ��(���&)��
K���)����$ ��.
 �$
)� LM ��0� K�.�
��LMก ��(���&)��K���)
����$ ��ก�+Y 1� ������Z� GDA , GD ��� LCC ����-���$ �+Y
�*X���)��+0 ��ZY��W�ก K�ก��LMก ��(���&)���.
����ก����!� LM 
��0� W-��*X��.���+ก���-��
��)���1����	�����$��!Y���������ก 	̂
��1����	�����$ ��&���)��
��,������ก-���� �� ��+�ก
)�             
�ก���+���	 (Gradient) ��� �a� +̂Y�������ก 	̂ (Hessian Matrix) 
����-���$ �+&�0����ก��*���
�,��+Y �̂$ .̂��ก
)� GDA, GD 
��� LCC  )
�ก��LMก ��(���&)���.
����ก����!� GDA ��� 
GD ��0� �*X����ก����!��+Y��#)$��Z0�e��ก���-��
��)��ก���+���	
��)� �)�+ก ���- ��
��) � �� ���ก ��1�� ��	 ����� $ � �  �- �K �.              
K�.�
���+YK�.LMก ��(���&)��K���)����$ �.��ก
)� LM �����ZY� 
 

�*�+�$��+�$�
���+YK�.LMก ��(���&)��K���)����$ ���
)�� 
GDA ��� GD ��.
 �$
)� GDA ��0�K�.�
��LMก ��(���&)��K�
��)����$ ��กก
)� GD ��ZY��W�กก��LMก(���&)���.
����ก����!� 
GDA �*X����ก����!�LMก ��(���&)�� �+Y�+ก��ก-����K�.�)������
ก����+���#. ����[*��$��
�����.&���+YLMก ��(���&)�� �-�K�.
K�.�
��K�ก��LMก ��(���&)��K���)����$���Y���ก&!0� !̂Y��)�
�����ก����+���#.&�����ก����!� GD ��0� [#กก-�����*X��)����+Y
�����)�+ก��*��$��
���K�&��LMก ��(���&)�� ��)���+�
ก�$ 
LCC ��� LM  ���W�ก������+Y 1��� 2 �$
)� ก��LMก ��
(���&)���.
� LCC ��0� K�.�
��LMก ��K���)����$�.���+Y 1� 
��ZY����W�ก K�&�0����ก��*���
�,���0���)�+ก���-��
�
��1����	K� d ��)K�.
��+ � ������	�&
.�.�� 1� (LCC)  K�ก��
LMก ��(���&)�� ����+Yก�)�
����.
K���
&.��+Y  2  
      ��ZY�K�.�+�
���&.�KWก��LMก ��(���&)����0� 4 ���ก����!�
��ก&!0� ��.�-�&.��#�K�������+Y  1 ��� 2  ��� ���*X�ก���K�
�#*�+Y 2  [!�  �#*�+Y 9 ����+0 
 
 



 
�#*�+Y 2   �
�� ������	���
)���
�� -���\Wก��LMก �����(���&)�� 

*~x�� Exclusive � Or 

 

�#*�+Y 3   �
�� ������	���
)���
�� -���\Wก��LMก ����� 
             (���&)��   *~x�� 3-bit parity 

 

 
�#*�+Y 4   �
�� ������	���
)��W-��
���$�w�+Y�ก��LMก �����  
             (���&)�� *~x�� Exclusive � Or 

�#*�+Y 5   �
�� ������	���
)��W-��
���$�w�+Y�ก��LMก ����� 
             (���&)��  *~x�� 3-bit parity 

 
�#*�+Y 6   �
�� ������	���
)�� �)��
��LMก �� �)� 1   Epoch ���

(���&)�� *~x�� Exclusive � Or 
�#*�+Y 7   �
�� ������	���
)�� �)��
��LMก �� �)� 1 Epoch  
              ���(���&)�� *~x�� 3-bit parity 

�#*�+Y 8      �
�� ������	���
)��   ��)
��
��W-��+YK�.K�ก��   
               *���
�,�&����)�����ก����!� ���W-��
�(�� 
               K�*~x�� Exclusive-Or 

�#*�+Y 9   �
�� ������	���
)�� ��)
��
��W-��+YK�.K�ก��
*���
�,�&����)�����ก����!� ���W-��
�(��K�
*~x�� 3 bit parity 
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[2 ����] [5] [3 ����] [9] [4 ����] [13] [5 ����] [15]

���
��

&�
��ก

��
� 

'��
 1 

Ep
oc

h 
(s)

 ��!"��# [#���� ][# �%]

LCC LM

GDA GD

0

10000

20000

30000

40000

50000

60000

70000

80000

5 9 13 17

M
em

o
ry

 (
B

y
te

)

Number of Node

LM GDA

GD LCC

0

10000

20000

30000

40000

50000

60000

70000

80000

5 9 12 17

M
em

o
ry

 (
B

y
te

)

Number of Node

LM GDA

GD LCC



      W�กก����#*�+Y 2 ��� 3 W���\�
)� �)��
�� -���\Wก��
LMก ��(���&)���.
����ก����!� LCC �+�)� 100 % K�*~x�� 
Exclusive-Or ����+�)� 100 % K�*~x��&�� 3 Bit Parity 
�w���(���&)���+��0�K�(���&)����)�ก�� 4 ��0� ��) ��ZY�(���&)��
�+��0�K�(���&)����กก
)� 4 ��0� �$
)� �)��
�� -���\Wก��
LMก ��(���&)���.
����ก����!� LCC �+�)������*X� 60%  )
�
ก��LMก ��(���&)���.
����ก����!� LM ��0� �)��
�� -���\W
ก��LMก ��(���&)���+�)��*X�  100 % ��0�K�*~x�� &�� 
Exclusive-Or ���  3 Bit Parity  ��� ���ก���.����W� ก����#*
�+Y 2 ��� 3 �)�ก��LMก ��(���&)���.
����ก����!� GDA ��� 
GD ��0� W��+�)��
�� -���\Wก��LMก(���&)�����Y�&!0�W�[!� 100 
% ��ZY�W-��
���0�K�(���&)�����Y�&!0� K��-������+�
ก�� ก���
�#*�+Y 4 � ��W-��
���$�w�+Y�ก��LMก ��(���&)�� &��*~x�� 
Exclusive-Or ��\���.
)� ก��LMก ��(���&)���.
����ก����!� 
LCC ��� GD ��0� �+W-��
���$�w�+Y�ก��LMก(���&)�����Y�&!0�
��ZY�W-��
���0�K�(���&)�����Y�&!0� ��)�$
)� ก��LMก(���&)��
�.
����ก����!� LM ��� GDA ��0� ������+W-��
���$�w�+Y�ก��
LMก(���&)���+Y�.�� ����+�)�������ZY�W-��
���0�K�(���&)��
���Y�&!0�  
      W�กก����#*�+Y  5 � ��W-��
���$�w�+Y�ก��LMก ��
(���&)���.
�*~x�� 3 Bit Parity W���\�
)� ก��LMก ��
(���&)���.
����ก����!� LCC ��0� ������+W-��
���$�w�+Y�ก��
LMก ��(���&)�����Y�&!0���ZY�W-��
���0�K�(���&)�����Y�&!0� ��)
�$
)� ก��LMก ��(���&)���.
����ก����!� GD ��0� K�.,�����	
�+Y��ก�)��W�ก,�����	�+Y��.W�กก����#*�+Y 4 �Z� W-��
���$
�w�+Y�ก��LMก ��(���&)��������ZY�W-��
���0�K�(���&)��
���Y�&!0� !̂Y����ก��&.��ก�$ก��LMก ��(���&)���.
�*~x�� 
Exclusive-Or  )
�ก��LMก ��(���&)���.
����ก����!� LM 
��� GDA ก�$*~x�� 3 Bit Parity �$
)� W-��
�&����$�w�+Y�
ก��LMก ������� ����.��ก�$,�ก��LMก ��(���&)���+Y��.
W�กก����#*�+Y  4 ก)����.���0�  
      W�กก����#*�+Y 6 � ���)��
��LMก ��(���&)��K���)��
��$ ��ZY�LMก ��(���&)���.
�*~x�� Exclusive-Or �$
)� ก��
LMก ��(���&)��K���)����$��0� ���ก����!� LM K�.�
��
LMก ����ก�+Y 1� [���� �Z� GDA, GD ��� LCC ����-���$
(���)��
��ก��LMก ��(���&)��&����0� 4 ���ก����!��+0 �+�)�
���Y�&!0���ZY�W-��
���0�K�(���&)�����Y�&!0� 
      W�กก����#*�+Y 7 W���\���.��)������W� 
)� ��0�ก��LMก �� 

(���&)���.
����ก����!� LM, GDA ��� LCC ��0� K�.�
��ก��
LMก ��(���&)��K���)����$���Y�&!0� ��ZY�W-��
���0�K�
(���&)�����Y�&!0� ��)���&.��ก�$���ก����!� GD �+Y�+�)�������ZY�
W-��
���0�K�(���&)�����Y�&!0�  
      W�กก����#*�+Y  8 [!� 9 � ����)
��
��W-��+YK�.K�ก��
LMก ��(���&)��&����)�����ก����!� �$
)� ก��LMก ��
(���&)���.
����ก����!� LCC ��0� K�.��)
��
��W-��.���+Y 1� 
��� ก��LMก ��(���&)���.
� LM K�.��)
��
��W-���ก 1� 
������� �Z� GDA ��� GD ����-���$ ��0�ก��LMก ��
(���&)���.
�*~x�� Exclusive-Or ��� 3 Bit Parity ������
�$
)� ��)
��
��W-��+YK�.K�ก��LMก ��(���&)��W��+�)��*�
,�����W-��
���0����W-��
�(��K�(���&)�� ��Y��+W-��
���0�
���W-��
�(��K�(���&)�����Y�&!0� �)���-�K�.ก��LMก ��
(���&)��K�.��)
��
��W-�K�ก��LMก �����Y�&!0�  
      W�ก,�ก�������ก����#*�+Y 2 [!� 7 ��0�  ����[ �1*��.
)� 
ก��LMก ��(���&)���.
����ก����!� LCC ��0�K�.��)
��
��W-�
�.����ก ���ก��LMก ��(���&)��W��+�)��
�� -���\WK�ก��
LMก(���&)���+Y #� ��ZY�W-��
���0�K�(���&)���+W-��
���0�K�
(���&)����) �ก��  4 ��0�   )
�ก��LMก ��(���&)���.
�
���ก����!� LM W�K�.��)
��
��W-���ก ��)�+�
���
���\
K�
ก��LMก ��(���&)�� #�  )
�ก��LMก ��(���&)���.
�
���ก����!� GDA ��� GD ��0� ����� �ก�$ก��LMก ��
(���&)���+Y�+W-��
���0�K�(���&)����ก ��ZY��*�+�$��+�$ก�$
ก��LMก ��(���&)���+Y�+��0�K�(���&)����+�� 1-2 ��0�  ���ก��
LMก ��(���&)���.
����ก����!� GDA ��0�W�K�.��)
��
��W-�
�.��ก
)�ก��LMก ��(���&)���.
����ก����!� LM  ���ก��
LMก ��(���&)���.
����ก����!� GD ��0�W�K�.��)
��
��W-�
K�ก��LMก ��(���&)���.��ก
)� GDA  ��)������+�)� #�ก
)�
���ก����!� LCC  
      W�กก��
�������	,�ก���� �$ก��LMก ��(���&)��&��
��0� 4 ���ก����!��+Y,)���� (����Y
�*��.
 �$
)� ���ก����!� 
LCC ��0� �+�)��
�� -���\Wก��LMก ��(���&)���Y-�ก
)�
���ก����!� LM ����)��
�� -���\Wก��LMก ��(���&)���+�)�
���� ��ZY�W-��
���0����(��K�(���&)�����Y�&!0� ��ZY���W����
*~x�����ก�)�
 ��.�������W��������	�1��+Y��.W�กก��
LMก ��(���&)���.
����ก����!� LCC ��� LM K�ก��
�ก.*~x�� Exclusive�Or �+Y�+�)�����1�LMก ���������	�1�
LMก �� ���������+Y 3 
 



?������C 3 �
#�������')��������(')�����Hr!� Exclusive-Or 
 

Input X1 Input X2 Output y 

-1 -1 1 

-1 1 -1 

1 -1 -1 

1 1 1 

 

      ������+Y 3 � ���
�� ������	���
)��ก��&���)�����	�1��+Y
�.��ก�� ��� ����1�LMก ��(���&)�� !̂Y��+�)���)�ก�$ -1 ��� 1 
��)���0�  ����+Y� ��K�������+Y 3 ��ZY��� �$�
��[#ก�.�� 
��� ��W�����r��ก��� ����W�ก(���&)��[#กLMก ��W�ก
���ก����!� LM ��� LCC ��.
 W�ก-����K�.����1��� �$ �Z�  
x1 ��� x2 �+�)���)�ก�$ [-2,2] �&.� #)(���&)���+Y[#กLMก ���.
�
���ก����!� LCC ��� LM ��ก)����.���0���.
 (��K�.
�ก.*~x��  Exclusive-Or   ,�ก���� �$��.� ��K��#*�+Y 10 �+ 
 
 

��ก"���*X� 3 ���� (���ก���
����$ �Z��)�����1��� �$ x1

��� x2 �ก���
��0��*X��)�����	�1� y !̂Y���.W�ก�)�����1�
�� �$ ���� ���#*�+Y 10 (a), (b),(c), (d),(e) ��� (f) ����-���$ 
K���)���#* W�� ��,�&��ก��LMก �� W-��
� 2 ���0� (���+Y
(���&)����0��+�)��0-����ก���Y��.�K�(���&)���)��ก�� 
      W�กก����#*�+Y 10 (a) ��� (b)  �*X��)�����	�1��+Y��.W�กก��
LMก ��(���&)���.
����ก����!� LM ��� LCC &��(���&)��
�$$ ����0� ([2,1]) �+Y�+(��K���0� )̂����)�ก�$ 2 (�� ��� 
(��K���0�����	�1���)�ก�$ 1 (��  �$
)� (���&)���+Y,)��ก��
LMก ��W�ก��0� �����ก����!�K�.�)�����	�1� ����.��ก�$�)�
����	�1�LMก �� ���� ��K�������+Y 3 ����$
)�ก��LMก ��
(���&)���.
� ���ก����!� LM ��� LCC �+Y�+(���&)���$$ ��
��0���0� �+� [+�����&���
�� �Y-�� �� #� ��\���.W�ก ,�ก��
�������0� �����0�K�.�)�����	�1���)������ ����.��ก����0�
 �����0�ก��&��ก���� �$ 
 
 
 

    
(a) LCC _[2,1] (b) LM_[2,1] 

    
(c) LCC _[2,2,2,1] (d) LM_[2,2,2,1] 

    
(e) LCC_[2,4,4,4,1] (f) LM_[2,4,4,4,1]  
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      ก����#*�+Y 10 (c) ��� (d) �*X��)�����	�1�&��(���&)���+Y
[#กLMก ��(�����ก����!� LCC ��� LM �+Y�+(���&)���$$ +Y
��0� ([2,2,2,1]) �+(��K���)����0� )̂����)�ก�$ 2 (�� ��� (��
��0�����	�1���)�ก�$ 1 (�� W�กก����#*�+Y 10 (c) �$
)� ����	�1�
�+Y��.W�ก(���&)���+Y[#กLMก ��(�����ก����!� LCC   ����[
 �.���)�����	�1���. ����.��ก�$����	�1�LMก ��K�������+Y 3 
��ZY�����1��� �$�+�)���)�ก�$����1�LMก �� �����ZY�����1�
�� �$�+�)��*�+Y���*���*W�ก����1�LMก ����\ก�.�� �$
)� 
(���&)���+Y[#กLMก ���.
����ก����!� LCC ����� ����[ �.��
����	�1��+Y�+��
(�.�&�� ����.��ก�$����	�1�LMก �����
������+Y 3 ��. ���W�กก����#*�+Y 10 (d) � ������	�1��+Y��.W�ก
(���&)���+Y[#กLMก ��(�����ก����!� LM  �$
)�  �.���)�
����	�1���.����������	�1�LMก ��K�������+Y 3 ��ZY�����1�
�� �$�+�)����ก�$����1�LMก ����)���0� ��)��ZY� ����1�
�� �$�+�) � �*�+Y ���*���*W�ก����1�LMก �� �$
) � 
(���&)���+Y[#กLMก ���.
����ก����!� LM ��) ����[ �.��
����	�1�K�.�+��
(�.�&���
�� ����.��ก�$����	�1�LMก ��
���������+Y 3 ��. �)�����	�1��+Y��.W���) �Y-�� �� K��-����
��+�
ก����ZY��-�ก��LMก ��K���)�����0� ก����#*�+Y 10 (e) ��� 
(f) �*X��)�����	�1�&��(���&)���+Y[#กLMก(�����ก����!� LCC 
��� LM �+Y�+(���&)���$$�.���0� ([2,4,4,4,1]) �+(��K���0�

)̂����ก��)�ก�$ 2 (�� K���)����0� )̂��[���� W-��
�(��K�
��0� )̂����)�ก�$ 4 (�� ��� W-��
�(��K���0�����	�1���)�ก�$ 1 
(�� W�กก����#*�+Y 10 (e) �$
)� ����	�1��+Y��.W�ก(���&)���+Y
[#กLMก ��(�����ก����!� LCC   ����[  �.���)�����	�1���.
����������	�1�LMก ������ ��K�������+Y 3 ��ZY�����1�
�� �$�+�)����ก�$����1�LMก �� �+ก��0��#*����Z0�,�
&��
����	�1���$ ����)�����1���0���.��ก�$ �#* 10(a) ��� (c) !̂Y�
�ก��W�ก ���ก����!� LCC 
      ��ZY���W����ก����#*�+Y 10 (a) [!�(f) �$
)� � [+�����&��
�
�� �Y-�� �� (Consistency) &��ก��K�.�-���$&��(���&)��
�+Y[#กLMก ���.
����ก����!� LCC ��0� �+��
(�.��+Y�+ก
)�
(���&)���+Y[#กLMก ���.
����ก����!� LM  ���ก���.W�ก �)�
����	�1��+Y��.K���)�����0�&��ก��LMก ��(���&)���.
�
���ก����!� LCC �+��
(�.��+Y ����.��ก�� � ���#*�$$
�Z0�,�
����	�1���$ ���K���ก"����+�
ก����.
)�(���&)��
��0��+(��� �.����ก�)��ก���-�ก��LMก ���.
��)����Y��.��+Y
�)��ก��   !̂Y�,�����	�+0��ก�)��W�ก�)�����	�1��+Y��.K���)�����0�
&��ก��LMก ��(���&)���.
����ก����!� LM !̂Y��+�
��

��ก�)��ก����)����ก�����) ����.��ก��K�ก���� �$��)��
���0� � ��[!��
����)�+� [+�����&���
�� �Y-�� �� K�ก��
�-���� �-���$�+Y��#) � W1��+Y��)�+&.��#�LMก �� 
      ,��)���ZY��W�ก�
�� �Y-�� ��&����
(�.�&������	�1��+Y
Kก�.��+��ก�$&.��#��+YK�.LMก ����ZY�����1��$+Y���$��*W�ก�)�
LMก �� �����W ����[ก�)�
��.
)� (���&)���+Y[#กLMก ���.
� 
���ก����!� LCC ��0� �+�
���*X������Y
�* (Generalization)  #�
ก
)� (���&)���+Y[#กLMก ���.
����ก����!� LM !̂Y� ����[
��+���#.W�ก&.��#�LMก ��(���&)����.�+ �����ZY��-���(���&)��
�+Y[#กLMก ���.
����ก����!� LCC �*K�.ก�$&.��#��� �$ 
�$
)� ,�����	�+Y��.W�ก&.��#��� �$�+�
�� ����.�����
&.��#�LMก �� �-�K�. ����[�-�����
���)�W��*X�&��
,�����	W�ก(���&)����. ก����.�-���$�*K���������+�
ก��
��0� �*X��1� �$����+Y�+ �+Y�.��ก�� ��ZY��.��ก���-�(���&)��
*�� ����+����*���1ก�	K�.ก�$��$$�+Y�.��ก��ก���-���� 
�-���$�+Y��#) � W1��+Y��)�+&.��#�LMก ��  ��ก�)��W�ก(���&)��
�+Y[#กLMก ���.
����ก����!�  LM !̂Y�W�*���
�,���.��)��
��)��-� �w���&.��#��� �$�+Y���ก�$&.��#�LMก ����)���0� 
 )
�&.��#��� �$�+Y�+�)��)���*W�ก&.��#�LMก ����.
 
���ก����!� LM W���) ����[ �.��,�����	 K�.�)��+Y�+��
(�.�
 ����.��ก�$&.��#�LMก ��(���&)����. !̂Y���ก�)�ก���-����
,�����	�+YW���.W�ก(���&)��  
 

4. 
�)�
#���� 
      ���ก����!�LMก(���&)�� LCC �+Y�-�� ���+0 K�.,�����	&��
�-���$�+Y�+�
���*X������Y
�*�+Y�+ ��� �+� [+�����&���
��
 �Y-�� ��K�ก��K�.�-���$�+Y�+  ����[��+���#.&.��#�LMก ����.
�+ ��ZY��-�(���&)���+Y[#กLMก ���.
����ก����!� LCC �*K�.ก�$
&.��#��� �$ �+Y�+�)�&.��#��� �$�+Y��ก�)���*W�ก&.��#�
LMก �� �$
)� (���&)�� ����[ �.������	�1��+Y�+��
(�.�
 ����.��ก�$&.��#�LMก �� ����+�
�� �Y-�� ��K�ก��K�.
�-���$ ��)
��
��W-��+YK�.K�ก��*���
�,���0��+�)��.����ก 
��ZY��*�+�$��+�$ก�$��)
��
��W-��+YK�.K�ก��*���
�,�&��
���ก����!�&��  LM, GDA ��� GD ,�ก������� � ��K�.
��\�
)� ���ก����!� LCC �+0����� �ก�$ก��LMก �� (���&)���+Y
�+W-��
���0�K�(���&)���+Y��)�
�W��ก�� 4 ��0� (K�&�$�&�ก��
������+Y� ���
.K�$��
���+0) !̂Y����ก����!� LCC W�
*���
�,���.�
���\
����+�
����)��-���ก&!0� 
 



5. ก�����������)ก?($% ��� 
       �-��**���1ก�	K�.K�ก��*���
�,�  ��ZY����)��+Y����� 1� 
&����$$ก����+���#.�$$�+,#.LMก �� (Supervisor Training) !̂Y�
*���
�,��.
���)
�*���
�,��+Y�+��)
��
��W-� -����
��)��W-�ก�� ��)����)� ��(�����(�������	 �+Y�+�
���)��ก
)�
K�ก����ก�$$��ZY�*���1ก�	K�.���K� ����
��.����)���+Y 
��)� �+�1���#�� #�-�Y-���Z��+ �xx���$ก
�W�ก�1*ก��	����
�ZY�d �����
�� ����+YW�K�.��)
�*���
�,��+Y�*X���W�����+Y

�̂$ .̂����ก ��)� �����
����	��0�(��� �+Y�+��)
��
��W-� -����
��ก����
����\
 #� ��)��) ����� ��)�ก���-��*K�.K�
 ����
��.�� ��)� K�(������1� ��ก��� ��ZY��W�ก��)
 ����[�����)� �xx���$ก
� ��� ����
��.�� ��ZY�
��+�$ก�$ก��K�.
�W���(�����(�������	�+Y��ก�$$�*X�
��)���+ 
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