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Abstract 
Educational Data Mining (EDM) has witnessed a surge in educational systems, as it enables the analysis and 

prediction of student performance, facilitating proactive measures. This paper aims to present a comparative study of 
regression prediction using eight mainstream models: Linear Regression, Ridge Regression, Lasso Regression, Huber 
Regression, Support Vector Regression (SVR), K-Nearest Neighbors Regression (KNN), Decision Tree Regression 
(DT), and Neural Network Regression. The applicability of these eight models is analyzed across different courses and 
semester GPAs, considering three distinct scenarios. Our thorough analysis underscores the substantial influence of data 
granularity and integrity on bolstering the precision of final CGPA predictions. In the third scenario where Semester 
GPAs were utilized, Lasso Regression achieved an R-value of 0.9901 with remarkably low RMSE and MAE, establishing 
its dominance across all scenarios. Neural Network Regression, with an R-value of 0.9832 and minimal error metrics in 
the same scenario, also demonstrated robust predictive capabilities. These insights highlight the imperative of tailoring 
regression model selection to align with specific scenario nuances and the targeted predictive precision. 
 
Keywords: Educational Data Mining, Regression models, Student Academic Performance 
 

1. INTRODUCTION 

The emergence of big data has garnered increasing 
attention in education. A pivotal challenge within 
educational data mining is the development of student 
models capable of accurately predicting academic 
performance (Bydžovská, H., 2016). In the early 2000s, 
Xiushan NIE et al. (2022) pioneered association rule 
mining techniques to identify students requiring course 
remediation, paving the way for a substantial body of 
research focused on student performance prediction 
through machine learning and data mining 
methodologies. The query rule "student performance 
prediction (topic) and predicting student performance 
(topic) and machine learning" was entered into the "Web 
of Science". The results show that over half of the 
literature has been published in the last five years, further 
demonstrating the increasing interest in student academic 
performance prediction. 

As machine learning theories and methodologies 
continue evolving and related technologies advance 
rapidly, scholars have extensively researched student 
performance prediction. This research can be broadly 
categorized into five main areas: (1) investigations into 
the factors influencing students' performance, (2) studies 
focusing on predicting students' performance in online 
exams, (3) research on predicting students' performance 
in individual courses, (4) efforts aimed at predicting 
students' overall GPA performance, and (5) application in 
real teaching scenarios, such as college alert, personalized 

learning, adaptive learning system, learning resource 
recommendation, etc. From a large amount of research 
literature, the current student performance prediction is 
still mainly based on classification problems. The 
prediction models are mostly single, and the 
corresponding classification prediction results cannot be 
effectively analyzed for the prediction results (Ma, Y. et 
al., 2000). In the process of course grade prediction, the 
corresponding models fit differently depending on the 
predicted course. Moreover, the more technical literature 
is not the most suitable learning resource for education 
and teaching administrators who lack theoretical and 
technical knowledge of algorithms, perhaps due to factors 
such as poor readability and difficulty in understanding, 
which becomes one of the constraints for student 
achievement prediction research to be truly useful in real 
teaching scenarios. 

To address the above issues, this paper intends to 
conduct regression type of grade prediction and use eight 
mainstream regression prediction algorithms: Linear 
Regression, Ridge Regression, Lasso Regression, Huber 
Regression, Support Vector Regression (SVR), K-
Nearest Neighbors Regression (KNN), Decision Tree 
Regression (DT), and Neural Network Regression (NN), 
to analyze their characteristics under different course 
attributes. The eight algorithms are compared in terms of 
prediction accuracy, error analysis, and prediction 
distribution, and different training samples are selected to 
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provide a reference basis for suitable prediction 
algorithms for predicting college students' course grades. 

   
2. LITERATURE REVIEW 

Over the past few years, a notable surge in research 
has been focused on predicting student academic 
performance. The analyzed literature reveals that 
researchers often employ multiple algorithms to develop 
predictive models (Kumar et al., 2018). The most 
commonly utilized algorithms in predictive modeling 
encompass a variety of approaches, including Decision 
Trees, Bayesian Classifiers, Neural Networks, Support 
Vector Machines, K-Nearest Neighbors, and Logistic and 
Linear Regression. The selection of algorithms is 
contingent upon factors such as the problem type, the 
characteristics of the outcome to be predicted, and the 
variables employed in the prediction process. It is 
customary for researchers to experiment with multiple 
algorithms and assess their performance to identify the 
most accurate prediction methodology. Studies 
consistently demonstrate that the performance of 
algorithms varies across different datasets, with Neural 
Networks often outperforming other algorithms in terms 
of accuracy (Cavazos et al., 2017; Vijayalakshmi et al., 
2019; Bravo et al., 2020; Makombe et al., 2020; 
Mengash, 2020; Waheed et al., 2020). 

Numerous studies have undertaken comparisons of 
Decision Tree, Artificial Neural Networks (ANN), and 
Regression algorithms in their effectiveness at predicting 
student academic performance. These comparisons 
consistently demonstrate that ANN yields the best results 
(Mutanu & Machoka, 2019). In addition, a study by 
Iyanda (2018) found that Regression Neural Network 
outperformed MLP (Multi-Layer Perceptron). 
Furthermore, Hussain and Khan (2021) and Mai et al. 
(2022) utilized Gradient Boosting and Decision Tree 
algorithms to forecast students' overall performance. El 
Aouif et al. (2021) employed the K-Nearest Neighbor 
(KNN) algorithm for predicting learners' performance, 
while Cutad and Gerardo (2019) applied it for curriculum 
analysis. 

In the specific articles examined, Tomasevic et al. 
(2020) employed Artificial Neural Networks (ANN), 
Support Vector Machines (SVM), K-Nearest Neighbors 
(KNN), and Decision Trees to predict student 
performance, drawing from a combination of grades, 
behavioral, and demographic data. Meanwhile, Sa'ad and 
Mustafa (2020) utilized ELM (Extreme Learning 
Machines), SVM, and ANN methodologies to forecast 
the dropout rate of PhD students, relying primarily on 
behavioral data. Bujang et al. (2021) explored Naive 
Bayes, KNN, and Logistic Regression models to predict 
semester-end grades using demographic and grade data. 
However, these studies primarily focused on specific 
prediction tasks and had limitations regarding the 
comparison methods used and the data types considered. 

In the realm of regression problems, both Single and 
Multiple Linear Regression have been employed for 
prediction tasks. Hsu Wang (2019) utilized the multiple 
linear regression model to forecast students’ online 
behavior and academic achievement. Similarly, 
Albalooshi et al. (2019) and Yang et al. (2018) employed 
this approach to assess learners’ academic performance. 
Meanwhile, Single Linear Regression was utilized by 
Omer et al. (2020) for performance evaluation and by 
Tuononen and Parpala (2021) to predict students’ thesis 
grades. 

In our proposed approach, we focus on regression 
problems to determine the applicability of regression 
algorithms and emphasize the importance of selecting 
appropriate regression methods based on the specific 
scenario and desired predictive accuracy. Based on the 
analysis of the aforementioned related work, we have 
chosen eight of the most popular regression algorithms 
researchers use. The methodologies employed encompass 
a range of regression techniques, including Linear 
Regression, Ridge Regression, Lasso Regression, Huber 
Regression, SVR, KNN, DT, and Neural Network 
Regression, all aimed at predicting student academic 
performance. 

 
3. METHODOLOGY 

3.1 Proposed Approach 
The proposed steps in this paper, based on eight main 

regression prediction methods for student performance, 
are as follows: First, retrieve student information from the 
university's academic affairs database. Second, data 
cleaning is performed, and the extracted data is converted 
into a suitable format. Third, data pre-processing on the 
cleaned data must be carried out to ensure its quality and 
relevance. Fourth, conduct course feature selection and 
choose different types of courses for prediction. Fifth, 
evaluate the application of the models, select appropriate 
algorithms for comparison and analysis, and recommend 

suitable algorithms for different courses. The specific 
algorithm flow is illustrated in Figure 1. 
 
3.2 Regression algorithms used 

In this paper, eight regression models were utilized 
following the steps of regression analysis. The models 
encompass Linear Regression, Ridge Regression, Lasso 
Regression, Huber Regression, SVR, KNN, DT, and 
Neural Network Regression. Each model possesses 
distinct characteristics and applicability. Linear 
regression establishes a linear relationship using the least 
squares method, while Ridge and Lasso regressions 
introduce regularization to control complexity and 
promote sparsity, respectively. Huber regression reduces 
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sensitivity to outliers through the Huber loss function. 
SVR handles nonlinear problems and complex structures, 
KNN captures local patterns, DT handles nonlinear 
relationships and interactions, and Neural Network 

Regression constructs complex models for large-scale 
and high-dimensional data. These models were chosen to 
analyze regression performance and accuracy 
comprehensively. 

 

 
Figure 1. Predictive Comparison Flow Chart 

 
3.3 Data description 

The eight prediction algorithms were implemented for 
comparative analysis, and 21 courses in four grades of 
Computer Science and Technology under the School of 
Information Engineering of a university, namely 2017, 
2018, 2019, and 2020, were used as experimental data. In 
this paper, for each student, thirty-four (34) data points 
were collected, including the final CGPA at graduation 
(Y), the values of thirty-three predictor variables (from 
X1 to X33), and a total of 628 students, 628 × 34 = 21,352 
data points were collected. The collected data (Y, X1, X2, 
X3, ……, X33) were initially in different scales of 
measurements: X1 – X4 were encoded in different 
numbers, X5 – X25 varied from 0.00 to 100.00, X26 – 
X33 varied from 0.00 to 5.00, and Y varied from 0.00 to 
5.00. The student-related attributes are given in Table 1. 
Before using them to establish a prediction model, the 
collected raw data must be pre-processed, as described in 
the following paragraphs.  
 
 
 

Table 1 Student-related attributes 

Attributes Description Value 

Student ID The ID for a student TEXT 

Sex The Sex of the student 1 F, 2 M 

Entry year 
The year the student 
enrolled 

2017-
2021 

Birth place 
The place where the 
student birth 

Encoded 
from 1-21 

Dormitory 
type 

The university dormitory 
types 

1,2,3,4,6 

Course scores 
The grade obtained by the 
student 

0-100 

Semester GPA 
The student's GPA at the 
end of each semester 

0-5 

Final CGPA 

The student's CGPA at 
semester eight(graduation) 
or for all the semesters 
passed 

0-5 

 



NUEJ 
Naresuan University  
Engineering Journal 
 

Naresuan University Engineering Journal, Vol. 19, No.1, January – June, 2024, pp. 39-49 42 

3.4 Data cleaning and pre-processing 
Since the extracted data from the academic affairs 

database could not be directly applied to the prediction 
model, it was necessary to clean and transform the data to 
meet the requirements of the prediction model. The 
following operations were performed on the original data: 

(1) Data cleaning:  
a) Most student performance data with zero course 

grades were deleted, as these data points had limited 
validity and could introduce noise. 

b) Selecting only courses taken consistently across all 
years and having consistent assessment evaluations. 

c) Normalizing the performance data. The grades for 
each course in each data set were normalized to the range 
[0,1], as shown in Table 2. This normalization helped 
alleviate the effects of inconsistent grade distributions 
across courses. 

(2) Missing value processing: The data set was 
analyzed descriptively to identify missing values. 
Missing data in the student's course grades could be 
attributed to factors such as students taking breaks from 
school or changing majors. However, the proportion of 
missing grades was very small, so the samples with 
missing grades were removed. 

(3) Establishing a training sample: 80% of the data 
was allocated for training, while the remaining 20% was 
reserved as a test sample. 
 
Table 2 Normalization table 

Attributes Description Value 

X1 - X4 
The basic information for 
a student 

0.00 - 1.00 

X5 - X25 
Course scores for a 
student 

0.00 - 1.00 

X26 - X33, Y 
X26 - X33 is the Semester 
GPA, Y is the final CGPA 

0.00 - 1.00 

 
3.5 Model evaluation 

To validate the prediction models, 10-fold cross-
validation was employed. The student-related data set 
was randomly divided into 10 subsets, with eight subsets 
used for training and the remaining two for testing. This 
process was repeated 10 times, and the accuracy of the 
models was computed based on the results. 

The study focused on predicting the target variable, 
the overall final CGPA, which is a numeric variable 
ranging from 0.00 to 5.00. 

Consistent with most literature, this paper utilized 
root mean square error (RMSE) and mean absolute error 
(MAE) as evaluation metrics. RMSE quantifies the 
deviation between predicted and true values, offering 
insights into the overall prediction accuracy. On the other 
hand, MAE reflects the actual magnitude of prediction 
errors. The formulas for both metrics are as follows: 
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where m is the sample size, 𝑌௜  is the true value, and 𝑌෠௜ is 
the predicted value. 
 
3.6 Feature Selection  

To conduct the experiments, a feature subset selection 
process was performed. Feature selection involves 
identifying and removing irrelevant features from the data 
set, specifically those that do not contribute significantly 
to the task at hand. This process is essential as it helps 
reduce the dimensionality of the data, thereby improving 
the efficiency of the learning algorithm, reducing 
execution time, and enhancing predictive accuracy. 

To better understand the variables, we analyzed the 
correlation of all variables as the basis for feature 
selection in corresponding scenarios. As shown in Figure 
2, X1-X4 shows a low correlation with the results, while 
X7, X8, X11-X13, X15-X17, X19-X22 show a high 
correlation with the CGPA(Y), all of which are core 
professional courses. 

 

 
Figure 2. Relationship Between the Features 

 
For our experiment, we considered three different 

combinations of predictors, all aiming to predict the final 
CGPA of students: 

First Scenario: We utilized the students' university 
course scores from the first 2 years, encompassing the 
scores of 14 courses, as input features for predicting the 
final CGPA. 
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Second Scenario: We expanded the feature set to 
include the students' university course scores from the 
first 3 years, incorporating the scores of 21 courses to 
predict the final CGPA. 

Third Scenario: Instead of relying on course scores, 
we utilized the students' Semester GPA at the end of each 
semester from the first 3 years of courses as input features 
for predicting the final CGPA. 

By exploring these different scenarios, our objective 
was to analyze how different input features influence the 
accuracy of predicting the final CGPA. Through feature 
selection, we sought to identify the most relevant and 
informative predictors that would yield the best predictive 
performance. 
 

4. RESULTS 

4.1 Experiment of the First Scenario 

In this experiment, we evaluated the performance of 
various regression methods, namely Linear Regression, 
Ridge Regression, Lasso Regression, Huber Regression, 
SVR, KNN, DT, and Neural Network Regression. These 
methods were tested specifically for the first scenario 
described in section 3.6. 

 
Table 3 Prediction result for the First Scenario 

Methods 
R 

(Correlation 
coefficient) 

RMSE MAE 

Linear 
Regression 

0.8769 0.4162 0.1353 

Ridge Regression 0.8774 0.4158 0.1352 

Lasso Regression 0.8777 0.1726 0.1351 
Huber 
Regression 

0.6762 0.2809 0.2089 

SVR 0.8034 0.2188 0.1579 

KNN 0.8230 0.2076 0.1503 

DT 0.5753 0.3217 0.2390 

Neural Network  0.8752 0.1743 0.1374 

 
As the results indicate in Table 3, The first three linear 

regression algorithms showed high correlation 
coefficients (R), indicating a strong linear relationship 
between input features and the target variable. These 
models demonstrated strong predictive capability, with R 
values ranging from 0.8769 to 0.8777. They also achieve 
MAE values ranging from 0.1351 to 0.1353, indicating 
their ability to provide predictions closer, on average, to 
the true CGPA values. Lasso Regression and Neural 
Network Regression achieved the lowest mean squared 
error (RMSE), indicating better overall predictive 
accuracy and reduced squared differences between 
predicted and actual CGPA values. Huber Regression and 
Decision Tree Regression demonstrated relatively lower 
performance in terms of correlation coefficient and 
predictive accuracy metrics, suggesting they may not 

effectively capture the underlying relationships between 
input features and the final CGPA. 

 In addition to quantitative metrics, the prediction 
results were qualitatively evaluated by plotting both the 
predicted and target values, as shown in Figure 3. 

Figure 3 shows that the SVR and KNN models have 
considerable deviation between the predicted and target 
values at lower and higher CGPA ranges. The overlap 
between the predicted and target values is most 
pronounced for Lasso Regression and Neural Network 
Regression, indicating their superior performance. 

Overall, Lasso Regression and Neural Network 
Regression are promising models for predicting final 
CGPA using the students' university course scores from 
the first 2 years. 
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Figure 3: Prediction result of the eight methods for the 

First Scenario 
 
4.2 Experiment of the Second Scenario 

The experiments were repeated for the second 
scenario. Table 4 presents the results of the three 
prediction methods for this scenario. 
 
 
 
 
 
 
 
 
 
 
 
 

Table 4 Prediction result for the Second Scenario 

Methods 
R 

(Correlation 
coefficient) 

RMSE MAE 

Linear 
Regression 

0.9436 0.3279 0.0855 

Ridge Regression 0.9436 0.3279 0.0854 

Lasso Regression 0.9442 0.1070 0.0849 

Huber 
Regression 

0.9396 0.1114 0.0882 

SVR 0.8002 0.2025 0.1263 

KNN 0.8373 0.1827 0.1374 

DT 0.5247 0.3123 0.2497 

Neural Network  0.9248 0.1243 0.0986 

 
The prediction results for the second scenario are 

summarized in Table 4. Among the evaluated regression 
methods, Lasso Regression attained the highest 
correlation coefficient (R) of 0.9442, denoting a robust 
linear relationship between the input features and the 
target variable. Furthermore, it showcased the lowest 
RMSE value of 0.1070 and the lowest MAE value of 
0.0849, suggesting superior predictive accuracy with 
minimal squared differences and closer predictions to the 
true values. Ridge Regression performed similarly to 
Lasso Regression, with a correlation coefficient (R) of 
0.9436 and slightly higher RMSE and MAE values. 
Huber Regression also showed good performance with a 
correlation coefficient (R) of 0.9396 and relatively low 
RMSE and MAE values. On the other hand, SVR, KNN, 
and DT exhibited lower correlation coefficients and 
higher RMSE and MAE values, indicating less accurate 
predictions. Neural Network Regression achieved a 
correlation coefficient (R) of 0.9248, demonstrating a 
strong linear relationship, and showcased competitive 
performance with low RMSE and MAE values. Overall, 
Lasso Regression, Ridge Regression, and Neural 
Network Regression emerged as the top-performing 
methods for the second scenario, providing accurate 
predictions and capturing the underlying relationships 
between the input features and the target variable.  

The prediction results evaluated by plotting both the 
predicted and target values also show that the three 
models have the best performance, as depicted in Figure 
4. 
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Figure 4: Prediction result of the eight methods for the Second 

Scenario 

4.3 Experiment of the Third Scenario 

The prediction results for the third scenario are 
summarized in Table 5. 

 
Table 5 Prediction results for the Third Scenario 

Methods 
R (Correlation 

coefficient) 
RMSE MAE 

Linear 
Regression 

0.9905 0.2311 0.0413 

Ridge Regression 0.9900 0.2341 0.0423 

Lasso Regression 0.9901 0.0546 0.0428 

Huber 
Regression 

0.9899 0.0550 0.0438 

SVR 0.9882 0.0595 0.0459 

KNN 0.8549 0.2085 0.1462 

DT 0.9076 0.1665 0.1262 

Neural Network  0.9832 0.0710 0.0555 

 
In the third scenario, the shift to Semester GPA as the 

predictive feature marked a significant advancement in 
modeling accuracy, as evidenced by the strikingly higher 
R values across all models. This transition from 
individual course scores to a cumulative measure of 
academic performance over three semesters encapsulates 
a more integrated view of student learning. The Lasso 
Regression and Huber Regression models, in particular, 
excelled with R values of 0.9901 and 0.9899, 
respectively, indicating an exceptionally strong linear 
relationship between the Semester GPA and the final 
CGPA. Moreover, these models' RMSE and MAE values 
were notably lower, suggesting a more precise prediction 
of student outcomes. The superior performance in the 
third scenario, as depicted in Figure 5, underscores the 
predictive power of aggregated academic metrics and the 
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effectiveness of regularization techniques in regression 
analysis. 
 When synthesized, the comparative analysis of the 
three scenarios reveals a clear trend: the predictive 
models' accuracy escalates with the use of more 
comprehensive and aggregated academic data. The third 
scenario, focusing on Semester GPA, provides a more 
stable and generalized prediction and aligns with the 
educational systems' objective to assess students' overall 
performance rather than isolated course achievements. 
The consistent dominance of Lasso Regression, as 

observed in Figure 5, reinforces its utility in educational 
data mining, where the ability to handle complex datasets 
and multicollinearity is paramount. Additionally, Neural 
Network Regression has consistently performed 
consistently throughout all scenarios, suggesting its 
capacity to model complex, nonlinear relationships 
effectively. These insights are invaluable for institutions 
seeking to optimize their predictive models, suggesting 
that the strategic employment of aggregated GPA data 
can substantially enhance the forecasting of student 
success.

 
Figure 5: Comparison of Results Trends in Three Scenarios 

 
4.4 Experimental Analysis 

The experimental outcomes across three scenarios 
underscore the pivotal role of data quantity and type in 
enhancing predictive model accuracy. Initially, 
employing 14-course scores from the first two academic 
years, Lasso Regression distinguished itself with a high 
correlation coefficient and minimized error metrics, 
showcasing its adeptness at discerning patterns within a 
moderate feature set. This trend intensified in the 
subsequent scenario, expanding to 21-course scores 
across three years. Lasso Regression's performance 
peaked with an even higher correlation coefficient and 
significantly reduced RMSE and MAE, underscoring the 
value of comprehensive data in refining predictive 
accuracy. 

The transition to utilizing Semester GPA as an 
aggregated performance metric in the culminating 
scenario engendered a significant leap in the predictive 
efficacy of the models, particularly Lasso Regression and 

Huber Regression, which showcased exceptional 
correlation values and minimized error metrics. This 
advancement illustrates a heightened sensitivity and 
precision when models are based on comprehensive 
academic data. The incremental refinement from discrete 
course scores to consolidated GPA metrics has enhanced 
the models' predictive capabilities. The consistent 
outperformance of Lasso Regression is attributed to its 
advanced feature selection and regularization techniques, 
which together advocate for the strategic use of 
aggregated and representative data in academic 
forecasting. These findings underscore educational 
institutions' need to adopt data-driven methodologies, 
providing a robust framework for evidence-based 
decision-making and strategic planning to augment 
student success.  
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4.5 Model Applicability Suggestions 
Based on the findings from the experiments, certain 

regression models demonstrate better applicability for 
specific scenarios. Lasso Regression consistently 
performs well across all three scenarios, indicating its 
robustness and effectiveness in capturing the underlying 
relationships between input features and the target 
variable. Neural Network Regression is a competitive 
model, showing strong linear relationships and relatively 
accurate predictions. These two models, Lasso 
Regression and Neural Network Regression, can be 
recommended for various applications where accurate 
prediction and capturing complex interactions are crucial. 
However, it's crucial to consider each scenario's unique 
requirements and choose the regression method 
accordingly. This is because different models may exhibit 
varying performance levels based on the characteristics 
of the data and the relationships between the variables. 
 
 

5. CONCLUSION AND DISCUSSION 

5.1 Conclusion 
The experimental analysis underscores the efficacy of 

Lasso Regression and Neural Network Regression in 
predicting student grades across varying scenarios, 
emphasizing their ability to capture complex 
relationships with high accuracy. Lasso Regression, in 
particular, has proven to be a robust model, consistently 
outperforming others with its high correlation 
coefficients and minimized RMSE values. The 
progression from the First to the Third Scenario illustrates 
the substantial impact of data quality and aggregation on 
predictive accuracy, with the use of Semester GPA in the 
Third Scenario yielding the most significant 
improvements. These findings underscore the importance 
of model selection tailored to specific scenarios and 
highlight Lasso Regression as a top performer, 
particularly suitable for applications requiring precise 
predictions and handling complex interactions. As we 
advance, further exploration into additional regression 
techniques and hybrid models could potentially enhance 
predictive accuracy and broaden the scope of regression 
analysis in diverse fields. 

In conclusion, our comprehensive evaluation has 
demonstrated that the depth and quality of academic data 
significantly enhance the predictive accuracy of students' 
final CGPA. Lasso Regression has emerged as a 
consistently superior model, with its predictive power 
notably increasing as the data set expanded from 14-
course scores to a more holistic measure of Semester 
GPA. The results highlight the profound impact of 
representative and aggregated data features on model 
efficacy, advocating for the strategic use of such data in 
educational modeling and decision-making processes. 
 

5.2 Discussion 
Our study contributes to the body of research on 

applying regression models in predicting student 
academic performance. Through a comparative analysis 
of eight regression models, we have identified Lasso 
Regression and Neural Network Regression as 
particularly effective in predicting final CGPA, especially 
when using Semester GPAs as input data. Our findings 
resonate with those of Lyu (2023), who found Random 
Forest to be the best model for predicting student grades 
based on past scores, highlighting the potential of 
machine-learning techniques in educational data mining.  

Moreover, our results align with the study by Kumar 
et al. (2020), which applied regression analysis to 
accurately predict student performance, underscoring the 
importance of past academic records as a strong predictor 
of future performance. The high R values and low error 
metrics observed in our study are consistent with the 
effectiveness of regression models in capturing the 
nuances of student performance, as demonstrated in the 
work of Lyu (2023) and Kumar et al. (2020).  

Our study extends the existing literature by examining 
the impact of data granularity and integrity on the 
precision of CGPA predictions. The dominance of Lasso 
Regression in our third scenario, with an R-value of 
0.9901 and minimal error metrics, is particularly 
noteworthy. This aligns with the findings of Rusli and 
Ibrahim (2007), who reported high accuracy in predicting 
academic performance using artificial neural networks, 
suggesting that advanced regression techniques can 
outperform traditional methods. 

Furthermore, our comparative study adds depth to the 
work of Arsad et al. (2014), who compared neural 
networks and linear regression for predicting academic 
achievement by providing a more comprehensive 
analysis of various regression models. Our results 
indicate that while Neural Network Regression showed 
robust predictive capabilities, Lasso Regression was 
superior in prediction accuracy. 

In conclusion, our study emphasizes the importance 
of selecting the appropriate regression model tailored to 
the specific characteristics of the data and the predictive 
precision required. The high predictive accuracy of Lasso 
Regression and Neural Network Regression in our study, 
along with the support from the literature, validates the 
effectiveness of these models in predicting student 
academic performance. Future research should continue 
to explore the integration of various regression models 
and their potential for enhancing student performance 
prediction in educational settings. 
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