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Abstract 

Currently, with the rapid growth of robots in the industrial and service sectors, the robotic arm product is in high demand, and 

manufacturers need to deliver it on time. The manufacturer has a new product called “robot arm”. The issue is a high failure rate at 

the test station called the robot arm movement test. The manufacturer focused on the test process in order to reduce any variance that 

may result in a failure rate, with the operator's performance being their primary interest. Since the first group was built and tested, 

totaling 233 units of the robot arm, the logistic regression was applied with three independent variables. There are operators, working 

shifts, and product models. The results indicate day or night shifts are not related to the test failing. The operator and product model 

are important factors in the test failing. The 1.5–meter–long model has a higher chance of passing the test than the 1–meter–long 

model by about 13.66 times and the 2–meter–long model by 25.25 times. Operator D is the best at performing the robotic arm test 

and has a better chance of passing than the other operators (2.07 times for Operator A, 6.53 times for Operator B, and 7.01 times for 

Operator C). The action is that the software test needs to be updated for the 1– and 2–meter–long models. Moreover, Operators B and 

C need to be retrained as a priority. Then the manufacturer needs to focus more on the assembly process for yield improvement. 

Keywords: Improvement, Logistic regression, Operator performance, Robot arm movement test, Root cause analysis 

1. Introduction 

The use of robotics is increasing rapidly these days. Since 

2015, the growth of robotics installation has been approximately 

four times that of 2021 [1] as shown in Figure 1. 

 

 

Figure 1 Installation of industrial robots’s trend 

 

In the year 2021, China had the most robotic unit 

installations, Japan was the second, and Thailand was 

ranked 12th in the world for robotic unit installations [1] as 

shown in Figure 2. 
 

 
Figure 2 The top 15 largest countries for robot 

installation in 2021 
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Robots now play numerous roles in both the industrial 

and service sectors, particularly the robotic arm. We also 

see the robot arm pick and place parts, tighten screws, 

weld, and so on in manufacturing [2]. In the service sector, 

robots make coffee, food, and so on [3], which is exciting 

to see. This is the main reason that the manufacturer of the 

robotic arm needs to introduce a new product and rapidly 

ramp up volume. The issue based on the yield of the robotic 

arm movement test has a low yield in the new product 

introduction phase. The manufacturer introduced the new 

product of the robotic arm, and they found the output to be 

low due to the high failure rate of the robotic arm 

movement test process. Thus, the study aimed to apply a 

logistic regression statistical analysis to determine the 

factors that are influenced by the high failure rate of 

testing. The focus of the manufacturer is mainly on the 

operator [4]. There are different shifts and different 

operators. In fact, the researchers required more factors to 

include in the model for more clarification on the root 

cause of the test's failure: more interaction between 

humans and machines. There is the product model, which 

is the size, which varies for holding, rotating, and testing. 

The study's benefit was discovering that a logistic 

regression is appropriate for root cause identification and 

that interpreting the results leads to action in 

manufacturing problems, which is practical and can be 

applied to general problems with similar fundamentals. 

 

2. Objectives 

To explore how logistic regression can be applied and 

identify the root cause (man and machine) of the high 

failure rate for the robotic arm movement test process. The 

dependent variables are categorical. There are the working 

time of the operator (day or night shift), operator (4 

operators, represented by operators A, B, C, and D), and 

the product model, which is represented for the test station 

(1, 1.5, and 2–meter–long). On the other hand, the 

independent variable is the test result, which has a 

qualitative outcome of pass or fail. The research hypothesis 

as shown in Figure 3. 

 

Figure 3 Research hypothesis 

 

3. Materials and methods 

3.1  Robotic arms product 

A robotic arm is a particular kind of mechanical arm 

that can be programmed and performs tasks comparable to 

those of a human arm [5]. It can be a standalone robot or a 

component of a more sophisticated robot [6]. Such a 

manipulator has joints that allow for either translational 

(linear) displacement or rotational motion, similar to an 

articulated robot. A kinematic chain can be thought of as 

being formed by the manipulator's linkages. The end 

effector, which is similar to the human hand, and the 

function for which it is required, such as a pick– and–place 

gripper, a welder, and so on [7]. A type of robotic 

mechanism is collectively referred to as “robotic arms”.  

There are many applications for these various kinds of 

robots. However, each type has unique features that often allow 

it to be more effective than other robotic arms for particular jobs. 

6 different types of robotic in total, there are [8]; 
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Articulated arms; general–purpose robotic arms with 

five or more joints, or degrees of freedom, are known as 

articulated arms. Numerous other types of robots are 

classified as articulated arms. A six–axis robot, for 

instance, has an articulated arm with six degrees of 

freedom. The widest variety of industrial robot types are 

those with articulating arms, which also include six–axis 

and collaborative robots. 

Spherical robot; a spherical (polar) robot served as the 

first industrial robot in contemporary times. This sort of 

robot has a straightforward design but is less popular than 

it previously was. Robots that are spherical resemble 

cylindrical robots except that they replace the vertical 

linear axis with a second rotating axis. It has a vertical 

rotational axis. It was created for straightforward jobs that 

don't call for rapid or intricate action. 

SCARA robot; SCARA robots are Selected 

Compliance Assembly Robot Arms. They therefore lack 

the same degree of flexibility that articulated arms have. 

They are constrained in some ways, but they also have 

some advantages over articulated arm types as a result. 

Cartesian robot; Cartesian robots are unyielding 

machines that move in a three–dimensional coordinate 

plane. Three linear actuators are commonly used to build 

these robots. In the x–axis, one actuator moves left and 

right. The x–axis actuator is connected to another actuator. 

In the y–axis plane, this actuator moves upward and 

downward. The y–axis member is connected to a final 

actuator, which oscillates in the z–axis plane. Robots 

designed for little applications are called Cartesian robots. 

Cylindrical robot: a single arm that can travel up and 

down a vertical member is the central component of 

cylindrical robot arms. The arm is horizontally rotated by 

this vertical part. In order to complete the work, the arm 

can extend and retract. These little robots are used for 

quick, easy jobs and are relatively portable. 

Parallel robots: robotic automation options with high 

speed include parallel robots. These robots can travel at 

amazing speeds because of their distinctive design. 

Almost all the robotic arms of the manufacturer are 

applied to articulated arms and SCARA robots. 

According to the confidential nature of the product, the 

photo of the actual product does not appear. In any case, 

the configuration is the same as in Figure 4. The 

manufacturer offers three sizes: 1–, 1.5–, and 2–meter–

long products. The only difference between the models is 

the length (1 meter, 1.5 meters, and 2 meters). The freedom 

of movement of the robotic arm is used in the functional 

test [9]. The operator must connect the end of the arm to 

the points specified by the software test, then rotate the arm 

anticlockwise or encounter clockwise as specified by the 

software test. The remainder of the software test will be 

calculated, with a pass or fail result displayed. 

 

 
Figure 4 Robotic arm movement test 

 

The interaction between the operator, the robotic arm, 

and the test software command takes about 15 minutes per 

unit. This is the main reason that the manufacturer 

considers the operator to be the main influencer of the 

failure units of testing. In contrast, the researcher suggests 

the manufacturer consider how the model may affect the 

failure units testing as well; then, the product model 

becomes an independent variable of the research 

hypothesis. 
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3.2 Logistic regression 

A statistical method for calculating the likelihood of an 

attribute result given a dependent variable is logistic 

regression. Binary logistic regression is one kind of logistic 

regression in which the event has two outcomes, such as 

“good” or “bad”, “pass” or “fail”, and so on [10]. Logistic 

regression is frequently and generally used in many 

sectors, for example, in the education sector [11], the 

industrial sector, and so on [12]. Logistic regression’s 

primary theoretical assumption is that it is the same as 

linear regression. The residual is the difference between 

the response variables expected and actual values (the 

error). The residual is typically assumed to have a normal 

distribution with a mean of zero and constant variance. 

There is no correlation between the residuals and the 

variables (both dependent and independent variables) [13]. 

The dependent variable result will fall between zero and 

one since the possibility that the event will occur 

determines the outcome. A probability of zero indicates 

that the interesting event is not happening, whereas a 

probability of one indicates that it has a 100% possibility 

of occurring. Assign the probability of the interesting 

event, denoted by P(Y), using eq. 1. 

 

 𝑃𝑃(𝑌𝑌) =
𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑋𝑋i

1 + 𝑒𝑒𝑏𝑏0+𝑏𝑏1𝑋𝑋i
 (1) 

 

Eq. 2 can be used to represent the uninteresting event, Q(Y): 

 

𝑄𝑄(𝑌𝑌) = 1 − 𝑃𝑃(𝑌𝑌) (2) 

 

where, 

𝑏𝑏0 and 𝑏𝑏1 are the estimated coefficients. 

𝑋𝑋i is the independent variable. 

𝑒𝑒 is a Natural Logarithm. 

To link the dependent variable to the independent 

variable, logistic regression can be transformed into a logit 

equation. Logit link equation form can be written as eq. 3. 

 

𝐿𝐿𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜(𝑃𝑃) = 𝐿𝐿𝐿𝐿𝐿𝐿 �𝑃𝑃
𝑄𝑄
�  (3) 

 

The odds ratio is an important number in logistic 

regression. The odds ratio describes the number of times 

an event occurs by comparing P and Q. The odds ratio can 

be calculated using eq. 4. 

 

 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑃𝑃y

𝑄𝑄y
  (4) 

 

The likelihood value is one of the most important criteria 

to test for the fit of the logistic regression model. The statistical 

software will compute the likelihood value and convert it into 

a Chi–square distribution test with the independent variable's 

degree of freedom. The Chi–square test's main hypothesis is 

that “all logistic regression model coefficients are zero.” 

Despite the rejection of the null hypothesis, the conclusion is 

that “logistic regression has a model.” Based on the type I 

error percentage, the statistical software also provided the P–

Value for deciding whether to accept or reject the null 

hypothesis. The typical type I error rate is 5%. 

A rule of ten is a conservative estimate for estimating 

sample size in terms of sample size. On the other hand, 

applying type I and type II errors to the calculation can 

eliminate bias in regression coefficients and improve the 

predictive accuracy of the regression model [14]. The 

sample size calculation can be written in terms of the 

equation as eq. 5 [15]: 

 

𝑁𝑁 = �
�𝑍𝑍1−𝛼𝛼 2⁄ + 𝑍𝑍1−𝛽𝛽�

𝑃𝑃0(1−𝑃𝑃0)𝑏𝑏2
�
2

  (5) 

 

Where, N = Sample size, α = Type I error, β = Type II 

error, P0 = P(y = 1|x = µx), b = ln (Odds Ratio) 
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The formula for more than one variable is as eq. 6. 

 

𝑁𝑁∗ = 𝑁𝑁
1−𝑅𝑅2

  (6) 

 

Where N is the value obtained from eq. 5, and R2 (R–

Square) is the value obtained by regressing the independent 

variable of interesting event. 

Logistic regression is applied for root cause analysis. 

The semiconductor industry used regression analysis to 

define the root cause of the dropping yield and suggest 

factors to improve wafer processing [16]. Even though the 

six–sigma project focused on finding out the factors that 

influence the healthcare topic, logistic regression also 

applied [17]. Moreover, the microelectronics industry 

enhances the quality of their products by defining the root 

cause through a logistic regression analysis [18]. 

3.3 Independent and dependent variable data 

Independent variables: the research has three 

independent variables. The first independent variable is the 

operator. Manufacturer has four operators (represented by 

Operators A, B, C, and D), with two working the day shift 

(6 a.m.–6 p.m.) and two operators work the night shift (6 

p.m.–6 a.m.), rotating every two weeks. Then the type of 

shift is the second independent variable; there are day and 

night shifts. The third independent variable was suggested 

by the researcher, which is the model of product; there are 

1, 1.5, and 2–meter–long. 

Dependent variable: the research has one dependent 

variable, which is the test result. The interesting event is a 

product test pass with a set value of one for successful 

testing and zero for failed testing. Thus, “1” represented 

the “pass” of the test result, and “0” represented the 

“failed” of the test result.  The passing test is an interesting 

event because the manufacturer is more concerned with the 

output in this situation. 

A total of 233 units were built and tested for the first 

mass production. 128 units passed and 105 units failed, so 

the yield is 54.94%. After segregating by working shift, 

they found day shift has a yield of 54.33% (69 units passed 

from the total of 127 units) and night shift has a yield of 

55.66% (59 units passed from the total of 106 units). Even 

though the difference is only one percent, they have a 

question, as well as the possibility that the operator's skill 

also may have contributed. Table 1 is the data of the 

research. 

 

Table 1 Raw data of the research 

Product 

model 
Operator Shift 

Test 

result 

1Meter B NIGHT 1 

1Meter B NIGHT 0 

1Meter B NIGHT 1 

1Meter B NIGHT 1 

1Meter A DAY 1 

1Meter A DAY 1 

1Meter A NIGHT 1 

1Meter C NIGHT 1 

1Meter B NIGHT 0 

1Meter B DAY 0 

1Meter B DAY 1 

1Meter B DAY 0 

1Meter A DAY 1 

1Meter A DAY 1 

1Meter B NIGHT 1 

1Meter C NIGHT 1 

1Meter A DAY 1 

1Meter B DAY 0 

1Meter B DAY 0 

1Meter A DAY 1 

1Meter B NIGHT 0 

1Meter A NIGHT 1 

1Meter C DAY 1 

1Meter A DAY 0 
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Table 1 Raw data of the research (cont.) 

Product 

model 
Operator Shift 

Test 

result 

1Meter A NIGHT 0 

1Meter A DAY 1 

1Meter B DAY 0 

1Meter A DAY 0 

1Meter C NIGHT 1 

1Meter A NIGHT 1 

1Meter B NIGHT 0 

1Meter B NIGHT 0 

1Meter B DAY 0 

1Meter A NIGHT 1 

1Meter B DAY 1 

1Meter A NIGHT 1 

1Meter A DAY 0 

1Meter D NIGHT 1 

1Meter B DAY 0 

1.5Meter A NIGHT 1 

1.5Meter C NIGHT 1 

1.5Meter C NIGHT 1 

1.5Meter C DAY 1 

1.5Meter C DAY 1 

1.5Meter A DAY 1 

1.5Meter B DAY 1 

1.5Meter B DAY 0 

1.5Meter B DAY 1 

1.5Meter C NIGHT 1 

1.5Meter C DAY 1 

1.5Meter B DAY 1 

1.5Meter B DAY 1 

1.5Meter B DAY 1 

1.5Meter D DAY 1 

2Meters D DAY 0 

2Meters B NIGHT 1 

Table 1 Raw data of the research (cont.) 

Product 

model 
Operator Shift 

Test 

result 

2Meters B NIGHT 1 

2Meters A DAY 1 

2Meters A DAY 1 

2Meters D DAY 1 

2Meters A DAY 1 

2Meters A DAY 0 

2Meters B NIGHT 1 

2Meters A DAY 1 

2Meters B DAY 0 

2Meters A DAY 0 

2Meters B NIGHT 1 

2Meters B DAY 1 

2Meters B DAY 0 

2Meters A DAY 1 

2Meters B NIGHT 1 

2Meters A DAY 0 

2Meters B NIGHT 1 

2Meters A DAY 1 

2Meters B DAY 0 

2Meters B NIGHT 0 

2Meters A DAY 1 

2Meters B NIGHT 0 

2Meters B NIGHT 1 

2Meters A DAY 1 

2Meters B DAY 1 

2Meters B NIGHT 1 

2Meters A DAY 0 

2Meters C NIGHT 1 

2Meters B NIGHT 0 

2Meters A DAY 1 

2Meters A NIGHT 1 

2Meters B NIGHT 1 
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Table 1 Raw data of the research (cont.) 

Product 

model 
Operator Shift 

Test 

result 

2Meters A NIGHT 0 

2Meters A DAY 0 

2Meters B NIGHT 1 

2Meters A NIGHT 1 

2Meters A DAY 1 

2Meters B DAY 0 

2Meters B NIGHT 1 

2Meters B NIGHT 0 

2Meters A NIGHT 1 

2Meters B NIGHT 0 

2Meters B NIGHT 1 

2Meters B NIGHT 0 

2Meters B NIGHT 0 

2Meters A NIGHT 0 

2Meters B NIGHT 0 

2Meters B NIGHT 1 

2Meters A DAY 1 

2Meters A NIGHT 1 

2Meters A NIGHT 0 

2Meters A NIGHT 1 

2Meters D DAY 1 

2Meters A DAY 0 

2Meters A NIGHT 1 

2Meters B NIGHT 1 

2Meters A DAY 1 

2Meters A DAY 1 

2Meters B DAY 0 

2Meters A DAY 1 

2Meters B NIGHT 1 

2Meters A NIGHT 0 

2Meters A NIGHT 0 

2Meters B DAY 0 

Table 1 Raw data of the research (cont.) 

Product 

model 
Operator Shift 

Test 

result 

2Meters B DAY 0 

2Meters A NIGHT 1 

2Meters A NIGHT 1 

2Meters C DAY 1 

2Meters B DAY 0 

2Meters A DAY 1 

2Meters A NIGHT 0 

2Meters B DAY 1 

2Meters A NIGHT 1 

2Meters A DAY 1 

2Meters B DAY 0 

2Meters A NIGHT 0 

2Meters B DAY 0 

2Meters A NIGHT 1 

2Meters A NIGHT 0 

2Meters A NIGHT 0 

2Meters B NIGHT 0 

2Meters B DAY 1 

2Meters A NIGHT 1 

2Meters A NIGHT 1 

2Meters B DAY 0 

2Meters D DAY 1 

2Meters A NIGHT 1 

2Meters A DAY 0 

2Meters A NIGHT 1 

2Meters D NIGHT 1 

2Meters B DAY 1 

2Meters B NIGHT 0 

2Meters A NIGHT 1 

2Meters A NIGHT 0 

2Meters B DAY 0 

2Meters A NIGHT 0 
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Table 1 Raw data of the research (cont.) 

Product 

model 
Operator Shift 

Test 

result 

2Meters D NIGHT 1 

2Meters A DAY 0 

2Meters A NIGHT 0 

2Meters A NIGHT 1 

2Meters D NIGHT 1 

2Meters A NIGHT 0 

2Meters A NIGHT 1 

2Meters A NIGHT 0 

2Meters A NIGHT 1 

2Meters B DAY 0 

2Meters C DAY 0 

2Meters D NIGHT 1 

2Meters D NIGHT 0 

2Meters B NIGHT 0 

2Meters B DAY 0 

2Meters B DAY 0 

2Meters A NIGHT 1 

2Meters A DAY 1 

2Meters B NIGHT 0 

2Meters A DAY 0 

2Meters A DAY 1 

2Meters A DAY 1 

2Meters A DAY 0 

2Meters C NIGHT 0 

2Meters A DAY 1 

2Meters A DAY 1 

2Meters C NIGHT 0 

2Meters A DAY 0 

2Meters A DAY 0 

2Meters A DAY 1 

2Meters A DAY 0 

2Meters A DAY 0 

Table 1 Raw data of the research (cont.) 

Product 

model 
Operator Shift 

Test 

result 

2Meters B NIGHT 0 

2Meters A DAY 1 

2Meters A DAY 1 

2Meters B NIGHT 1 

2Meters A DAY 0 

2Meters A DAY 1 

2Meters A DAY 0 

2Meters B NIGHT 0 

2Meters A DAY 0 

2Meters A DAY 1 

2Meters D DAY 1 

2Meters C NIGHT 0 

2Meters A DAY 0 

2Meters D DAY 1 

2Meters A DAY 0 

2Meters A DAY 0 

2Meters A DAY 0 

2Meters A DAY 1 

2Meters A DAY 1 

2Meters A DAY 1 

2Meters B NIGHT 0 

2Meters A DAY 1 

2Meters A DAY 1 

2Meters B NIGHT 0 

2Meters C NIGHT 0 

2Meters A DAY 0 

2Meters A NIGHT 1 

2Meters A DAY 1 

2Meters D DAY 1 

2Meters C DAY 0 

2Meters C NIGHT 0 

2Meters A DAY 0 
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Table 1 Raw data of the research (cont.) 

Product 

model 
Operator Shift 

Test 

result 

2Meters A DAY 1 

2Meters A DAY 1 

2Meters C DAY 0 

2Meters A NIGHT 1 

2Meters D DAY 1 

2Meters A DAY 1 

2Meters D DAY 0 

2Meters B DAY 0 

2Meters D DAY 1 

2Meters C NIGHT 0 

2Meters B DAY 0 

2Meters B DAY 0 

2Meters C NIGHT 0 

2Meters D DAY 0 

2Meters C NIGHT 0 

2Meters C NIGHT 0 

2Meters C NIGHT 0 
 

4. Results 

The research applied the Minitab version 19 for a 

logistic regression model analysis. Based on the research 

hypotheses, the result of the research hypothesis is as 

follow: 

Hypothesis 1: Shift of working contributed to the test 

result. It is linked to the logistic model hypothesis as 

follows: 

H0: The coefficient of the shift of working is zero. 

H1: The coefficient of the shift of working is not zero. 

Hypothesis 2: Operator contributed to the test result. It 

is linked to the logistic model hypothesis as follows: 

H0: The coefficient of the operator is zero. 

H1: The coefficient of the operator is not zero. 

Hypothesis 3: Product model contributed to the test 

result. It is linked to the logistic model hypothesis as 

follows: 

H0: The coefficient of the product model is zero. 

H1: The coefficient of the product model is not zero. 

The ANOVA table is presented in Table 2 with the P–

Value for testing the hypothesis. 

 

Table 2 ANOVA of the logistic regression model with 

three independent variables 

Source DF Chi–Square P–Value 

Regression 6 27.03 0.000 

Product model 2 11.87 0.003 

Operator 3 21.01 0.000 

Shift 1 2.61 0.106 
 

Referring to the P–value, the P–value of the “shift” 

variable is greater than 0.05, then this variable is not 

contributing to the test result at the 95% confidence interval. 

It means that the yield is comparable whether the working shift 

is during the day or at night. On the other hand, the two 

independent variables, “product model” and “operator,” 

contributed to the test result. The two independent variables 

were re–analyzed, and the results are shown in Table 3. 

 

Table 3 ANOVA of the logistic regression model with two 

independent variables 

Source DF Chi–Square P–Value 

Regression 5 25.37 0.000 

Product model 2 10.87 0.004 

Operator 3 19.27 0.000 

Note: The R–Square (adj.) is 8.86%. 

 

Finally, the regression model has two independent 

variables that influence the probability of passing the test. 

The regression equation can be written as eq. 7. 

 

𝑌𝑌′ = 3.65 + 0.00(1.5–𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚– 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙)– 2.61 

(1–𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚– 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙) − 3.23(2–𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚– 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙)  
+0.00(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂)– 1.15(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂)– 1.22 
(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) + 0.73(𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) 

(7) 
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It should be noted that the coefficients for 1.5–meter–

long and Operator A are extremely small, and with a three–

digit number, the coefficient appears to be zero but is not 

exactly zero. The R–Square Adjust is very low (8.86%), 

which means that only 8.86% of the two independent 

variables explain the probability of passing the test. Even 

though the R–Square Adjust is low, the result led to a 

conclusion based on the odds ratio in Table 4. 

 

Table 4 The Odds Ratio for level A relative to level B of 

Product model 

Level A Level B Odds Ratio 

1.5–meter–long 1–meter–long 13.66 

1.5–meter–long 2–meters–long 25.25 

1–meter–long 2–meters–long 1.85 

 

The odds ratio of the product model of Table 5 

indicated that the 1.5–meter–long product model has a 

higher chance of passing the test than the 1–meter–long 

product model 13.66 times and the 2–meter–long product 

model 25.25 times. 1–meter–long is better than 2–meter–

Long about 1.85 times. Thus, the manufacturer needs to 

drill down more details for the different of software test, 

which is the testing revision of 1.5–meter–long is a new 

revision and the logic of calculate for the movement free 

compensation is different. 

 

Table 5 The Odds Ratio for level A relative to level B of 

Operator 

Level A Level B Odds Ratio 

Operator A Operator B 3.16 

Operator A Operator C 3.39 

Operator D Operator A 2.07 

Operator B Operator C 1.07 

Operator D Operator B 6.53 

Operator D Operator C 7.01 

Operator D is the most skilled at carrying out the test. 

Operator A is ranked number two. Operators B and C have 

comparable performances. Operator D has a higher chance 

of passing the test than Operator A (2.07 times), Operator 

B (6.53 times), and Operator C (7.01 times). Thus, 

Operator D is a role model, sharing his practice with the 

others, and Operators A, B, and C need to be retrained. 

Operators B and C are a priority of retrained. 

According to eq. 5, this is applied for the sample size 

calculation. Type I error is 5%, and Type II error is 20%. 

P0 is 105 divided by 233, then P0 is equal to 0.45, and the 

Odds ratio is 1.486 by calculation per Equation 4, then b = 

ln(1.486), which is 0.396. The sample size is rounded up 

to 203 units, which is 203 units for the one independent 

variable. The research had two dependent variables; thus, 

the sample size was calculated by applying eq. 6, and the 

R–Square is 0.088. Finally, the sample size with two 

dependent variables in the logistic regression is rounding 

up to 204 units. In actuality, the sample size of 233 units is 

appropriate to do the logistic regression analysis of this 

research. 

 

5. Discussion 

In essence, the research can provide some insight into 

the root cause of the likelihood of passing the test. On the 

other hand, other terms need to be verified, such as 

assembly process, material, and so on. Thus, this research 

can demonstrate how to apply logistic regression, which is 

new to this manufacturer as well, and they are aware that 

this statistical tool is beneficial enough to help them find 

the root cause. The operator skills as well as the software 

revision test have a significant impact. This root cause 

analysis can also be used in any field where there is a lot 

of interaction between humans and the testing machine, 

and the outcome is either pass or fail. 

 



Eng. & Technol. Horiz., vol. 41, no. 2, 2024, Art. no. 410209  11 of 12 

6. Conclusion 

Based on the research hypothesis, there are three 

variables to prove that influence the passing test result: 

operator, working shift (day and night), and product model. 

The findings show that day or night shifts have no effect 

on the likelihood of passing the test. The operator and 

product model are important factors in the test passing. The 

1.5–meter–long model has a higher chance of passing the 

test than the 1–meter–long model by about 13.66 times and 

the 2–meter–long model by 25.25 times. Operator D is the 

best at performing the robotic arm test and has a better 

chance of passing than the other operators. There are 2.07 

times for Operator A, 6.53 times for Operator B, and 7.01 

times for Operator C, respectively. The action is that the 

software test needs to be updated for the 1– and 2–meter–

long models after comparison of the testing of each 

software test model. Moreover, Operators B and C need to 

be retrained as a priority, followed by Operator A (the 

option for manpower management). Then the 

manufacturer needs to focus more on other factors in the 

assembly process for yield improvement in the next step. 

Moreover, material traceability should be implemented, 

and data will be available for further analysis of the 

material portion. 
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