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บทคัดย่อ 

บทความน้ีนาํเสนองานวิจยัพฒันาระบบบนัทึกบริการอตัโนมติัสาํหรับแพลตฟอร์มบริการถ่ายทอดการส่ือสาร ซ่ึงเป็น

โครงการความร่วมมือระหว่างสํานักงานพฒันาวิทยาศาสตร์และเทคโนโลยีแห่งชาติ (สวทช.) และศูนยบ์ริการถ่ายทอด

การส่ือสารแห่งประเทศไทย (TTRS - Thai Telecommunication Relay Service) เพ่ือจดัเก็บและบนัทึกบริการถ่ายทอดการ

ส่ือสารแบบ Video Relay Service สําหรับผูพิ้การทางการไดยิ้นท่ีไม่สามารถส่ือสารดว้ยเสียง โดยนาํองค์ความรู้ทางดา้น 

Network-Based Monitoring มาพฒันาระบบให้สามารถทาํงานได้อย่างอัตโนมัติ (Fully Automated) และมีความฉลาด 

(Intelligence) ในการวิเคราะห์ขั้นสูงเก่ียวกบัรูปแบบต่างๆ ของบริการสนทนา การทาํงานโดยย่อระบบจะทาํหนา้ท่ีในการ

ตรวจจบั Network Traffic และวิเคราะห์ Network Packet, Signaling และ Protocol ต่างๆ ท่ีเก่ียวขอ้ง เช่น TCP, UDP, SIP, 

SDP, RTP รวมถึง H.264, G.711 Encoding และทาํการบนัทึก Media Stream ต่างๆ ของการสนทนา แลว้สร้างเป็นไฟลวิ์ดีโอ

ท่ีบนัทึกบริการทั้งหมด และส่งไปเก็บท่ี Cloud Storage เพ่ือการใชป้ระโยชน์ต่อไป เช่น การตรวจสอบกรณีร้องเรียน การ

ประเมินการบริการ การปรับปรุงและเพ่ิมประสิทธิภาพการบริการให้ดีย่ิงขึ้น ความท้าทายของการพฒันาระบบน้ีคือ 

ความสามารถในการจัดการและประมวล Real-Time Interactive Multi Flows เ น่ืองจากระบบจะต้องตรวจจับและ

ประมวลผล Call Signaling และ Media Stream จาํนวนมากท่ีเกิดขึ้นแบบ Interactive Real Time กระบวนการ Optimization 

จึงมีความสําคัญอย่างย่ิง เพ่ือทาํให้การประมวลผลสามารถทาํได้อย่างรวดเร็ว ทันต่อเวลา และไม่เกิดปัญหา Buffer 

Overflow ซ่ึงจะมีผลต่อคุณภาพของการบันทึกบริการ โดยระบบท่ีพัฒนาขึ้ นได้มีการออกแบบสถาปัตยกรรมการ

ประมวลผล PCAP (Packet Capture) แบบใหม่เรียกว่า Multiple Buckets Architecture ซ่ึงผลการทดสอบแสดงให้เห็นว่า 

สามารถลดโอกาสเกิด Buffer Overflow ได้เป็นอย่างมาก และสามารถทํางานได้อย่างมีประสิทธิภาพมากกว่า เม่ือ

เปรียบเทียบกบัการประมวลผลแบบทัว่ไปท่ีเป็นแบบ Single Bucket 

คําสําคัญ: การตรวจจบัเครือข่าย, การตรวจจบัการรับส่งขอ้มูลเครือข่าย, การวิเคราะห์สัญญาณ SIP, โปรโตคอล RTP, ไฟล์

บนัทึกบริการ, สถาปัตยกรรมการตรวจจบัแพค็เก็ต 
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Abstract 

This paper presents a research and development work for the automatic service recording system using network-based 

monitoring approach. The project is under the cooperation of National Science and Technology Development Agency 

(NSTDA) and Thai Telecommunication Relay Service (TTRS). The goal is to archive and record video relay services 

offered to the deaf and hard of hearing community. Using the network-based monitoring approach, we can develop a video 

recording system that is fully automated and intelligent to analyze different kinds of video relay services. In brief, the 

system functions to capture network traffic and analyze network packets, signaling, and related protocols such as TCP, 

UDP, SIP, SDP, RTP, as well as H.264, G.711 encoding. Then, it records the relevant media streams, creates a video file 

containing the whole video relay service conversation, and send the file to archive in the cloud storage. The benefits include 

verification in case of appeal, service evaluation, and service improvement. A technical challenge in this system 

development is how to process real-time interactive multi flows because it must detect and process a large number of call 

signaling and media streams that occur as interactive real time. The optimization is vital so that the system can swiftly do 

the processing in time, without causing the buffer overflow problem that can degrade the recording quality. In this regard, 

we developed a novel methodology for processing PCAP (Packet Capture) called Multiple Buckets Architecture. Our test 

results showed that it can significantly reduce the probability of buffer overflow, making the processing more efficient 

when compared to the traditional processing of single bucket. 

Keywords: Network Monitoring, Packet Capture, SIP Signaling, RTP Protocol, Video Streaming, Packet Capture 

Architecture

1. บทนํา 

ศูนย์บริการถ่ายทอดการส่ือสารแห่งประเทศไทย 

(Thailand Telecommunication Relay Service หรือ TTRS) 

ให้บริการถ่ายทอดการส่ือสารแบบ Video Relay Service 

สําห รับคนหูหนวกและผู ้พิการทางการพูด มีความ

จาํเป็นตอ้งจดัเก็บบนัทึกบริการการสนทนาวิดีโอ เพ่ือให้

สามารถสืบคน้ยอ้นหลงัได ้เน่ืองจากตอ้งใช้ตรวจสอบใน

กรณีร้องเรียน การประเมินการบริการ และการปรับปรุง

เพ่ิมประสิทธิภาพการบริการให้ดีย่ิงขึ้น อย่างไรก็ตาม การ

ใชเ้คร่ืองมือทัว่ไป (เช่น Video Screen Capture) เพ่ือบนัทึก

การสนทนาวิดีโอเป็นไฟล์บันทึกบริการ ยงัมีปัญหาใน

กระบวนการ Post Processing ขั้นตอนน้ีมีความยุ่งยาก ใช้

เวลาประมวลผลนาน ไม่มีประสิทธิภาพ และกระทบต่อ

การทาํงานของเจา้หน้าท่ีอีกด้วย การพฒันาระบบจดัเก็บ

และบันทึกบริการด้วยงานวิจัยทางด้าน Network-Based 

Monitoring ทาํให้ระบบสามารถตรวจจบั Network Traffic 

แ ล ะ วิ เ ค ร าะ ห์  Call Signaling แ ล ะ  Protocol ต่ าง ๆ  ท่ี

เก่ียวขอ้ง และมีความฉลาด (Intelligence) ในการวิเคราะห์

ขั้นสูงเก่ียวกบัรูปแบบต่างๆ ของบริการสนทนาได ้ดงันั้น

จึงสามารถทาํงานไดอ้ย่างอตัโนมติั (Fully Automated) ใน

การตรวจจบัสายเรียกเขา้ การเร่ิมและหยุดบนัทึก รวมถึง

การประมวลผล Media Stream ต่างๆ เพ่ือรวมเป็นไฟล์ท่ี

บนัทึกบริการทั้งหมด นอกจากน้ีระบบจะส่งไฟลไ์ปเก็บท่ี 

Cloud Storage อย่างอตัโนมัติด้วย โดยเจ้าหน้าท่ีสามารถ

สืบคน้ไฟล์บนัทึกบริการไดอ้ย่างง่ายดายผ่าน Web Portal 

ของระบบ ดังนั้นระบบท่ีพฒันาขึ้นจึงสามารถแก้ปัญหา

การบนัทึกบริการและการจดัเก็บรวบรวมขอ้มูล และเพ่ิม

ประสิทธิภาพการบริการของศูนย์บ ริการถ่าย ท อ ด

การส่ือสารแห่งประเทศไทยไดเ้ป็นอยา่งมาก 
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2. วรรณกรรมท่ีเกีย่วข้อง 

PCAP (Packet Capture) [1],[2] เป็น API สําหรับการ

ตรวจจบั Network Traffic ในระบบเครือข่าย ท่ีมีการใชง้าน

กนัอย่างแพร่หลาย เร่ิมตน้ถูกพฒันาท่ี Lawrence Berkeley 

Laboratory ในรูปแบบของ Libpcap บนเคร่ืองคอมพิวเตอร์

ในระบบปฏิบติัการ Unix จนถึงปัจจุบนั PCAP API ถือเป็น 

De-Facto Standard เพ่ือใชใ้นการตรวจจบั Network Traffic 

เพ่ือบันทึกการส่ือสารบนระบบเครือข่ายและการนําไป

ประมวลผลต่อไป PCAP API ได้ถูกนําไปพัฒนาเป็น

โปรแกรมประยุกต์ทางด้านระบบเครือข่ายมากมาย เช่น 

Protocol Analyzer, Network Monitoring, IDS (Intrusion 

Detection System), Network Forensic Tool เป็นต้น ความ

ทา้ทายในการพฒันาระบบดว้ย PCAP API ท่ีสาํคญัคือ เม่ือ

จาํเป็นท่ีจะตอ้งวิเคราะห์ประมวลผลขั้นสูงหรือในปริมาณ

มากๆ สําหรับ Network Traffic ท่ีเข้ามาแบบ Real Time 

อาจทาํให้เกิดปัญหา Buffer Overflow และเกิดการสูญเสีย 

Packets ไปบางส่วนได ้จากวรรณกรรมท่ีเก่ียวขอ้งไดมี้การ

อ้างถึงประเด็นปัญหาน้ีเ ช่นกัน เ น่ืองจาก PCAP API 

รองรับการทาํงานแบบ Single Thread เท่านั้น ระบบต่างๆ 

ส่วนใหญ่จึงยงัคงทาํงานเป็นแบบ Single Thread โดย N. 

Bonelli, et al. [3] ได้พฒันาต่อยอด PCAP API บน Linux 

เ พ่ื อ เ พ่ิ ม  Packet Fan-Out ใ ห้ สาม า ร ถ แ จกจ่ าย  Traffic 

Workload เพ่ือการประมวลผลแบบ Multi-Core Processing 

ได้ J. F. Zazo, et al. [4] นํา เสนอวิ ธีการประมวลแบบ 

Hardware-Based ด้วย FPGA เ พ่ือ เ พ่ิมความเ ร็วในก าร

ประมวลผลสําหรับการตรวจจบั Network Traffic ปริมาณ

มากท่ีความเร็วมากกว่า 1 Tb/s นอกจากน้ีมีวรรณกรรมท่ี

เก่ียวเน่ืองกบัการเพ่ิมประสิทธิภาพการตรวจจบั Network 

Traffic แนวทางอ่ืนๆ เช่น V. Duarte, et al. [5] นาํเสนอการ

ทาํงานในแบบ Distributed Monitoring Tool และ J. Liu, et 

al. [6] เสนอวิธีการ Traffic Monitoring บนระบบปฎิบัติ

การ iOS  

สําหรับงานวิจยัในบทความน้ีมีจุดมุ่งหมายท่ีจะตอ้งทาํงาน

ร่วมกับ PCAP Driver บน Windows เวอร์ชันต่างๆ ท่ีใช้

งานอย่างแพร่หลายได ้เช่น WinPcap [7], Win10Pcap [8], 

และ Npcap [9] และด้วยขอ้จาํกดัของ Capture Buffer ท่ี 2 

MB และ PCAP API ไม่มีทางเลือกในการปรับ Buffer Size 

[10] จึ งได้มีการพัฒนาสถาปัตยกรรมแบบ Multiple 

Buckets เพ่ือให้สามารถประมวลผล Real-Time Interactive 

Multi Flows สําหรับการบนัทึกการสนทนาบริการไดอ้ยา่ง

รวดเร็ว มีประสิทธิภาพ และไม่เกิดปัญหา Buffer Overflow 

ตารางท่ี 1 แสดงขอ้มูลจาํแนกวิธีการจดัการและประมวล 

Network Traffic แบบต่างๆ และเปรียบเทียบกบังานวิจยัท่ี

เก่ียวขอ้งก่อนหนา้ 

 

ตารางท่ี 1 จาํแนกวิธีการจดัการและประมวล Network Traffic แบบต่างๆ 

การจัดการ Traffic หลักการทํางาน สภาพแวดล้อมและการใช้งาน 

Packet Fan-Out 

(N. Bonelli, et al. [3]) 

พฒันา PCAP Library เพ่ือเพ่ิม Packet 

Fan-Out สําหรับการประมวลผลแบบ 

Multi-Core Processing 

การตรวจับและประมวล Traffic ท่ีความเร็วสูง

ระดบั Multi-Gigabit Interface สามารถประมวลผล 

Traffic ในระดบั Flow หรือแบบ Stateless ได ้

TNT10G 

(J. F. Zazo, et al. [4]) 

ใช้การประมวลผลแบบ Hardware-

Based ดว้ย FPGA เพ่ือเพ่ิมความเร็วใน

การประมวลผล 

การตรวจจับและประมวล Traffic ปริมาณมากท่ี

ความเร็วมากกว่า 1 Tb/s เหมาะกบัการประมวลผล 

Traffic แบบ Stateless หรือ Post Processing 

Multiple Buckets 

(ระบบท่ีพฒันาขึ้น) 

ทํางานแบบ Multi-Thread ในระดับ 

Application เ พ่ือรองรับหลาย PCAP 

Instance ท่ีจาํเป็นตอ้งใชง้าน 

การตรวจบัและประมวล Traffic ท่ีความเร็วปกติไม่

เ กิ น  1 Gb/s สาม าร ถ ป ร ะ มวล ผล  Traffic แ ล ะ

วิเคราะห์ไดถึ้งระดบั Call ท่ีเป็น Interactive Multi 

Flows 
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รูปท่ี 1 ภาพรวมการทาํงานของระบบบนัทึกบริการอตัโนมติั 

 

3. การวิจัยพฒันาระบบ  

ภาพรวมของบริการถ่ายทอดการส่ือสารแบบ Video 

Relay Service และระบบบนัทึกบริการอตัโนมติั แสดงดงั

รูปท่ี 1 ผูพิ้การทางการไดยิ้นสามารถใช้ Mobile App เพ่ือ

ติดต่อแบบวิดีโอด้วยภาษามือมายังเจ้าหน้าท่ีบริการ

ถ่ าย ท อ ด ก าร ส่ือ สาร ท่ี ศู น ย์  TTRS เ พ่ื อ ใ ห้ ช่วย โ ท ร

ติดต่อส่ือสารกบับุคคลธรรมดาได ้โดยระบบบนัทึกบริการ

อตัโนมัติจะถูกติดตั้งท่ีเคร่ืองคอมพิวเตอร์ของเจ้าหน้าท่ี 

และจะทาํการตรวจจบัสายโทรเขา้-ออก และบนัทึกบริการ

อย่างอตัโนมติั และจะส่งไฟลวิ์ดีโอบนัทึกบริการไปเก็บท่ี 

Cloud Storage เจ้าหน้าท่ีสามารถสืบคน้ขอ้มูลการบริการ

ย้อนหลังได้ผ่ าน  Web Portal เ พ่ือตรวจสอบในกรณี

ร้องเรียน การประเมินการบริการ และการปรับปรุงเพ่ิม

ประสิทธิภาพการบริการให้ดีย่ิงขึ้น โครงสร้างการทาํงาน

ของระบบบนัทึกบริการอตัโนมติั แสดงดงัรูปท่ี 2 และ 3 

ประกอบดว้ยโมดูลหลกัๆ ดงัน้ี 

3.1 Packet Capture Module 

พฒันาดว้ย PCAP API ทาํหน้าท่ีตรวจจบั Packet ผ่าน 

Network Interface โดยจะทาํการดึง Packet จาก Buffer เพ่ือ

ประมวลผลต่อไป จากรูปท่ี 2 และ 3 เส้นทึบแสดง Flow 

ของการประมวลผล Packet 

3.2 SIP Signaling Module 

เป็นโมดูลหลกั ทาํหน้าท่ีในการตรวจจบัและวิเคราะห์

การสนทนาบริการท่ีเกิดขึ้น มีการทาํงานดงัน้ี 

• การ วิ เคราะห์ สัญญาณ Call Signaling ทําหน้า ท่ี

วิเคราะห์ SIP Signaling [11] เช่น INVITE, ACK, OK, 

BYE เ ป็ น ต้ น  ร ว ม ถึ ง วิ เ ค ร า ะ ห์  SDP (Session 

Description Protocol) [12] ซ่ึ ง จ ะ ไ ด้ ข้ อ มู ล แ ล ะ

รายละเอียดเก่ียวกบัการติดต่อส่ือสาร เช่น Call-ID, IP 

Address, RTP (Real-Time Transport Protocol) Port, 

Contact Name, Video Encoding (เ ช่น H.264), Audio 

Encoding (เช่น G.711 PCMU, PCMA) เป็นตน้ ขอ้มูล

เหล่าน้ีจะถูกส่งไปยัง Media Stream Filter Module 

เพ่ือคดักรอง Media Stream ต่อไป (จากรูปท่ี 2 และ 3 

แสดงดว้ยเส้นประ) 

• การวิเคราะห์ Call Relay Service เป็นการวิเคราะห์

ขั้นสูงเก่ียวกับการสนทนาบริการรูปแบบต่างๆ ซ่ึง

อาจจะประกอบด้วยหลายการสนทนาย่อยๆ เช่น ผู ้

พิการทางการไดยิ้นติดต่อผ่านเจา้หนา้ท่ี เพ่ือขอติดต่อ

ไ ป ยัง บุ ค ค ล ธ ร ร ม ด า  ห รื อ ก า ร ส น ท น า  Video 

Conference เพ่ือเช่ือมการสนทนาวิดีโอ 3 สาย เป็นตน้ 

โดยจะมีการเก็บขอ้มูล Real Time ของความสัมพนัธ์

ของสายเรียกเขา้และโทรออก ขอ้มูลเหล่าน้ี จะใชใ้น

กระบวนการสร้างไฟลบ์นัทึกบริการต่อไป 

3.3 Media Stream Filter Module 

จะรับขอ้มูลจาก SIP Signaling Module เก่ียวกบั Media 

Stream ต่างๆ ท่ีจะทาํการบนัทึก แลว้ทาํหนา้ท่ีในการกรอง 

Packet ท่ีต้องการ เ พ่ือส่งต่อไปยัง H.264 Module และ 

G.711 Module จาก รูปท่ี 2 และ 3 แสดงการทํางานซ่ึง

ประกอบด้วย คู่ของ Video/Audio Stream ทางด้านขาไป 

และอีกคู่สาํหรับทางดา้นขากลบั 
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รูปท่ี 2 โครงสร้างการทาํงานแบบ Single Bucket 

 
รูปท่ี 3 โครงสร้างการทาํงานแบบ Multiple Buckets 

 

3.4 H.264 Module 

ทําห น้ า ท่ี วิ เ ครา ะห์  RTP Packet [13] ท่ี เ ป็ น  H.264 

Payload [14] แ ล้วบัน ทึก  Video Stream เ ป็ น ไ ฟ ล์  Raw 

H.264 ประกอบดว้ยการทาํงานหลกัๆ ดงัน้ี 

• การสร้าง RTP Packet Buffer โดยใช้ค่ า  Sequence 

Number ใน RTP Header เพ่ือตรวจสอบลาํดบัของ RTP 

Packet รวมถึงความผิดปกติของการลาํดบัผิด (Out-of-

Order Packet) ซ่ึงสามารถเกิดขึ้นได้ในการส่ง Packet 

ผ่านระบบเครือข่าย การสร้าง Buffer น้ีจะช่วยแก้ไข

ความผิดปกติ เพ่ือจดัลาํดบัให้ถูกตอ้ง (Packet Reorder) 

ก่อนการประมวลผลต่อไป 

• การวิเคราะห์ RTP Header โดยปกติ Video Frame จะ

มีขนาดใหญ่มาก การส่ง Video Stream ผ่านระบบ

เครือข่าย Video Frame จะถูกส่งแยกออกจากกันเป็น 

หลาย Packet ต่อเน่ืองกัน การตรวจสอบในส่วนของ 

Marker Bit เ ป็นตัวกําหนดว่า  Packet นั้ น เ ป็นส่วน

สุดทา้ยของ Video Frame ส่วนของ Timestamp เป็นค่า

เวลาท่ี Frame นั้ นถูกสร้างขึ้ น ดังนั้ นหลายๆ Packet 

สามารถมีค่า Timestamp เดียวกนัได ้ถา้ถูกแบ่งออกมา

จาก Frame เดียวกนั ในส่วนของ Sequence Number จะ

ใช้สําหรับการตรวจสอบการเรียงลาํดับของ Packet 

รวมถึงความผิดปกติต่างๆ เช่น การสูญหาย การลาํดบั

ผิด เป็นต้น จากการวิเคราะห์ข้อมูลเหล่าน้ี จะทาํให้

สามารถรวบรวมข้อมูลจากแพ็คเก็ตต่างๆ เข้าเป็น 

Video Frame ดงัเดิมได ้

• การวิเคราะห์และบันทึก Raw H.264 โดยปกติ Video 

Stream จะมีการส่งเป็นแบบ Scalable Video Coding 

[15] (SVC) แ บ บ  Temporal VFR (Variable Frame 

Rate) โดยท่ี Presentation Time ของแต่ละ Video Frame 

จะไม่แน่นอน ขึ้นอยู่กบัการเคล่ือนไหวในภาพวิดีโอ 

แต่การบนัทึก Video Stream เป็นไฟล์ Raw H.264 ใน 

Container Format เ ช่ น  MP4 จ ะ เ ป็ น แ บ บ  CFR 

(Constant Frame Rate) ดงันั้น จึงไดมี้การพฒันาวิธีการ 

VFR-to-CFR Mapping เ พ่ือให้สามารถรักษา Real-

Time Presentation ได้อย่างถูกต้องในการบันทึกไฟล์

วิดีโอ นอกจากน้ี วิธีการน้ีย ังสามารถคํานวณและ

ชดเชย Presentation Time ในกรณีท่ี Video Frame อาจ

สูญเสียไปผา่นระบบเครือข่ายดว้ย 

3.5 G.711 Module 

ทาํหน้าท่ีวิเคราะห์ RTP Packet ท่ีเป็น G.711 Payload 

[16] แ ล้ว บัน ทึ ก  Audio Stream เ ป็ น ไ ฟ ล์  Raw G.711 

ประกอบดว้ยการทาํงานหลกัๆ ดงัน้ี 

• การสร้าง RTP Packet Buffer เช่นเดียวกับกรณีของ 

H.264 Module โดยใช้ค่า Sequence Number ใน RTP 

Header เพ่ือตรวจสอบลาํดับของ RTP Packet รวมถึง

ความผิดปกติของการลาํดบัผิด (Out-of-Order Packet) 

การสร้าง Buffer น้ีจะช่วยแกไ้ขเพ่ือจดัลาํดบัให้ถูกตอ้ง 

(Packet Reorder) ก่อนการประมวลผลต่อไป 

• การวิเคราะห์ RTP Header และบันทึก Raw G.711 ปกติ 

Audio Frame จะมีการส่งเป็นแบบ Constant Frame Rate 

โดย Presentation Time ของแต่ละ Audio Frame จะมีเวลา

เท่ากนั กระบวนการวิเคราะห์ประกอบด้วย การจดัการ 

Packetization [17]  แ ล ะ  DTX (Discontinuous 

Transmission) [18]  และกรณี ท่ี  Audio Frame อาจจะ
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สูญเสียไปผ่านระบบเครือข่าย ซ่ึงจะต้องมีการคาํนวณ

และชดเชย Presentation Time ไดอ้ยา่งถูกตอ้งดว้ย 

3.6 Media File Creation Module 

เม่ือ SIP Signaling Module ตรวจจบัการสนทนาบริการ

จบลง จะมีการส่งสัญญาณมายงัโมดูลน้ี พร้อมกบัขอ้มูลท่ี

เก่ียวข้อง เช่น ไฟล์ Raw Video/Audio ท่ีบันทึกได้ และ

ขอ้มูล Real Time ซ่ึงแสดงความสัมพนัธ์ของสายเรียกเขา้-

ออก และ Media Stream ต่างๆ ท่ีเกิดขึ้น โดยมีการทาํงาน

หลกัๆ ดงัน้ี 

• ก า ร ส ร้ า ง ไ ฟ ล์ บั น ทึ ก บ ริ ก า ร  ทําห น้ า ท่ี ใ น ก า ร

ประมวลผลไฟล์ Raw Video/Audio ท่ีบนัทึกได ้และ

รวมเข้าด้วยกัน เพ่ือสร้างเป็นไฟล์วิดีโอในรูปแบบ 

MP4 ท่ีบนัทึกการสนทนาบริการทั้งหมด กระบวนการ

น้ีทาํโดยใช ้FFmpeg Library [19] ประกอบดว้ยการทาํ 

Stream Merge, Concatenation จ า ก ไ ฟ ล์  Raw 

Video/Audio ท่ีบันทึกได้ โดยส่วนสําคญัคือ Stream 

Synchronization ซ่ึ ง อ้ า ง อิ ง จ า ก ข้อ มู ล  Real Time 

เน่ืองจาก ถา้มีความคลาดเคล่ือน จะทาํให้เกิดปัญหา

ต่างๆ ตามมาได ้เช่น Lip Sync ของ Video/Audio ไม่

ตรงกนั 

• Queue Manager ทําหน้าท่ีจัดลําดับการสร้างไฟล์

บั น ทึ ก บ ริ ก า ร แ บ บ  FIFO (First-In, First-Out) 

เ น่ืองจากการประมวลผลไฟล์ Raw Video/Audio 

จาํเป็นตอ้งใชท้รัพยากรเคร่ืองสูง การประมวลผลโดย

ไม่มีการควบคุมการใช้ทรัพยากร จะทาํให้เกิดปัญหา 

CPU, RAM Overload ซ่ึงอาจจะมีผลกระทบตอ่ระบบ

ท่ีกาํลงับนัทึก Media Stream อยู ่

3.7 Cloud Service Module 

ทาํหน้าท่ีในการเช่ือมต่อกับแพลตฟอร์มผ่าน REST 

API Web Services โ ด ย จ ะมี ก ารส่ง ข้อ มู ล บริก ารและ

สถานะต่างๆไปท่ีแพลตฟอร์มแบบ Real Time เช่น ช่ือผู ้

ติดต่อ เจา้หน้าท่ีบริการ วนัท่ีและเวลา รูปแบบบริการ เป็น

ตน้ เม่ือการสนทนาบริการส้ินสุดลง จะมีการส่งไฟลบ์นัทึก

บ ริ ก าร ไ ป เ ก็ บ ท่ี  Cloud Storage อ ย่ า ง อัต โ น มัติ  โ ดย

เจา้หน้าท่ีสามารถเขา้สู่ระบบ Web Portal เพ่ือสืบคน้ขอ้มูล

บริการ และเรียกดูไฟลบ์นัทึกบริการท่ีตอ้งการได ้

4. Multiple Buckets Architecture 

ปัญหา PCAP Buffer Overflow สามารถอธิบายไดจ้าก

รูปท่ี 2 โดยท่ี PCAP Module จะตรวจจบั Packet ท่ีผา่นเขา้-

ออกจาก Network Interface ตลอดเวลา แล้วทําการดึง 

Packet ออกจาก Buffer ส่วนของ Packet ท่ีไม่เก่ียวขอ้งกบั

การบันทึกบริการจะไม่ผ่าน Media Stream Filter Module 

และไม่มีการประมวลผลใดๆ ส่วนของ Packet ท่ีเก่ียวขอ้ง

กับ Media Stream จะถูกนําไปประมวลผล ซ่ึงจะมีผลต่อ 

PCAP Buffer ด้วย สมการท่ี (1) แสดงความสัมพนัธ์ของ 

PCAP Buffer Utilization (b) ซ่ึงเท่ากับส่วนต่างระหว่าง

อัตรา เ ร็วของ  Packet ท่ี เ ก็บ เข้าไปใน Buffer ลบด้วย

อตัราเร็วในการการดึง Packet ออกจาก Buffer แลว้คูณดว้ย

ระยะเวลาของการบันทึกบริการ (t) โดย i = 1, 2, …, n 

ขึ้นอยูก่บัรูปแบบของบริการ โดยกาํหนดให้ rH264, rG711 เป็น

อัตราเร็วเฉล่ียของ Stream H.264, G.711 และ pH264, pG711 

เป็นอตัราการประมวลผลเฉล่ียของ Stream H.264, G.711 

ตามลาํดบั ในหน่วยไบตต์่อวินาที 

 

𝑏𝑏 = (� �𝑟𝑟𝐻𝐻264𝑖𝑖 + 𝑟𝑟𝐺𝐺711𝑖𝑖 �𝑛𝑛
𝑖𝑖=1 −� �(𝑟𝑟𝐻𝐻264𝑖𝑖 −𝑛𝑛

𝑖𝑖=1
𝑝𝑝𝐻𝐻264𝑖𝑖 ) + (𝑟𝑟𝐺𝐺711𝑖𝑖 − 𝑝𝑝𝐺𝐺711𝑖𝑖 )�)(𝑡𝑡)  

(1) 

 

จากสมการท่ี  (1) PCAP Buffer Utilization จึงขึ้ นอยู่กับ

อัตราการประมวลผลของ Stream H.264, G.711 และ

ระยะเวลาของการบนัทึกบริการ ดงัแสดงในสมการท่ี (2) 

 

𝑏𝑏 = 𝑡𝑡� �𝑝𝑝𝐻𝐻264𝑖𝑖 + 𝑝𝑝𝐺𝐺711𝑖𝑖 �𝑛𝑛
𝑖𝑖=1   (2) 

 

ทั้งน้ี อตัราการประมวลผลของ Stream H.264, G.711 ยงั

ขึ้ นกับปัจจัยอ่ืนๆ ด้วย  เช่น Media Packetization, Video 

Resolution, ทรัพยากรของเคร่ืองคอมพิวเตอร์  (CPU, 

RAM) ขณะนั้น เป็นตน้ 

การออกแบบสถาปัตยกรรมแบบใหม่ท่ีนําเสนอใน

งานวิจยัน้ีเรียกว่า Multiple Buckets แสดงดงัรูปท่ี 3 โดยจะมี

การสร้าง Thread เพ่ือรองรับหลาย PCAP Instance ท่ีสามารถ

ทาํงานไดพ้ร้อมๆ กนั เท่าท่ีจาํเป็นตอ้งใช้งาน ตวัอย่างเช่น 

การสนทนาแบบ Video Call จะมี PCAP Instance หน่ึงเพ่ือ

จัดการ H.264, G.711 Stream ท่ีส่งมาจากผูติ้ดต่อ และอีก 
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PCAP Instance หน่ึงเพ่ือจัดการ H.264, G.711 Stream ท่ี

ส่ ง ก ลั บ ไ ป ยั ง ผู ้ ติ ด ต่ อ  ข้ อ ดี ข อ ง  Multiple Buckets 

Architecture คือสามารถแกปั้ญหาและลดโอกาสเกิด PCAP 

Buffer Overflow ไดอ้ยา่งมีประสิทธิภาพมากกว่าการทาํงาน

แบบทัว่ไปซ่ึงเป็นSingle Bucket Architecture 

5. ผลการทดสอบประสิทธิภาพ 

ตารางท่ี 2 และ รูปท่ี 4 แสดงผลการทดสอบในสภาวะ

ควบคุมเพ่ือเปรียบเทียบ Buffer Utilization ระหว่าง Single 

Bucket กับ Multiple Buckets Architecture สําหรับเวลาการ

สนทนาบริการ (Call Duration) ท่ีแตกต่างกนั โดย Input Rate, 

Output Rate (KB/second) ในหน่วยกิโลไบต์ต่อวินาที  เป็น

อตัราเร็วเฉล่ียของการเก็บ Packet เขา้ไปใน Buffer และการดึง

ออกจาก Buffer ตามลําดับ และ Buffer Utilization (KB) ใน

หน่วยกิโลไบต์ แสดงถึง Buffer ท่ีจาํเป็นต้องใช้เพ่ือบันทึก

การสนทนาบริการนั้น ๆ จากผลการทดสอบ แสดงให้เห็นว่า

การใช้ 2 Buckets ทําให้ Buffer Utilization ลดลงได้กว่า 2/3 

หรือประมาณ 65% เม่ือเปรียบเทียบกบัการทาํงานแบบ Single 

Bucket ดังท่ีแสดงในค่า Improved Buffer Utilization (%) ซ่ึง

หมายถึงเปอร์เซ็นต์การใช้งาน Buffer ท่ีไดรั้บการพฒันาให้

สูงขึ้น ดังนั้น จึงสามารถลดโอกาสเกิดปัญหา PCAP Buffer 

Overflow ได้อย่างมาก นอกจากน้ี ยงัทําให้ระบบสามารถ

บนัทึกบริการสนทนาท่ีมีระยะเวลานานขึ้นไดอี้กดว้ย 

 

ตารางท่ี 2 ผลการทดสอบประสิทธิภาพระหว่าง Single Bucket กบั Multiple Buckets Architecture 

 
Single Bucket 

Multiple Buckets 

Bucket 1 Bucket 2 

Call 

Duration 

(min) 

Input 

Rate 

(KB/s) 

Output 

Rate 

(KB/s) 

Buffer 

Util. 

(KB) 

Input 

Rate 

(KB/s) 

Output 

Rate 

(KB/s) 

Buffer 

Util. 

(KB) 

Imp. 

Buffer 

Util. (%) 

Input 

Rate 

(KB/s) 

Outpu

t Rate 

(KB/s) 

Buffer 

Util. 

(KB) 

Imp. 

Buffer 

Util. (%) 

9.30 67.80 66.08 961.43 32.97 32.27 392.83 59.14 34.83 34.20 350.36 63.55 

16.29 70.15 68.48 1,630.26 31.80 31.24 547.70 66.40 38.35 37.87 469.55 71.19 

29.40 74.99 73.19 3,189.74 35.87 35.26 1,064.72 66.62 39.13 38.59 950.49 70.20 

45.76 77.01 75.07 5,345.86 36.70 36.03 1,819.05 65.97 40.32 39.72 1,639.03 69.34 

64.78 75.01 73.10 7,433.53 35.70 35.03 2,606.67 64.93 39.31 38.71 2,338.78 68.53 

 

 

รูปท่ี 4 กราฟแสดงผลการทดสอบประสิทธิภาพระหว่าง Single Bucket กบั Multiple Buckets Architecture
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6. สรุป 

บทความน้ีไดน้าํเสนองานวิจยัพฒันาระบบบนัทึกบริการ

ถ่ายทอดการส่ือสารดว้ยสถาปัตยกรรมตรวจจบัแพค็เก็ตหลาย

ถั ง  ( Video Relay Service Recording System Using Packet-

Capture Multiple Buckets Architecture) ซ่ึงมีความสามารถใน

การจดัเก็บและบนัทึกบริการถ่ายทอดการส่ือสารแบบ Video 

Relay Service ได้อย่างอัตโนมัติ  (Fully Automated) และมี

ความฉลาด (Intelligence) ในการวิเคราะห์ขั้นสูงเก่ียวกับ

รูปแบบต่างๆ ของบริการสนทนา นอกจากน้ีไดน้าํเสนอการ

ออกแบบสถาปัตยกรรมการประมวลผล PCAP (Packet 

Capture) แบบใหม่เรียกว่า Multiple Buckets Architecture ท่ี

สามารถจัดการและประมวล Real-Time Interactive Multi 

Flows ได้อย่างมีประสิทธิภาพ และสามารถลดโอกาสเกิด 

Buffer Overflow ได้อย่ างมาก เ ม่ือเปรียบเทียบกับการ

ประมวลผลแบบทัว่ไปซ่ึงเป็น Single Bucket Architecture 
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