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บทคัดย่อ

	 บทความนีน้�ำเสนอการสร้างแบบจ�ำลองการใช้พลงังานของสิง่อ�ำนวยความสะดวกและการท�ำนายโหลด

ระยะปานกลางของอาคารคิวเฮ้าส์ลุมพินี เพื่อปรับปรุงประสิทธิภาพการใช้พลังงานในอาคารซึ่งสามารถ

ประหยัดพลงังาน ลดค่าใช้จ่าย และปกป้องสิง่แวดล้อม  ในงานวจิยันีไ้ด้ใช้โครงข่ายประสาทเทยีม  (Artificial 

Neural Network, ANN ) และระบบอนมุานฟัซซีโ่ครงข่ายปรบัตวัได้ (ANFIS) เป็นระบบจ�ำลองและท�ำนายการ

ใช้พลงังานของสิง่อ�ำนวยความสะดวกในอาคารควิเฮ้าส์ลมุพนิ ี การท�ำนายขึน้อยูก่บัประวตักิารใช้พลงังาน

ของอาคาร การครอบครองอาคารของลกูค้า  ซึง่ผลการท�ำนายโครงข่ายประสาทเทยีมให้ผลการท�ำนายทีดี่

กว่าระบบอนมุานฟัซซีโ่ครงข่ายปรบัตวัได้ โดยผลการทดลองโครงข่ายประสาทเทยีมมค่ีาความผดิพลาดเฉลีย่

สมบรูณ์ (Mean Absolute Percentage Error : MAPE) ดทีีสุ่ดเท่ากบั 1.2674 %  ในส่วนของระบบอนุมาน

ฟัซซ่ีโครงข่ายปรบัตวัมค่ีา MAPE ดีทีส่ดุเท่ากับ 3.5157 %

ค�ำส�ำคัญ

โครงข่ายประสาทเทียม ระบบอนมุานฟัซซ่ีโครงข่ายปรบัตวัได้ แบบจ�ำลองการใช้พลงังาน

ไฟฟ้าของส่ิงอ�ำนวยความสะดวก การท�ำนายโหลดระยะปานกลาง

Abstract

	 This paper presents facility energy usage modeling and medium term load forecasting for Qhouse 

Lumpini Building. Improving the energy efficiency of building can save energy, reduce cost, and protect 

the environment. In this research, Artificial Neural Network and Adaptive Neuro-Fuzzy Inference  

Systems are used to model and predict the facility power usage of Qhouse Lumpini building.  

The prediction is based on the building power usage history and occupancy rate . The results indicate 
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1. 	 บทน�ำ
	 ด้วยแหล่งเชือ้เพลงิทีม่จี�ำกดั และความต้องการ

พลังงานที่เพิ่มมากขึ้น การศึกษาการบริหารจัดการ

พลังงานได้มีความส�ำคัญมากขึ้น ระบบการบริหาร

จัดการประสิทธิภาพพลังงานในอาคาร สามารถใช้

พลงังานได้อย่างเหมาะสม ปรับปรุงความสะดวกสบาย  

ลดต้นทุนการด�ำเนินงานในอาคาร และปกป้อง 

สิ่งแวดล้อม

	 การบรหิารจัดการสิง่อ�ำนวยความสะดวกเป็นสิง่

จ�ำเป็นส�ำหรับการท�ำงานและบ�ำรุงรักษาอาคาร การ

ใช้พลังงานได้รวมเกี่ยวกับการด�ำเนินงานสิ่งอ�ำนวย

ความสะดวกในอาคาร ได้แก่ การท�ำความร้อน การ

ระบายอากาศ การปรับอากาศ แสงสว่าง การจ่ายน�้ำ

ประปา เป็นต้น

	 การท�ำนายการใช้พลังงานของอาคารบ่อยครั้ง 

ขึน้อยูก่บัสถติ ิ หรือการสร้างแบบจ�ำลองเชงิตัวเลขของ

ข้อมูลในอดีต อย่างเช่น รูปแบบการถดถอยเชิงเส้น 

อย่างไรกต็าม รปูแบบเหล่านีม้กัจะไม่ถูกต้อง และล�ำดับ

แบบจ�ำลองถดถอยเชงิเส้นสงูมาก การวจิยันีแ้สดงให้เหน็

ว่าการใช้พลงังานในอาคารยงัเกีย่วกบัการครอบครอง

อาคาร นอกจากนีก้ารประเมนิการใช้พลงังานในอาคาร 

ยงัขึน้อยูก่บัรปูแบบโครงสร้างทางกายภาพของอาคาร 

เช่นวัสดุทีใ่ช้รอบอาคาร (เช่น แยกระหว่างภายในและ

ภายนอกอาคาร ตวัอย่างเช่น ผนงัก่ออฐิ ) พืน้ท่ีในอาคาร 

วสัดบุนสดุของพืน้ ความสงูของเพดาน ฯลฯ 

	  บทความนี้ เน้นการสร้างแบบจ�ำลองและการ

ท�ำนายระยะปานกลาง การใช้พลังงานของสิ่งอ�ำนวย

ความสะดวกในอาคารคิวเฮ้าส์ลุมพินี ข้อมูลการใช้

พลังงานในอดีตและการครอบครองอาคารของลูกค้า

ได้ให้ไว้โดยแผนกช่างประจ�ำอาคาร  โดยการจ�ำลองนี้

ได้เปรียบเทียบผลการจ�ำลองของโครงข่ายประสาท

เทียมและระบบอนุมานฟัซซี่โครงข่ายปรับตัวได้ 

2. 	 รูปแบบโครงข่ายประสาทเทียม
ส�ำหรับการท�ำนายปริมาณการใช้
พลังงานไฟฟ้า

	 ภาพท่ี 1 แสดงองค์ประกอบของโครงข่าย

ประสาทซึ่งมี 2 ชั้นซ่อน ซึ่งนิวรอนในชั้นอินพุตจะส่ง

สัญญาณไปยังทุกๆ นิวรอนในชั้นซ่อนแรก และทุกๆ

นวิรอนในช้ันซ่อนแรกจะส่งสญัญาณไปยงัทุกๆนวิรอน

ชั้นที่สอง จนในที่สุดทุกๆ นิวรอนชั้นซ่อนที่ 2 จะส่ง

สัญญาณไปยังทุกนิวรอนในชั้นเอาท์พุต 

that ANN yields better performance than ANFIS.   Artificial Neural Network has the best mean  

absolute percentage error of 1.2674 % whereas Adaptive Neuro-Fuzzy Inference Systems have the 

best mean absolute percentage error of 3.5157 % .
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 	  Levenberg – Marquardt Algorithm เป็น

ตัวฝึกสอนโครงข่ายประสาท ซึ่งระหว่างฝึกสอนค่า 

weights และ biases จะถูกปรับโดยสมการ (1) และ 

(2) ตามล�ำดับ 

	 ∆W  =  ( JT(w)J(w)+μl)-1 JT(w).e     	 (1)  

	 ∆b   =  ( JT(b)J(w)+μl)-1 JT(b).e	 (2)

	 โดยที ่ J(w) คอื Jacobian matrix ของ derivatives 

ของ error เทียบกับ weight

	 J(b) คือ Jacobian matrix ของ derivatives 

ของ error เทียบกับ bias

	 e คอื matrix ของ errors ระหว่าง target data 

และ neural network output

	 μ คือ ค่าคงที่ ซึ่งค่าเริ่มต้นจะถูกเซ็ตค่าต�่ำๆ

ในส่วนของชั้นซ่อนที่ 1 ชั้นซ่อนที่ 2 และชั้นเอาท์พุต 

ได้ทดลองใช้ linear transfer function, tan-sigmoid 

transfer function และ log-sigmoid transfer 

function  สลบักนัเพือ่หาค่าเปอร์เซน็ต์ผดิพลาดเฉลีย่

สมับรูณ์ (mean absolute percentage error) น้อย

ที่สุด หาได้จากสมการที่ (3)

 (3)            

ก่อนฝึกสอนรปูแบบโครงข่ายประสาท จ�ำนวนชัน้ซ่อน 

และจ�ำนวนเซลล์ซ่อนในแต่ละชั้นจะต้องระบุมิติหรือ

ขนาดของโครงข่ายประสาทซึ่งอาจจะมีผลดีกับการ

เรียนรู้ของโครงข่ายประสาท โดยทั่วไปโครงข่าย

ประสาทขนาดใหญ่ (มีชั้นซ่อนมากหรือมีเซลล์ซ่อน

มาก) สามารถประมาณฟังก์ชันไม่เชิงเส้นที่ซับซ้อนได้ 

อย่างไรก็ตาม วิธีนี้อาจต้องการพื้นที่หน่วยความจ�ำ

มากข้ึน และใช้เวลาในการค�ำนวณมาก นอกจากนี้

ความสามารถท่ัวไปอาจจะไม่ดี และเป็นสาเหตุของ

ปัญหา Over Fitting (นั้นคือ โครงข่ายประสาท 

สามารถผ่านข้อมูลการฝึกสอนขณะที่ล้มเหลวในการ

สร้างเอาท์พุตที่ถูกต้องส�ำหรับข้อมูลการทดสอบ)  

อีกอย่างหนึ่ง โครงข่ายท่ีมีขนาดเล็กกว่า ท�ำงานเร็ว

กว่าแต่อาจได้รับข้อผิดพลาดของการฝึกสอนสูงข้ึน 

(เรียกว่า ปัญหา Under Fitting ) 

3.	 รปูแบบระบบอนุมานฟัซซีโ่ครงข่าย
ปรบัตวัได้ (ANFIS)		

	 3.1 โครงสร้าง ANFIS			 

	 เพื่อความเข้าใจสมมุติระบบอนุมานโดยฟัซซี่ 

ภายใต้การพิจารณามี 2 อินพุท คือ x และ y และ 1 

เอาท์พุท f ส�ำหรับโมเดลฟัซซี่ Sugeno ประกอบด้วย 

2 ฟัซซี่ ใช้หลัก if – then ดังแสดงดังต่อไปนี้

 ดวยแหลงเช้ือเพลิงที่มีจํากัด และความ
ตองการพลังงานที่เพิ่มมากข้ึน การศึกษาการบริหาร
จัดการพลังงานไดมีความสําคัญมากข้ึน ระบบการ
บริหารจัดการประสิทธิภาพพลังงานในอาคาร 
สามารถใชพลังงานไดอยางเหมาะสม ปรับปรุงความ
สะดวกสบาย  ลดตนทุนการดําเนินงานในอาคาร 
และปกปองสิ่งแวดลอม 
 การบริหารจัดการสิ่งอํานวยความสะดวกเปน
สิ่งจําเปนสําหรับการทํางานและบํารุงรักษาอาคาร 
การใชพลังงานไดรวมเกี่ยวกับการดําเนินงานสิ่ง
อํานวยความสะดวกในอาคาร ไดแก การทําความ
รอน การระบายอากาศ การปรับอากาศ แสงสวาง 
การจายนํ้าประปา เปนตน 
  การทํานายการใชพลังงานของอาคาร
บอยครั้งข้ึนอยูกับสถิติ หรือการสรางแบบจําลองเชิง
ตัวเลขของขอมูลในอดีต อยางเชน รูปแบบการ
ถดถอยเชิงเสน อยางไรก็ตาม รูปแบบเหลาน้ีมักจะ
ไมถูกตอง และลําดับแบบจําลองถดถอยเชิงเสนสูง
มาก การวิจัยน้ี แสดงใหเห็นวาการใชพลังงานใน
อาคารยังเกี่ยวกับการครอบครองอาคาร  นอกจากน้ี
การประเมินการใชพลังงานในอาคาร ยังข้ึนอยูกับ

รูปแบบโครงสรางทางกายภาพของอาคาร เชนวัสดุที่
ใชรอบอาคาร (เชน  แยกระหวางภายในและ
ภายนอกอาคาร ตัวอยางเชน ผนังกออิฐ ) พื้นที่ใน
อาคาร วัสดุบนสุดของพื้น ความสูงของเพดาน ฯลฯ  
  บทความน้ี เนนการสรางแบบจําลองและการ
ทํานายระยะปานกลาง การใชพลังงานของสิ่งอํานวย
ความสะดวกในอาคาร คิวเฮาสลุมพินี  ขอมูลการใช
พลังงานในอดีตและการครอบครองอาคารของลูกคา
ไดใหไวโดยแผนกชางประจําอาคาร  โดยการจําลอง
น้ีไดเปรียบเทียบผลการจําลองของโครงขายประสาท
เทียมและระบบอนุมานฟซซี่โครงขายปรับตัวได  
 
2 รูปแบบโครงขายประสาทเทียมสาํหรับการ
ทํานายปริมาณการใชพลังงานไฟฟา 
  ภาพที่ 1 แสดงองคประกอบของโครงขาย
ประสาทซึ่งมี 2 ช้ันซอน ซึ่งนิวรอนในช้ันอินพุตจะสง
สัญญาณไปยังทุกๆ นิวรอนในช้ันซอนแรก และทุกๆ
นิวรอนในช้ันซอนแรกจะสงสัญญาณไปยังทุกๆ
นิวรอนช้ันที่สอง จนในที่สุดทุกๆ นิวรอนช้ันซอนที่ 2 
จะสงสัญญาณไปยังทุกนิวรอนในช้ันเอาทพุต  
 

 

 
            
 ภาพท่ี 1  รูปแบบโครงขายประสาทเทียม สําหรับทํานายการใชพลังงานไฟฟา                                                                                                                                                                   
   Levenberg – Marquardt Algorithm เปน
ตัวฝกสอนโครงขายประสาท  ซึ่งระหวางฝกสอนคา 
weights และ  biases จะถูกปรบัโดยสมการ ( 1) 
และ (2) ตามลําดับ  
 

∆W  =  ( JT(w)J(w)+μl)-1 JT(w).e    
 (1)   

∆b   =  ( JT(b)J(w)+μl)-1 JT(b).e   
      (2) 

 

โดยที่  J(w) คือ Jacobian matrix ของ 
derivatives ของ error เทียบกับ weight 

 
 

ภาพที่ 1 รูปแบบโครงข่ายประสาทเทียมส�ำหรับท�ำนายการใช้พลังงานไฟฟ้า                                                                                                                                           
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	 กฎข้อที่ 1 : 	If x คือ A1 และ y คือ B1   	

        		  then f1 = p1x + q1y+r1		

	 กฎข้อที่ 2 :	 If x คือ A2 และ y คือ B2 	          	

			   then f2 = p2x + q2y+r2		

	 เมือ่ p1, q1, r1, p2, q2 และ r2 เป็นพารามเิตอร์

ผลลัพธ์			    

			 

                               

	 โครงสร้างของ ANFIS แสดงในภาพที ่2 สามารถ

อธิบายได้ดังต่อไปนี้ (เอาท์พุทโหนด i ในชั้น l เช่น 

(O
li
)) ชั้นที่ 1 ทุกโหนด i ในชั้นนี้เป็นโหนดสี่เหลี่ยม 

ซี่งประกอบด้วยฟังก์ชันสมาชิกของตัวแปรอินพุท

แต่ละตัว ดังนี้

	 O
l,i
 = µ

Ai
(x),   for i = 1,2  หรือ 

	 O
l,i
 = µ

Bi
-2(y), for i = 3, 4	               (4)  	

	 เมื่อ x, y คือ อินพุทโหนดของโหนด i    		

	 A
i
, B

i-2
 คือ สัญลักษณ์ทางภาษาที่เกี่ยวกับ

ฟังก์ชันสมาชิก

	µ
Ai
, µ

Bi-2
 คือ ฟังก์ชันสมาชิก 

	 O
l,i
 คอื ค่าฟังก์ชนัสมาชกิของ Ai ทีเ่กดิจากค่า x 	

	 ในงานวิจัยนี้ใช้ฟังก์ชันสมาชิกแบบ Gaussian 

function เพราะเป็นฟังก์ชันสมาชิกที่ท�ำให้ผลการ

ท�ำนายมีความแม่นย�ำกว่าฟังก์ชันสมาชิกแบบอื่น  

โดยมีรูปแบบดังนี้	

	  	   (5)

  		

	 เมือ่ c
i,ai
 คอื เซตพารามเิตอร์ พารามเิตอร์ในชัน้นี้

เรยีกว่า พารามิเตอร์หลกัฐาน  ( premise parameters)	

	 ช้ันท่ี 2 ทุกโหนดในช้ันนี้เป็นโหนดวงกลม

สัญลักษณ์ π  ซึ่งคือการคูณกันของสัญญาณที่เข้ามา

และส่งออกไปเป็นเอาท์พุท ตัวอย่างเช่น

	 (6)

	

	 ช้ันท่ี 3 ทุกโหนดในช้ันนี้เป็นโหนดวงกลม

สัญลักษณ์ N  ซึ่งจะท�ำการนอร์มอลไลซ์ค่าน�้ำหนัก	

 	      (7)

	 ชั้นที่ 4 ทุกโหนด i ในชั้นนี้เป็นโหนดสี่เหลี่ยมที่

มีฟังก์ชันโหนด	

O
4, i

 = w
ifi
 = wi (pix + qiy + ri)         (8)

	 เมือ่ wi  คอื เอาท์พทุของช้ันท่ี 3 และ {pi, qi, ri} 

เป็นเซตพารามิเตอร์ พารามิเตอร์ในช้ันนี้เรียกว่า 

พารามเิตอร์ท่ีเป็นผลลพัธ์ (Consequent parameter) 

	 ช้ันท่ี 5 ช้ันนี้มีโหนดเดียวเป็นโหนดวงกลม

สัญลักษณ์ ซึ่งเอาท์พุทที่ได้คือการรวมกันของ

สัญญาณเข้ามาทั้งหมด

 	              (9)

	 3.2 ขั้นตอนวิธีการเรียนรู้แบบไฮบริด 		

	 ค่าพารามเิตอร์หลักฐาน (premise parameters) 

ทีไ่ด้รบั เอาท์พตุทัง้หมดสามารถแสดงในรปูของผลรวม

เชงิเส้นของพารามิเตอร์ท่ีเป็นผลลพัธ์ (consequent 

parameter) เพือ่ให้ชัดเจนมากข้ึนเอาท์พตุ f สามารถ

เขียนใหม่ได้ดังนี ้	                                    

ภาพที่ 2 แสดงโครงสร้างของ ANFIS                                                                                                                                     

J(b) คือ  Jacobian matrix ของ 
derivatives ของ error เทียบกับ bias 

e คือ matrix ของ errors ระหวาง target 
data และ neural network output 

μ คือ คาคงที่ ซึ่งคาเริ่มตนจะถูกเซ็ตคาตํ่าๆ  
ในสวนของช้ันซอนที่ 1 ช้ันซอนที่ 2 และช้ันเอาทพุต  

ไดทดลองใช linear transfer function, tan-

sigmoid transfer function และ log-sigmoid 

transfer function  สลับกันเพื่อหาคาเปอรเซ็นต

ผิดพลาดเฉลี่ยสัมบูรณ ( mean absolute 

percentage error) นอยที่สุด หาไดจากสมการที่ 

(3) 

 

             (3)             

  

กอนฝกสอนรูปแบบโครงขายประสาท  

จํานวนช้ันซอน  และจํานวนเซลลซอนในแตละช้ัน

จะตองระบุมิติหรือขนาดของโครงขายประสาท ซึ่ง

อาจจะมีผลดีกับการเรียนรูของโครงขายประสาท  

โดยทั่วไปโครงขายประสาทขนาดใหญ (มีช้ันซอน

มากหรือมีเซลลซอนมาก) สามารถประมาณฟงก ชัน

ไมเชิงเสนที่ซับซอนได อยางไรก็ตาม วิธีน้ี อาจ

ตองการพื้นที่หนวยความจํามากข้ึน และใชเวลาใน

การคํานวณมาก นอกจากน้ีความสามารถทั่วไป

อาจจะไมดี และเปนสาเหตุของปญหา Over Fitting  

(น้ันคือ โครงขายประสาท สามารถผานขอมูลการ

ฝกสอนขณะที่ลมเหลวในการสรางเอาทพุตที่ถูกตอง

สําหรับขอมูลการทดสอบ) อีกอยางหน่ึง โครงขายที่

มีขนาดเล็กกวา ทํางานเร็วกวาแตอาจไดรับ

ขอผิดพลาดของการฝกสอนสูงข้ึน (เรียกวา ปญหา 

Under Fitting )  

3 รูปแบบระบบอนุมานฟซซี่โครงขายปรับตัวได   

(ANFIS)         

3.1 โครงสราง ANFIS          

เพื่อความเขาใจสมมุติระบบอนุมานโดยฟซซี่ ภายใต

การพิจารณามี 2 อินพุท คือ x และ y และ 1 

เอาทพุท f สําหรับโมเดลฟซซี่ Sugeno 

ประกอบดวย 2 ฟซซี่ ใชหลัก if – then ดังแสดง

ดังตอไปน้ี 

กฎขอที่ 1 : If x คือ A1 และ y คือ B1            
then f1 = p1x + q1y+r1                      
กฎขอที่ 2 : If x คือ A2 และ y คือ B2           
then f2 = p2x + q2y+r2                             

 เมื่อ p1,q1,r1,p2,q2 และ  r2 เปนพารามิเตอร

ผลลัพธ   

    

 
 
 
 

 
 



แบบจำ�ลองการใช้พลังงานไฟฟ้าของสิ่งอำ�นวยความสะดวกและการทำ�นายโหลด 
ระยะปานกลางด้วยโครงข่ายประสาทเทียมและระบบอนุมานฟัซซี่โครงข่ายปรับตัวได้ 65 

ฉบับที่ 91 ปีที่ 28 มกราคม - มีนาคม 2558 

(10)

	 ซึ่งคือเส้นตรงในพารามิเตอร์ที่เป็นผลลัพธ์  

p1, q1, r1, p2, q2 และ r2 ดงันัน้ขัน้ตอนวธิกีารเรยีน

รู ้แบบไฮบริด ซึ่งมีการพัฒนาในส่วนก่อนหน้านี้ 

สามารถน�ำมาใช้ได้โดยตรงมากขึ้น โดยเฉพาะในส่วน

ค�ำนวณข้างหน้าของขัน้ตอนวธิกีารเรยีนรูแ้บบไฮบรดิ 

โหนดเอาท์พุตส่งผ่านไปข้างหน้าจนกระท่ังช้ันท่ี 4 

และพารามิเตอร์ท่ีเป็นผลลัพธ์ ถูกตรวจสอบโดยวิธี

การก�ำลังสองน้อยที่สุด (Least Squares Method) 

ในส่วนการค�ำนวณค่าย้อนกลับสัญญาณค่าผิดพลาด

ถูกแพร่กลับมา และพารามิเตอร์หลักฐานถูกอัพเดท

โดย gradient descent ดังแสดงในตารางที่ 1

 

 

 

   

    (10) 

  
  ซึ่งคือเสนตรงในพารามิเตอรที่เปนผลลัพธ 

p1, q1, r1, p2, q2 และ r2 ดังน้ันข้ันตอน
วิธีการเรียนรูแบบไฮบริด ซึ่งมีการพัฒนาในสวน
กอนหนาน้ี สามารถนํามาใชไดโดยตรงมากข้ึน 

โดยเฉพาะในสวนคํานวณขางหนาของข้ันตอน
วิธีการเรียนรูแบบไฮบริด โหนดเอาทพุตสงผานไป
ขางหนาจนกระทั่งช้ันที่ 4 และพารามิเตอรที่เปน
ผลลัพธ ถูกตรวจสอบโดยวิธีการกําลังสองนอยที่สุด 
(Least Squares Method ) ในสวนการคํานวณคา
ยอนกลับสัญญาณคาผิดพลาดถูกแพรกลับมา และ
พารามิเตอรหลักฐานถูกอัพเดทโดย gradient 
descent ดังแสดงในตารางที่ 1 

 
    ตารางท่ี 1 แสดงกระบวนการการเรียนรูแบบไฮบริดสําหรับ ANFIS 

- Forward Pass Backward Pass 
Premise Parameters Fixed Gradient Descent 
Consequent Parameters Least Squares Estimate Fixed 
Signals Node Outputs Error Rates 

 
4. ขอมูลท่ีใชเรียนรูของการจําลอง 

ขอมูลที่ใชในการเรียนรูในการศึกษาน้ัน ได
ใชขอมูลความตองการพลังงานไฟฟาในแตละเดือน
และอัตราการครอบครองอาคารของลูกคาแตละ
เดือนของอาคารคิวเฮาสลุมพินี ต้ังแตเดือนกันยายน

2549 ถึง เดือนตุลาคม 2555 ตัวอยางขอมูลแสดงใน
ตารางที่ 2 ซึ่งการทํานายข้ึนอยูกับประวัติการใช
พลังงาน รหสัเดือนและการครอบครองอาคารของ
ลูกคา 

 
ตารางท่ี 2 แสดงอินพุตขอมูลท่ีใชเรียนรู 

ลําดับ โหลดกอนเดือน โหลดกอนเดือน โหลดกอนเดือน รหัสเดือนที่ทํานาย จํานวนการครอบครองอาคาร 

ที ่
ทํานาย 3 เดือน

(MWH) 
ทํานาย 2 เดือน

(MWH) 
ทํานาย 1 เดือน

(MWH) ( Month Code ) 
ออฟฟศใหเชา 

(บริษัท) 
รานคาใหเชา 

(ราน) 
          

1 1457 1111 1457 12 55 50 

2 1111 1457 1312 1 55 49 

3 1457 1312 1326 2 68 49 

4 1312 1326 1431 3 69 49 

5 1326 1431 1415 4 77 50 

6 1431 1415 1569 5 77 50 

7 1415 1569 1645 6 77 50 
8 
 

1569 1645 1808 7 77 50 
. 
. 
. 

51 1691 1809 1777 8 105 53 

52 1809 1777 1826 9 105 53 

53 1777 1826 1806 10 107 53 

 
 

 
 

 
   

    (10) 

  
  ซึ่งคือเสนตรงในพารามิเตอรที่เปนผลลัพธ 

p1, q1, r1, p2, q2 และ r2 ดังน้ันข้ันตอน
วิธีการเรียนรูแบบไฮบริด ซึ่งมีการพัฒนาในสวน
กอนหนาน้ี สามารถนํามาใชไดโดยตรงมากข้ึน 

โดยเฉพาะในสวนคํานวณขางหนาของข้ันตอน
วิธีการเรียนรูแบบไฮบริด โหนดเอาทพุตสงผานไป
ขางหนาจนกระทั่งช้ันที่ 4 และพารามิเตอรที่เปน
ผลลัพธ ถูกตรวจสอบโดยวิธีการกําลังสองนอยที่สุด 
(Least Squares Method ) ในสวนการคํานวณคา
ยอนกลับสัญญาณคาผิดพลาดถูกแพรกลับมา และ
พารามิเตอรหลักฐานถูกอัพเดทโดย gradient 
descent ดังแสดงในตารางที่ 1 

 
    ตารางท่ี 1 แสดงกระบวนการการเรียนรูแบบไฮบริดสําหรับ ANFIS 

- Forward Pass Backward Pass 
Premise Parameters Fixed Gradient Descent 
Consequent Parameters Least Squares Estimate Fixed 
Signals Node Outputs Error Rates 

 
4. ขอมูลท่ีใชเรียนรูของการจําลอง 

ขอมูลที่ใชในการเรียนรูในการศึกษาน้ัน ได
ใชขอมูลความตองการพลังงานไฟฟาในแตละเดือน
และอัตราการครอบครองอาคารของลูกคาแตละ
เดือนของอาคารคิวเฮาสลุมพินี ต้ังแตเดือนกันยายน

2549 ถึง เดือนตุลาคม 2555 ตัวอยางขอมูลแสดงใน
ตารางที่ 2 ซึ่งการทํานายข้ึนอยูกับประวัติการใช
พลังงาน รหสัเดือนและการครอบครองอาคารของ
ลูกคา 

 
ตารางท่ี 2 แสดงอินพุตขอมูลท่ีใชเรียนรู 

ลําดับ โหลดกอนเดือน โหลดกอนเดือน โหลดกอนเดือน รหัสเดือนที่ทํานาย จํานวนการครอบครองอาคาร 

ที ่
ทํานาย 3 เดือน

(MWH) 
ทํานาย 2 เดือน

(MWH) 
ทํานาย 1 เดือน

(MWH) ( Month Code ) 
ออฟฟศใหเชา 

(บริษัท) 
รานคาใหเชา 

(ราน) 
          

1 1457 1111 1457 12 55 50 

2 1111 1457 1312 1 55 49 

3 1457 1312 1326 2 68 49 

4 1312 1326 1431 3 69 49 

5 1326 1431 1415 4 77 50 

6 1431 1415 1569 5 77 50 

7 1415 1569 1645 6 77 50 
8 
 

1569 1645 1808 7 77 50 
. 
. 
. 

51 1691 1809 1777 8 105 53 

52 1809 1777 1826 9 105 53 

53 1777 1826 1806 10 107 53 

 
 

ตารางที่ 1 แสดงกระบวนการการเรียนรู้แบบไฮบริดส�ำหรับ ANFIS

ตารางที่ 2 แสดงอินพุตข้อมูลที่ใช้เรียนรู้

4. ข้อมลูทีใ่ช้เรียนรู้ของการจ�ำลอง
	 ข้อมูลที่ใช้ในการเรียนรู้ในการศึกษานั้น ได้ใช้ข้อมูลความต้องการพลังงานไฟฟ้าในแต่ละเดือนและอัตรา

การครอบครองอาคารของลูกค้าแต่ละเดือนของอาคารคิวเฮ้าส์ลุมพินี ตั้งแต่เดือนกันยายน 2549 ถึง เดือน

ตุลาคม 2555 ตัวอย่างข้อมูลแสดงในตารางที่ 2 ซึ่งการท�ำนายขึ้นอยู่กับประวัติการใช้พลังงานรหัสเดือนและ

การครอบครองอาคารของลูกค้า
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5 ผลการจ�ำลอง
	 หลังจากได้ทดลองโครงข่ายประสาทเทียมหลายครั้ง มีการเปลี่ยนจ�ำนวนนิวรอนแต่ละช้ันซ่อน ฟังก์ชัน

ถ่ายโอน และ epoch ในส่วนของระบบอนมุานฟัซซ่ีโครงข่ายปรบัตวัได้มกีารเปลีย่นฟังก์ชันสมาชกิ และ epoch 

ผลการทดสอบเป็นที่น่าพอใจ ดังแสดงในภาพที่ 3  ภาพที่ 4  ตารางที่ 3 และ- ตารางที่ 4         

54 1826 1806 1796 11 107 53 

55 1806 1796 1834 12 106 53 

56 1796 1834 1650 1 106 53 

57 1834 1650 1743 2 106 53 

58 1650 1743 1791 3 105 53 

59 1743 1791 1744 4 105 53 

60 1791 1744 1762 5 105 53 

 
ตารางท่ี 2 แสดงอินพุตขอมูลท่ีใชเรียนรู (ตอ) 
ลําดับ โหลดกอนเดือน โหลดกอนเดือน โหลดกอนเดือน รหัสเดือนที่ทํานาย จํานวนการครอบครองอาคาร 

ที ่
ทํานาย 3 เดือน

(MWH) 
ทํานาย 2 เดือน

(MWH) 
ทํานาย 1 เดือน

(MWH) ( Month Code ) 
ออฟฟศใหเชา 

(บริษัท) 
รานคาใหเชา 

(ราน) 
          

61 1744 1762 1796 6 107 53 

62 1762 1796 1865 7 104 53 

63 1796 1865 1840 8 104 53 

64 1865 1840 1744 9 104 53 

65 1840 1744 1874 10 104 53 

  
 
5 ผลการจําลอง 

หลังจากไดทดลองโครงขายประสาทเทียม
หลายครั้ง มีการเปลี่ยนจํานวนนิวรอนแตละช้ันซอน 
ฟงกชันถายโอน และ epoch ในสวนของระบบ

อนุมานฟซซี่โครงขายปรับตัวไดมีการเปลี่ยนฟงกชัน
สมาชิก และ epoch ผลการทดสอบเปนที่นาพอใจ 
ดังแสดงในภาพที่ 3  ภาพที่ 4  ตารางที่ 3 และ - 
ตารางที่ 4          

       

                    
ภาพท่ี 3 แสดงผลการฝกสอน 
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ตารางที่ 2 แสดงอินพุตข้อมูลที่ใช้เรียนรู้ (ต่อ)

ภาพที่ 3 แสดงผลการฝึกสอน



แบบจำ�ลองการใช้พลังงานไฟฟ้าของสิ่งอำ�นวยความสะดวกและการทำ�นายโหลด 
ระยะปานกลางด้วยโครงข่ายประสาทเทียมและระบบอนุมานฟัซซี่โครงข่ายปรับตัวได้ 67 

ฉบับที่ 91 ปีที่ 28 มกราคม - มีนาคม 2558 

	 จากภาพที่ 3 แสดงให้เห็นว่ากราฟของพลังงานไฟฟ้าที่ได้จากการท�ำนายโดยโครงข่ายประสาทเทียมและ

ระบบอนุมานฟัซซ่ีปรับตัวได้ใกล้เคียงกับพลังงานไฟฟ้าที่ใช้จริง แสดงว่ามีการฝึกสอนได้อย่างแม่นย�ำท้ังสอง

ระบบ  

ตารางที่ 3 แสดงการเปรียบเทียบผลการท�ำนายการใช้พลังงานไฟฟ้าของ ANN และ ANFIS ของข้อมูลชุดทดสอบ 

ภาพที่ 4 แสดงผลการทดสอบ

 จากภาพที่ 3 แสดงใหเห็นวากราฟของ
พลังงานไฟฟาที่ไดจากการทํานายโดยโครงขาย
ประสาทเทียมและระบบอนุมานฟซซี่ปรับตัวได

ใกลเคียงกับพลังงานไฟฟาที่ใชจริง แสดงวามีการ
ฝกสอนไดอยางแมนยําทั้งสองระบบ 

                                        

  
ภาพท่ี 4 แสดงผลการทดสอบ 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

 
 
 

ตารางท่ี 3 แสดงการเปรียบเทียบผลการทํานายการใชพลังงานไฟฟาของ ANN และ ANFIS  
ของขอมลูชดุทดสอบ  

ลําดับที ่ พลังงานไฟฟาที่ใชจริง (MWH) 
พลังงานไฟฟาที่ไดจากการทํานาย (MWH) 

ANN ANFIS 
1 1834 1786.8 1790 
2 1650 1669.7 1820 
3 1743 1760.4 1760 
4 1791 1804.9 1760 
5 1744 1755.3 1560 
6 1762 1806.9 1770 
7 1796 1793 1790 
8 1865 1827.2 1810 
9 1840 1820 1820 
10 1744 1764.7 1800 
11 1874 1851.3 1740 
12 1819 1804.6 1800 
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ตารางที่ 4 แสดงการเปรียบเทียบข้อมูลและค่าผิดพลาดระหว่าง ANN และ ANFIS

 

ตารางท่ี 4 แสดงการเปรียบเทียบขอมูลและคาผิดพลาดระหวาง ANN และ ANFIS 

  
  จากภาพที ่ 4 และตารางที่ 3 จะเห็นวา
กราฟและคาของพลังงาน ไฟฟาที่ไดจากการทํานาย
โดยโครงขายประสาทเทียมมีคาใกลเคียงกับพลังงาน
ที่ใชจริงกวาระบบอนุมานฟซซี่โครงขายปรับตัวได 
จากตารางที่ 4 ขอมูลชุดฝกสอนและชุดทดสอบเปน
ชุดเดียวกัน การทดสอบของโครงขายประสาทเทียม
ไดคาความผิดพลาดเฉลี่ยสมบูรณ    ( Mean 
Absolute Percentage Error : MAPE)  นอยกวา
ระบบอนุมานฟซซี่โครงขายปรับตัวได  แสดงใหวา
ประสิทธิภาพการทํานายโดยโครงขายประสาทเทียม
ดีกวาระบบอนุมานฟซซี่ปรับตัวได                  
                   
6 บทสรุปและขอเสนอแนะ 
  วิธีการจําลองและการทํานายการใชพลังงาน
ไฟฟาในอาคารโดยโครงขายประสาทเทียมและระบบ
อนุมานฟซซี่โครงขายปรับตัวได ที่ไดศึกษาใน
บทความน้ี ผลการจําลองเปนที่พอใจ  โดยโครงขาย
ประสาทเทียมและระบบอนุมานฟซซี่โครงขาย
ปรับตัวไดมีคา MAPE ของการฝกสอนใกลเคียงกัน  

สวนในการทดสอบโครงขายประสาทเทียมใหคา 
MAPE เทากับ 1.2674 % ซึ่งดีกวาระบบอนุมาน  
ฟซซี่โครงขายปรับตัวได (MAPE เทากับ 3.5157 %) 
แตโครงขายประสาทเทียมใชเวลาเรียนรูมากกวา ซึ่ง
ผลการจําลองน้ีสามารถนําไปบริหารจัดการพลังงาน
ไฟฟาในอาคาร และกําหนดคา demand factor ใน
การออกแบบอาคารที่คลายกับที่ใชในงานวิจัยน้ี การ
ทดสอบเพิ่มเติมจะตองดําเนินการตอไป เพื่อ
ตรวจสอบประสิทธิภาพของแบบจําลอง น้ีในอนาคต 
ตัวอยางเชนนําวิธีการน้ีสามารถนําไปใชทดสอบโดย
การรวบรวมขอมูลของอาคารที่แตกตางกัน จํานวน
คนที่ใชอาคาร เวลาทํางานของแตละบริษัทที่เชา
อาคาร การครอบครองอาคารเปนตารางเมตร 
คําขอบคุณ 
  ผูเขียนขอขอบคุณ สํานักงานชางอาคารคิว
เฮาทลุมพินีในการจัดหาขอมูลที่ใชในวิจัยน้ี 
 

เอกสารอางอิง [1] สมชาติ จิริวิภากร .(2554). การประยุกตใช
งานโครงขายประสาทเทียมในระบบ -ไฟฟา

 
ANN ANFIS 

  Model Back-Propagation Sugeno 

Transfer Function, MF 

1st Layer Tan-Sigmoid Input 1 Number of MFs 3, gaussmf 
2nd Layer Tan-Sigmoid Input 2 Number of MFs 3, gaussmf 
Output Layer Tan-Sigmoid Input 3 Number of MFs 3, gaussmf 
  Input 4 Number of MFs 3, gaussmf 
  Input 5 Number of MFs 3, gaussmf 
  Input 6 Number of MFs 3, gaussmf 
  Output MF, constant 

Training (sets) 53 53 
Testing  (sets) 12 12 
Training Method Levenberg-Marquardt Hybrid (Gradient Descent, LSE) 
Epochs 1000 200 
Train MAPE (%) 2.478E-01 1.4197E-01 
Training Time (minute) 17.12 9.18 
Test MAPE (%) 1.2674E+00 3.5157E+00 

 
 

	 จากภาพที่ 4 และตารางที่ 3 จะเห็นว่ากราฟ

และค่าของพลงังานไฟฟ้าทีไ่ด้จากการท�ำนายโดยโครง

ข่ายประสาทเทียมมีค่าใกล้เคียงกับพลังงานที่ใช้จริง

กว่าระบบอนุมานฟัซซีโ่ครงข่ายปรบัตวัได้ จากตาราง

ที่ 4 ข้อมูลชุดฝึกสอนและชุดทดสอบเป็นชุดเดียวกัน 

การทดสอบของโครงข่ายประสาทเทยีมได้ค่าความผดิ

พลาดเฉลีย่สมบรูณ์    (Mean Absolute Percentage 

Error : MAPE)  น้อยกว่าระบบอนุมานฟัซซี่โครงข่าย

ปรับตัวได้ แสดงให้ว่าประสิทธิภาพการท�ำนายโดย

โครงข่ายประสาทเทียมดีกว่าระบบอนุมานฟัซซี่ปรับ

ตัวได้                 

6 บทสรปุและข้อเสนอแนะ
	 วธิกีารจ�ำลองและการท�ำนายการใช้พลงังานไฟฟ้า

ในอาคารโดยโครงข่ายประสาทเทยีมและระบบอนมุาน

ฟัซซี่โครงข่ายปรับตัวได้ที่ได้ศึกษาในบทความนี ้ 

ผลการจ�ำลองเป็นทีพ่อใจ โดยโครงข่ายประสาทเทยีม

และระบบอนมุานฟัซซีโ่ครงข่ายปรบัตวัได้มค่ีา MAPE 

ของการฝึกสอนใกล้เคียงกนั  ส่วนในการทดสอบโครง

ข่ายประสาทเทยีมให้ค่า MAPE เท่ากบั 1.2674 % ซึง่

ดีกว่าระบบอนุมานฟัซซี่โครงข่ายปรับตัวได้ (MAPE 

เท่ากบั 3.5157 %) แต่โครงข่ายประสาทเทยีมใช้เวลา

เรียนรู ้มากกว่า ซ่ึงผลการจ�ำลองนี้สามารถน�ำไป

บรหิารจดัการพลังงานไฟฟ้าในอาคาร และก�ำหนดค่า 

demand factor ในการออกแบบอาคารทีค่ล้ายกบัที่

ใช้ในงานวจัิยนี ้การทดสอบเพิม่เติมจะต้องด�ำเนนิการ

ต่อไป เพื่อตรวจสอบประสิทธิภาพของแบบจ�ำลองนี้

ในอนาคต ตัวอย่างเช่นวิธีการนี้สามารถน�ำไปใช้

ทดสอบโดยการรวบรวมข้อมูลของอาคารที่แตกต่าง

กนั จ�ำนวนคนทีใ่ช้อาคาร เวลาท�ำงานของแต่ละบรษิทั

ที่เช่าอาคาร การครอบครองอาคารเป็นตารางเมตร
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