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บทคััดย่่อ

งานวิิจััยนี้้�มีีวััตถุุประสงค์์เพื่่�อศึึกษาอััลกอริิทึึมที่่�เหมาะสมสำหรัับการสร้้างระบบแนะนำรายการอาหารตามรสนิิยม 

ความช่ื่�นชอบของผู้้�บริิโภคจากชุดข้้อมููลภาษาไทยเน่ื่�องจากการได้้รัับอาหารที่่�เหมาะสมจะส่่งผลให้้ผู้้�บริิโภคมีีความสุุข  

เกิิดความรู้้�สึกเชิิงบวกและมีีสุุขภาพที่่�ดีีนอกจากนั้้�นในมิิติิของธุุรกิิจร้านอาหารระบบแนะนำยัังสามารถช่่วยเสริิมสร้้าง 

ความพึึงพอใจ ความจงรักัภักัดีขีองลูกูค้า้และลดระยะเวลาในการตัดัสินิใจสั่่�งซื้้�อ ซึ่่�งในงานนี้้�ผู้้�วิจิัยัทำการศึกึษาเชิงิสำรวจจาก 

อััลกอริิทึึมการแนะนำอาหารที่่�มีีความโดดเด่่น 2 ประเภท ได้้แก่่ เทคนิิคการกรองแบบอิิงเนื้้�อหาและเทคนิิคการกรองแบบมีี

ส่่วนร่่วมซึ่่�งผลของการศึึกษาจะแสดงให้้เห็็นลัักษณะเฉพาะของแต่่ละวิิธีีการ สำหรัับเทคนิิคการกรองแบบอิิงเนื้้�อหาผู้้�วิิจััยได้้

ประยุุกต์์เทคนิิค Bag-of-Words (BoW) และ TF-IDF ร่่วมกัับการหาความคล้้ายคลึึงแบบโคไซน์์ (Cosine Similarity) และ

มากไปกว่่านั้้�นงานวิิจััยนี้้�พบว่่า BoW จะสามารถแนะนำรายการอาหารโดยทั่่�วไปได้้มากกว่่า TF-IDF เล็็กน้้อย สำหรัับเทคนิิค

การกรองแบบมีีส่่วนร่่วมผู้้�วิิจััยได้้ดำเนิินการผ่่านอััลกอริิทึึม KNN Basic, SVD และ SVD++ เพื่่�อสร้้างแบบจำลองการแนะนำ

และประเมินิประสิทิธิขิองแบบจำลองด้้วยวิธิีกีารของ MAE และ RMSE ซึ่่�งพบว่า่ SVD++ ให้้ผลลััพธ์ท์ี่่�ดีกีว่า่ด้ว้ยค่า่ผิดิพลาด 

MAE และ RMSE น้้อยที่่�สุุด คืือ 0.885 1.105 ตามลำดัับ
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Abstract

This research aims to investigate suitable algorithms for food recommendation systems on a 

Thai language dataset based on user preferences. Having preferred and appropriate meals can make  

consumers feel positive, happy, and healthy. For restaurants, this system can help improve customers’ 

satisfaction and loyalty, and reduce the decision time. In this work, an exploratory study was conducted 

on two prominent food recommendation algorithms: the content-based filtering and collaborative filtering 

methods. The results of the study revealed the characteristics of each method. For the content-based 

filtering method, Bag-of-Words (BoW) and TF-IDF technique were applied together with cosine similarity 

metrics. The BoW technique recommended food with more general ingredients. For the collaborative 

filtering method, KNN Basic, SVD, and SVD++ were employed to construct the recommendation models.  

The algorithms were evaluated using MAE and RMSE. The SVD++ provided a better result with the  

lowest MAE (0.885) and RMSE (1.105) values.

Keywords:	Food Recommendation, Collaborative Filtering, Content-Based Filtering, Thai Natural Language 
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1. บทนำ

	ก ารบริิโภคอาหารเครื่่�องดื่่�มที่่�ตรงตามรสนิิยมความช่ื่�นชอบ 

หรืือเงื่่�อนไขจะช่่วยทำให้้ผู้้�บริิโภคมีีความสุุข เกิิดความรู้้�สึึก

เชิิงบวกต่อร่่างกายตนเองและอาจนำไปสู่่� การปรับเปลี่่�ยน

พฤติิกรรมการบริิโภคโดยเฉพาะอย่่างยิ่่�งโรคที่่�เกิิดจาก

ลัักษณะการบริิโภคอาหารที่่�ไม่่เหมาะสม เช่่น กรณีีของ

โรคเบาหวานซึ่่�งหากผู้้�ป่่วยบริิโภคอาหารที่่�ชื่่�นชอบและมีี

โภชนาการสอดคล้้องต่่อความต้้องการของร่่างกายช่่วยให้้ 

สามารถควบคุุมระดัับน้้ำตาลในเลืือดให้้เป็็นปกติิได้้โดย 

ไม่รู่้้�สึกเบ่ื่�ออาหารและทำให้้ผู้้�ป่ว่ยใส่่ใจการบริิโภคอาหารเพ่ื่�อ

สุุขภาพมากขึ้้�น สำหรัับสถานประกอบการธุุรกิิจอาหารหาก

นำเสนอเมนููให้ต้รงตามรสนิิยมหรืือเง่ื่�อนไขของลููกค้า้จะทำให้้

เกิดิผลกระทบเชิงิบวกต่อความพึงึพอใจ ความจงรัักภักดีขีอง 

ลููกค้้า [1] และลดระยะเวลาในการตััดสิินใจสั่่�งซ้ื้�อแต่่การ

ทราบว่า่เมนูใูดที่่�สอดคล้อ้งต่อ่ความต้อ้งการของผู้้�บริโิภคต้อ้ง 

ใช้้เวลานานในการพิิจารณารายการอาหารซึ่่�งมีคีวามหลากหลาย  

ณ ปััจจุุบัันระบบแนะนำเข้้ามามีีบทบาทสำคััญต่่อปััญหา

ดัังกล่่าวผ่่านการกรองข้้อมููลขนาดใหญ่่ให้้มีีขนาดที่่�เล็็กลง

เหลืือเพีียงแค่่ข้้อมููลที่่�คิิดว่่าผู้้�ใช้้สนใจและตรงตามปััจเจก

ของผู้้�ใช้้แต่่ละคน สำหรัับแนวทางหลัักในการพััฒนาระบบ

แนะนำสามารถแบ่่งออกเป็็น 3 ประเภท ได้้แก่่ ประการแรก  

คืือ เทคนิิคการกรองแบบอิิงเนื้้�อหา (Content-based  

Filtering) หรืือ CBF จะแนะนำรายการ (Items) ด้้วยการ

หาความคล้้ายคลึึง (Similarity) จากคุณุลักัษณะ (Attributes)  

[2] หรืือคำอธิบิายของรายการในระบบกับัรายการก่อ่นหน้า้ที่่�

ผู้้�ใช้้เคยปฏิสััมพัันธ์์ด้้วยโดยไม่่มีีความเกี่่�ยวข้้องกัับข้้อมููล

รายการของผู้้�ใช้้คนอื่�น ๆ ทำให้้ง่่ายต่่อการดำเนิินการแต่่

ส่่งผลให้้การแนะนำถููกจำกััดแค่่ช่่วงข้้อมููลของผู้้�ใช้้คนเดีียว

เท่่านั้้�น [3] ไม่่เปิิดโอกาสให้้ผู้้�ใช้้เข้้าถึึงรายการหรืือเนื้้�อหาที่่�

หลากหลาย [2] และอีกีปัจัจัยัที่่�ส่ง่ผลกระทบต่อ่ประสิิทธิิภาพ

ของ CBF คืือ การเตรีียมข้้อมููล (Data Preprocessing) 

สำหรัับสร้้างระบบแนะนำซึ่่�งโดยปกติแล้้วคุุณลัักษณะหรืือ 

คำอธิิบายจะเป็็นข้อความและจากการสืืบค้้นพบว่่า การเตรียม 

ข้้อมููลมีีขั้้�นตอนที่่�แตกต่างกัันตามภาษาของชุุดข้้อมููลที่่�ใช้้

เนื่่�องจากภาษาจะมีีลัักษณะเฉพาะทั้้�งโครงสร้้างของคำและ

ไวยากรณ์์ [4] ซึ่่�งสำหรัับการแนะนำรายการอาหารงานวิิจััย

จะนิิยมใช้้ชื่่�อรายการอาหารเป็็นภาษาอัังกฤษ [5], [6] และ

สำหรับัขั้้�นตอนการสกััดข้อ้มููลเพื่่�อนำไปหาค่่าความคล้า้ยคลึงึ

ระหว่า่งรายการอาหารจะประกอบด้ว้ย 1) การสกัดัคำสำคัญั 

หรืือวลีดี้ว้ยมืือ [7] ซึ่่�งจะทำให้ไ้ด้ข้้อ้มูลูที่่�ถูกูต้อ้งแต่ไ่ม่เ่หมาะสม 

กัับข้้อมููลที่่�มีีขนาดใหญ่่ 2) สกััดด้้วยวิิธีี BoW [8] เป็็นการหา 

ความถี่่�ของคำที่่�ปรากฏในเอกสารและ 3) สกััดด้้วย TF-IDF 

[5], [9] เป็็นการประเมิินค่่าทางสถิิติิเพื่่�อสะท้้อนความสำคััญ 

ของคำที่่�เกิดิขึ้้�นภายในเอกสารที่่�อยู่่�ในคลังัเอกสาร หลัังจากนั้้�น 

ทำการหาค่่าความคล้้ายคลึึงระหว่่างรายการอาหารด้้วยวิิธีี

ของความคล้้ายคลึึงแบบโคไซน์์ [5], [8], [9] เพื่่�อแนะนำเมนูู

อาหารแก่่ผู้้�ใช้้แต่่ทว่่ายัังคงพบกัับคำถามว่่ารายการอาหารที่่�

ระบบแนะนำนั้้�นเป็็นรายการอาหารทั่่�วไปที่่�สามารถหาร้้าน

รัับประทานได้้ง่่ายหรืือไม่่ ซึ่่�งงานวิจััยนี้้�จะวิิเคราะห์์รายการ

อาหารทั่่�วไปสำหรัับระบบแนะนำรายการอาหารแบบอิิง

เนื้้�อหาด้้วย

	ป ระการที่่�สอง คืือ เทคนิิคการกรองแบบมีีส่่วนร่่วม 

(Collaborative Filtering) หรืือ CF จะแนะนำรายการโดย

หาความคล้้ายคลึึงระหว่่างผู้้�ใช้้หรืือรายการ [10] ในระบบ

จากค่่าคะแนน (Rating) ซึ่่�งบอกระดัับความชอบ [11]ทำให้้

รายการที่่�แนะนำแก่่ผู้้�ใช้้เป้้าหมายมีีความแปลกใหม่่และ

รายการไม่่ซ้้ำเดิิมซึ่่�ง CF ได้้มีีการประยุุกต์์ใช้้งาน กัับขอบเขต

ข้้อมููลหลากหลายและยัังมีีอััลกอริิทึึมสำหรัับ การพััฒนา

หลายวิธิีซีึ่่�งหนึ่่�งในนั้้�น คืือ Singular Value Decomposition  

(SVD) โดย SVD สามารถทำงานได้้ดีีกัับขอบเขตข้้อมููลที่่�

หลายประเภท [12]–[14] จึึงเป็็นที่่�นิิยมใช้้และนอกจากนั้้�น

ได้้มีีการพััฒนาอััลกอริิทึึมใหม่่จากแนวคิิดของ SVD เรีียกว่่า  

Singular Value Decomposition Plus Plus (SVDpp) และ

ได้้รัับความนิิยมเช่่นเดีียวกัันเนื่่�องด้้วยความสามารถในการ

ค้้นหาค่่าคะแนนปริิยาย (Implicit Rating) เพื่่�ออธิิบายการ

ให้ค้่า่คะแนนจริงิของผู้้�ใช้ท้ำให้ผ้ลการทำนายมีปีระสิทิธิภิาพ 

มากขึ้้�นแต่่กระนั้้�นจากการทบทวนงานศึกึษาก่่อนหน้้ายังัพบว่่า  

บางขอบเขต SVD จะให้้ค่่าความผิิดพลาดน้้อยกว่่า SVDpp 

[15], [16] แต่่กัับอีีกขอบเขต SVDpp จะให้้ค่่าความพลาด

น้้อยกว่่า SVD [17] ซึ่่�งเป็็นเหตุุผลที่่�ก่่อให้้เกิิดความลัังเลใน
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การตััดสิินใจเลืือกอัลกอริิทึึมที่่�เหมาะกัับงาน นอกจากนั้้�น 

K-Nearest Neighbor (KNN) ยัังเป็็นอีีกหนึ่่�งอััลกอริิทึึมที่่�ใช้้

พัฒันา CF ได้้เช่น่เดียีวกัับ CBF เน่ื่�องจากพัฒนาได้้ค่อ่นข้า้งง่า่ย  

รวดเร็ว็และนิิยม [18] อัลักอริิทึมึสำหรัับพัฒันาระบบแนะนำ

นั้้�นมีีหลากหลายประเภทจึึงมีีงานวิจััยที่่�มุ่่�งเปรียบเทีียบ 

ประสิิทธิิภาพของระบบ [5], [15]–[18] และปรับค่่า

พารามิิเตอร์์ให้้เหมาะสมกัับขนาดของชุุดข้้อมููลที่่�ใช้้พััฒนา 

[17] และเพื่่�อให้้ทราบว่่าแบบจำลองใดที่่�เหมาะสมกัับงาน

ในขอบเขตที่่�ตนสนใจอย่่างไรก็็ตาม CF ยัังประสบกัับปััญหา

การทำนายค่่าคะแนนหากไม่่มีีข้้อมููลคะแนนของผู้้�ใช้้คนใหม่่

หรืือรายการใหม่่ (Cold Start Problem) [10] และปััญหา

ความบางเบาของข้้อมููล (Sparsity Problem) จะเกิิดขึ้้�นเม่ื่�อ

ข้้อมููลค่่าคะแนนที่่�บรรจุุในเมทริิกซ์์ไม่่เพีียงพอทำให้้ระบบ

ทำการแนะนำรายการได้ไ้ม่ส่มเหตุสุมผล และแนวทางพัฒันา

ประการสุุดท้้าย คืือ เทคนิิคแนะนำแบบผสมผสาน ซึ่่�งจะนำ

เอาแต่่ละเทคนิิคของระบบแนะนำมาทำงานร่่วมกัันเพื่่�อนำ

ข้้อดีีของแต่่ละเทคนิิคมาทำให้้ผลการแนะนำดีีขึ้้�น

	 งานนี้้�จะทำการศึึกษาเชิิงสำรวจอััลกอริิทึึมที่่�เหมาะสม

สำหรัับการสร้้างระบบแนะนำรายการอาหารตามรสนิิยม 

ความชื่่�นชอบของผู้้�บริโิภคจากชุดุข้้อมูลูภาษาไทยจากอัลักอริทิึมึ 

การแนะนำอาหารที่่�มีคีวามโดดเด่น่ 2 ประเภท ได้แ้ก่่ เทคนิคิ

การกรองแบบอิิงเนื้้�อหา (CBF) และเทคนิิคการกรองแบบ

มีีส่่วนร่วม (CF) ซึ่่�งผลของการศึึกษาจะแสดงให้้เห็็นถึง 

ขั้้�นตอนและเทคนิิคที่่�เหมาะสมในการสร้้างแบบจำลอง

แนะนำอาหารบนชุุดข้้อมููลภาษาไทยตลอดจนรูปแบบของ

ผลลััพธ์์รายการอาหารที่่�แนะนำจากเทคนิิคและอััลกอริิทึึม

ที่่�ใช้ ้สำหรัับเทคนิิคการกรองแบบอิิงเนื้้�อหาผู้้�วิจิัยัได้้ประยุุกต์์

เทคนิิค Bag-Of-Words (BoW) และ TF-IDF ร่่วมกัับการหา 

ความคล้้ายคลึึงแบบโคไซน์์ (Cosine Similarity) และ

วิิเคราะห์์รายการอาหารทั่่�วไป (Common Menu)

2. วััสดุุ อุุปกรณ์์และวิิธีีการวิิจััย

2.1 ทฤษฎีีที่่�เกี่่�ยวข้้อง

	 2.1.1 ระบบแนะนำ (Recommendation Systems) 

คืือ การกรองสารสนเทศให้้เหลืือเพีียงรายการสารสนเทศ

ที่่�เหมาะสมกัับความชอบของผู้้�ใช้้แต่่ละบุุคคล [2] ด้้วยการ

วิเิคราะห์์ข้อ้มูลูในอดีีตของผู้้�ใช้ง้าน [19] และประเภทหลััก ๆ   

ของระบบแนะนำสามารถแบ่่งออกได้้เป็็น 3 ประเภท คืือ  

1) CBF จะทำการแนะนำรายการด้ว้ยการหาความคล้า้ยคลึงึ 

จากคุณลัักษณะ [2] หรืือคำอธิิบายของรายการในระบบ

กัับรายการก่่อนหน้้าที่่�ผู้้�ใช้้เคยปฏิิสััมพัันธ์์ด้้วยโดยไม่่มีีความ

เกี่่�ยวข้้องกัับข้้อมููลรายการผู้้�ใช้้คนอื่�น ๆ ทำให้้ง่่ายต่่อการ

ดำเนิินการแต่่จะส่่งผลให้้การแนะนำถููกจำกััดแค่่ช่่วงข้้อมููล

รสนิิยมของผู้้�ใช้้เท่่านั้้�น [3] ส่่งผลให้้ได้้รายการเดิิมซ้้ำ ๆ ขาด

ความหลากหลายของข้อ้มูลู 2) CF จะแนะนำรายการจากการ

ให้้ค่่าคะแนนความชอบของผู้้�ใช้้คนอื่่�น ๆ  ที่่�มีีความคล้้ายคลึึง

กัับผู้้�ใช้้เป้้าหมาย (Target User) การหาความคล้้ายคลึึงกััน 

ระหว่่างผู้้�ใช้้ [10] หาได้้จากลักัษณะการให้้ค่่าคะแนนความชอบ  

(Rating) ของผู้้�ใช้้อื่่�นในระบบซึ่่�งจะบ่่งชี้้�ถึึงระดัับความ

ชอบของแต่่ละรายการ [11] สำหรัับเทคนิิคนี้้�แบ่่งออกได้้ 

2 ประเภท คืือ 2.1) การกรองแบบมีีส่่วนร่่วมบนพื้้�นฐาน

ความจำ โดยข้้อมููลจะถููกเก็็บอยู่่�ในรูปแบบของเมทริิกซ์

คะแนน (Rating Matrix) ประกอบด้้วย การกรองบนพื้้�นฐาน 

ผู้้�ใช้้ (User-based) และการกรองบนพื้้�นฐานรายการ 

(Item-based) [11] และ 2.2) การกรองแบบร่่วมมืือบน 

พื้้�นฐานแบบจำลอง เป็็นการสร้้างแบบจำลองแนะนำ

จากข้อมููล [11] ด้้วยวิิธีีการเรีียนรู้้�ของเคร่ื่�อง (Machine  

Learning) เพ่ื่�อทำการค้้นหาความคล้้ายคลึึงของผู้้�ใช้้หรืือ

รายการเพื่่�อใช้้ในการทำนาย [20] และ 3) เทคนิิคแบบ 

ผสมผสานจะนำเทคนิิคของระบบแนะนำประเภทต่่าง ๆ มา

ทำงานร่วมกัันเป็็นการประยุุกต์ข้์้อดีีของแต่่ละเทคนิิคเพ่ื่�อให้้

ได้้ผลลััพธ์์ของการแนะนำที่่�ดีีกว่่าเดิิม

	 2.1.2 การเตรีียมข้้อมููล (Data Preprocessing) 

	ก ารแนะนำรายการอาหารและเคร่ื่�องด่ื่�มจากข้อมููล

ที่่�อยู่่�ในรูปแบบข้้อความภาษาไทยจะเตรียมข้้อมููลด้้วย

กระบวนการของการประมวลผลทางภาษาธรรมชาติิ 

(NLP) แต่่ขั้้�นตอนการเตรีียมข้้อมููลของแต่่ละภาษาจะมีี

ความแตกต่่างกัันเนื่่�องด้้วยโครงสร้้างคำและไวยากรณ์์ 

[4] มีีเอกลัักษณ์์ของตนเอง สำหรัับการจััดการกัับชุุด

ข้้อมููลภาษาไทยจากแนวคิิดของณััฐกิิจ [21] มีีอยู่่�ทั้้�งหมด  
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4 ขั้้�นตอน คืือ 1) การปรัับข้้อความให้้เป็็นมาตรฐานเป็็นการ

ลบสััญลัักษณ์์พิิเศษและตััวเลข 2) การตััดคำหรืือวลีีจาก

ประโยคและแบ่ง่คำหรืือวลีดี้ว้ยเครื่่�องหมาย | 3) การกำจัดัคำ 

หยุุดทำการลบคำที่่�ไม่่สื่่�อความหมายหรืือไม่่มีีนััยสำคััญใด ๆ  

และ 4) การสกััดคุุณลัักษณะเป็็นขั้้�นตอนที่่�มีีความสำคััญ 

อย่่างยิ่่�งสำหรัับการค้้นหาความคล้้ายคลึึงระหว่่างรายการ

อาหารและเคร่ื่�องด่ื่�มซึ่่�งเป็็นการเปลี่่�ยนรูปูแบบข้้อความให้้อยู่่�

ในรูปูแบบของเวกเตอร์์ตัวัเลขซึ่่�งดำเนิินการผ่า่น 2 วิธิีดี้ว้ยกันั

คืือ Bag of Word (BoW) และ Term Frequency Inverse 

Document Frequency (TF-IDF) โดยมีีรายละเอีียดดัังนี้้�

	 Bag of Word (BoW) โดยข้้อความภายในเอกสารจะ

ถูกูทำให้้เป็น็เวกเตอร์์ตัวัเลขของจำนวนความถี่่�การเกิิดคำใน

เอกสารนั้้�น ๆ 

	 Term frequency inverse document frequency 

(TF-IDF) คืือ จะประเมิินคำที่่�เกิิดขึ้้�นภายในเอกสารที่่�อยู่่�ใน

คลัังเอกสารนั้้�นมีีความสำคััญมาน้้อยเพีียงใด และ TF-IDF 

เกิิดจากการผสมผสานการทำงานของ 2 เทคนิิคดัังนี้้� Term 

Frequency (TF) และ Inverse Document Frequency 

(IDF)

	 Term frequency (TF) คืือ จำนวนครั้้�งของคำ (Word), 

วลีี (Phrase) หรืือคำเฉพาะ (Term) ที่่�ปรากฏในเอกสาร 

(Document) [13] สำหรัับ Scikit-learn Library สามารถ

ประเมิิน tf (w,d) ได้้จากสมการที่่� 1 โดย w คืือ คำ วลีีหรืือ

คำเฉพาะ d คืือ เอกสาร และ f  คืือ ความถี่่�ของ w ใน d

	 tf(w,d) =  fw,d	 (1)

	 Inverse document frequency (IDF) คืือ การลด

ค่า่น้้ำหนักัความสำคัญัของคำหรืือวลีทีี่่�ปรากฏบ่อ่ยในเอกสาร 

[14] สามารถคำนวณ idf(w) ได้้จากสมการที่่� 2 โดย n คืือ 

จำนวนของเอกสารทั้้�งหมด, w คืือ คำ วลีีหรืือคำเฉพาะ และ 

df(w) คืือ จำนวนเอกสารที่่�มีี w ปรากฏ

	 	 (2)

	

	 หลัังจากคำนวณค่่าจากทั้้�ง 2 สมการ ดัังกล่่าวข้้างต้้น

นำผลลัพัธ์ท์ี่่�ได้ม้าคูณูดังัสมการที่่� 3 สำหรับัการหาค่า่ TF-IDF  

ด้้วย Scikit-learn โดยค่่าเริ่่�มต้้นหลัังจากได้้ผลลััพธ์์ของ  

TF-IDF ผลลััพธ์์จะถููกนำไปคำนวณด้้วย Euclidean norm

	 	 (3)

	

	 2.1.3 ความคล้้ายคลึึงแบบโคไซน์ (Cosine Similarity)

	 ความคล้้ายคลึึงแบบโคไซน์เป็็นการวััดความคล้้ายคลึึง 

ระหว่่าง 2 เวกเตอร์์ด้้วยวิิธีีการหาโคไซน์์ของมุุมซึ่่�งค่่าโคไซน์์

อยู่่�ระหว่่าง [0,1] และสามารถคำนวณ sim(x,y) ได้้จาก

สมการที่่� 4 โดย x คืือ เวกเตอร์์ x, y คืือ เวกเตอร์์ y, ||x|| 

คืือ ความยาวของเวกเตอร์์ x และ ||y|| คืือ ความยาวของ 

เวกเตอร์์ y

	 	 (4)

	ตั ัวอย่่างเช่่น เอกสาร x = โตเกีียวไส้้เค็็มผสมไส้้หวาน 

เวกเตอร์์ x = [1,2,1,1,1] และ เอกสาร y = โตเกีียวไส้้เค็็ม 

เวกเตอร์์ y = [1,1,1,0,0] จากนั้้�น x ∙ y = 4 และหาความ

ยาวของเวกเตอร์์ ||x|| = 2.830 และ ||y|| = 1.730 ดัังนั้้�น 

sim(x,y) =  4 / (2.830 × 1.730) = 0.820

	 2.1.4 การหาเพ่ื่�อนบ้านใกล้ที่่�สุดุ (K-Nearest Neighbor;  

KNN)

	  KNN คืือ อัลักอริทิึมึสำหรับัการจัดัหมวดหมู่่�ข้อ้มูลูจาก

ลัักษณะที่่�คล้้ายคลึึงหรืือมีีความใกล้ชิิดกัันเพื่่�อทำการแบ่่ง

ข้้อมููลเป็็นกลุ่่�ม ๆ KNN เป็็นอััลกอริิทึึมประเภทการเรีียนรู้้�

แบบมีผีู้้�สอนโดยจะมองหาเพื่่�อนบ้า้นที่่�ใกล้เ้คียีงกับัตัวัเองมาก

ที่่�สุุด (Nearest Neighbor) จากนั้้�นจะถููกจััดเข้้ากลุ่่�ม

	 2.1.5 การแยกส่่วนประกอบค่่าเอกพจน์์ (Singular 

Value Decomposition; SVD)

	 SVD เทคนิิคสำหรัับการแยกตััวประกอบของเมทริิกซ์

ผ่่านการใช้้เมทริิกซ์์สี่่�เหลี่่�ยม [22] และเมทริิกซ์์ดัังกล่่าว

จะถููกแบ่่งแยกออกเป็็น 3 เมทริิกซ์์ย่่อยที่่�มีีขนาดเล็็กกว่่า 

เมทริิกซ์์ตั้้�งต้้นและ SVD สามารถแก้้ไขปััญหาความเบาบาง
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ของข้้อมููลในเมทริิกซ์์ได้้ [23] ซึ่่�งสามารถอธิิบายจากสมการ

ที่่� 5 โดยกำหนดให้้ m แทนจำนวนแถวและ n แทนจำนวน

คอลััมน์์ดัังนั้้�น M คืือ เมทริิกซ์์ตั้้�งต้้น m × n, U คืือ เมทริิกซ์์

มุุมฉากขนาด m × m เรีียกว่่า เวกเตอร์์เอกพจน์์ซ้้าย (Left 

Singular Vectors), Σ คืือ เมทริิกซ์์มุุมฉากเอกพจน์์ที่่�มีีองค์์

ประกอบไม่่ติิดลบขนาด m × n เรีียกว่่า ค่่าเอกพจน์์ของ A 

(Singular of A)  และ V คืือ เมทริิกซ์์มุุมฉากขนาด n × n 

เรีียกว่่า เวกเตอร์์เอกพจน์์ขวา (Right Singular Vectors) 

 

	 M = U ∙ Σ ∙ V T	 (5)

	 สำหรัับการทำนายค่่าคะแนนความชอบของ SVD จาก

ไลบรารี่่�ของ Surprise Python [24] โดยมีีการคำนวณค่่า

อคติิร่่วมเนื่่�องจากการให้้คะแนนของผู้้�ใช้้บางคนในระบบจะ

สูงูกว่า่ผู้้�ใช้ค้นอื่่�น ๆ  หรืือรายการบางรายการได้ค้ะแนนความ

ชอบมากกว่่ารายการอื่่�น ๆ ในระบบเช่่นเดีียวกััน [25]

	 2.1.6 การแยกส่่วนประกอบค่่าเอกพจน์์พลััสพลััส 

(Singular Value Decomposition Plus Plus; SVD++)

	 SVD++ คืือ เทคนิคิที่่�ถูกูพัฒันาต่อ่ยอดจากเทคนิคิ SVD 

ซึ่่�งจะพิิจารณาการให้้คะแนนปริยายและการให้้คะแนนฯ  

ดัังกล่่าวจะทำการอธิิบายข้้อเท็็จจริิงการให้้คะแนนของผู้้�ใช้้

ต่่อรายการต่่าง ๆ ในระบบ

2.3 วิิธีีดำเนิินการวิิจััย

	 2.3.1 ผู้้�ตอบแบบสอบถาม

	 งานวิิจััยนี้้�ดำเนิินการเก็็บข้้อมููลรายการอาหารและ

เครื่่�องดื่่�มจากบริษัิัทธุรุกิจิอาหารเดลิเิวอรี่่�ซึ่่�งเป็น็แพลตฟอร์ม์

ออนไลน์์จึึงดำเนิินการกำหนดกลุ่่�มผู้้�ตอบแบบสอบถาม

สำหรัับการเก็็บข้้อมููลค่่าคะแนนความชอบ (Rating) ต่่อ

รายการอาหารและเคร่ื่�องดื่่�มที่่�มีีช่่วงอายุุระหว่่าง 15–24 ปีี  

ซึ่่�งเป็็นช่่วงอายุุการใช้้งานอิินเทอร์์เน็็ตมากที่่�สุุดคิิดเป็็น 

ร้้อยละ 98.4 จากประชากรประเทศไทยจำนวนทั้้�งหมด 

66.17 ล้้านคน คิิดเป็็นร้้อยละ 12.73 และเมื่่�อคำนวณกลุ่่�ม

ผู้้�ตอบแบบสอบถามด้้วยสมการของทาโร ยามาเนซึ่่�งกำหนด

ค่่าความคลาดเคลื่่�อนที่่�ยอมรัับได้้ที่่� 0.1 ทำให้้ได้้กลุ่่�มผู้้�ตอบ

แบบสอบถามทั้้�งหมด 100 คน

	 2.3.2 รายการอาหารและเครื่่�องดื่่�มยอดนิิยม

	 ผู้้�วิจิัยัดำเนินิการเก็บ็รวบรวมข้อ้มูลูรายการอาหารและ

เคร่ื่�องด่ื่�มยอดนิิยมเพ่ื่�อใช้้เป็็นข้อมููลสำหรัับการพััฒนาแบบ

จำลองด้้วย CF โดยจะเก็็บจากบริิษััทธุุรกิิจอาหารเดลิิเวอรี่่� 

ในประเทศไทยและจากการรายงานของ Economic  

Intelligence Center (EIC) พบบริิษััทธุุรกิิจอาหารเดลิิเวอรี่่�  

5 บริิษััท ประกอบด้้วย Foodpanda, LINEMAN, Grab, 

Robinhood, และ Airasia โดยมีีจำนวนพื้้�นที่่�ให้้บริิการ 

คืือ 77 59 52 6 และ 5 จัังหวััด ตามลำดัับ งานวิิจััยนี้้�จะ

เลืือกรายการอาหารจากบริิษััทที่่�มีีพื้้�นที่่�ให้้บริิการมากที่่�สุุด 

3 อัันดัับแรก โดยเก็็บจากการรายงานอาหารยอดนิิยมของ

บริิษััทดัังกล่าวระหว่่าง พ.ศ. 2562–2564 เพื่่�อนำรายการ

อาหารและเครื่่�องดื่่�มทั้้�งหมดที่่�ได้้ไปหาค่่าคะแนนความชอบ

จากผู้้�ตอบแบบสอบถามโดยค่่าคะแนนแต่่ระดัับอยู่่�ระหว่่าง 

1 ถึึง 5 ระดัับ มีีความหมายดัังนี้้� 1 คืือ ชอบน้้อยที่่�สุุด 2 คืือ 

ชอบน้้อย 3 คืือ ชอบปานกลาง 4 คืือ ชอบมาก และ 5 คืือ 

ชอบมากที่่�สุุด

	 2.3.3 กระบวนการพััฒนาระบบแนะนำ

	 งานวิิจััยนี้้�แบ่่งกระบวนการพััฒนาระบบแนะนำได้้  

2 แบบ ตามเทคนิิคที่่�ใช้้ซึ่่�งอธิิบายดัังรููปที่่� 1

	ก ระบวนการพัฒันาระบบแนะนำด้ว้ยเทคนิคิการกรอง

แบบอิิงเนื้้�อหา (CBF) ตามรููปที่่� 1 (ก)

	 1) การเก็็บรวบรวมข้้อมููล จะเก็็บข้้อมููลชื่่�อและวััตถุุดิิบ

(ก) CBF                           (ข) CF

รููปที่่� 1 	กระบวนการพััฒนาระบบแนะนำอาหารและเคร่ื่�อง

ดื่่�มโดย (ก) สำหรัับ CFB  และ (ข) สำหรัับ CF
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ของอาหารและเครื่่�องดื่่�มจากเว็็บไซต์์ที่่�เปิิดให้้บริิการบน

อิินเทอร์์เน็็ตด้้วยเทคนิิค Web Scraping

	 2) ทำความสะอาดข้้อมููล โดยใช้้เทคนิิคการประมวล

ผลทางภาษาธรรมชาติิ (NLP) เพื่่�อประมวลผลข้้อความเช่่น 

การปรัับข้้อความให้้เป็็นมาตรฐาน (Text Normalization) 

นอกจากมีการลบเคร่ื่�องหมายต่่าง ๆ  แล้้วงานวิจัยันี้้�จะดำเนิิน

การปรับรููปคำหรืือวลีีที่่�สื่่�อความหมายถึึงสิ่่�งเดีียวกัันให้้ใช้้คำ

หรืือวลีีที่่�เป็น็มาตราฐานเดีียวกันั เช่น่ น้้ำเชื่่�อมและไซรัปั โดย

ให้เ้ลืือกใช้น้้้ำเชื่่�อมหรืือไซรัปัอย่า่งใดอย่า่งหนึ่่�งซึ่่�งทั้้�งสองคำมีี

ความหมายเดีียวกัันเนื่่�องจากวิิธีีที่่�ใช้้ในการวิิเคราะห์์ยัังไม่่ได้้

วิิเคราะห์์ถึึงรากศััพท์์หรืือความหมายของคำซึ่่�งจะวิิเคราะห์์

ตามข้้อความที่่�ปรากฏเท่่านั้้�น ขั้้�นตอนถัดไปเป็็นการลบ 

คำหยุดุ (Stop Words) จากข้อ้ความ และขั้้�นสุดุท้า้ยเป็น็การ

ตัดัคำ (Word Tokenization) ซึ่่�งพบว่า่ หากคำหรืือวลีใีนคลังั

คำที่่�มีอียู่่�ไม่ค่รอบคุมุขอบเขตข้อ้มูลูที่่�ศึกึษาจะส่ง่ผลให้ก้ารตัดั

คำนั้้�นผิดิพลาดผู้้�วิจิัยัจึงึดำเนินิการแบ่่งคำโดยใช้เ้ครื่่�องหมาย 

| คั้้�นระหว่่างคำหรืือวลีี

	 3) การเตรีียมข้้อมููล เป็็นการแปลงข้้อความ คำหรืือวลีี

ให้อ้ยู่่�ในรูปแบบของเวกเตอร์์ตัวัเลขโดยใช้ ้Count Vectorizer  

สำหรัับ BoW และ TF-IDF Vectorizer สำหรัับ TF-IDF จาก

ไลบรารี่่� Scikit-learn

	 4) การสร้้างแบบจำลอง นำเวกเตอร์์ตััวเลขที่่�ได้้จาก 

BoW และ TF-IDF มาหาค่่าความคล้้ายคลึึงระหว่่างรายการ

อาหารและเคร่ื่�องด่ื่�มด้้วยวิิธีีการหาความคล้้ายแบบโคไซน์์ 

(Cosine Similarity)

	 5) การประเมินิ การประเมินิระบบแนะนำด้ว้ยค่า่เฉลี่่�ย

ของค่่าความคล้้ายคลึึงของรายการแนะนำสููงสุุด N รายการ 

หรืือ Top N [5]

	ก ระบวนการพัฒันาระบบแนะนำด้ว้ยเทคนิคิการกรอง

แบบมีีส่่วนร่่วม (CF) ตามรููปที่่� 1 (ข)

	 1) การเก็็บรวบรวมข้้อมููล จะเก็็บรวบรวมข้้อมููลค่่า

คะแนนความชอบต่่อรายการอาหารและเครื่่�องดื่่�มจากกลุ่่�ม

ผู้้�ตอบแบบสอบถามด้้วย Google Form

	 2) การทำความสะอาดข้้อมููล เป็็นการลบข้้อมููลที่่�ไม่่มีี

ประสิิทธิิภาพ หลัังจากนั้้�นทำการกำหนดรหััสให้้กัับเมนููและ

ผู้้�ตอบแบบสอบถาม

	 3) การเตรียีมข้อ้มูลู เป็น็การสร้า้งชุดุข้อ้มูลูซึ่่�งประกอบ

ด้ว้ย ข้อ้มูลูรหััสผู้้�ใช้ ้(User ID) ข้อ้มูลูรหััสเมนูู (Menu ID) และ

ข้้อมููลค่่าคะแนนความชอบ (Rating) ในรููปแบบ User-Item 

Matrix สุดุท้า้ยแบ่่งข้อ้มูลูสำหรัับการเรียีนรู้้�แบบจำลอง 90% 

และอีีก 10% สำหรัับการประเมิิน

	 4) การสร้้างแบบจำลอง ดำเนิินการสร้้างแบบจำ

ลองด้้วยอััลกอริิทึึม KNNBasic, SVD และ SVD++ โดยที่่�  

KNNBasic และ SVD ใช้้ค่่าพารามิิเตอร์์ตามค่่าตั้้�งต้้น  

(Default) SVD++ อ้า้งอิงิค่า่พารามิเิตอร์จ์ากงานของ Shaikh 

[17] ซึ่่�งเป็็นค่่าพารามิิเตอร์์ที่่�ให้้ค่่าความผิิดพลาดน้้อยที่่�สุุด

โดยรายละเอีียดของพารามิิเตอร์์เป็็นไปดัังตารางที่่� 1–3

ตารางที่่� 1 การตั้้�งค่่าอััลกอริิทึึม KNNBasic
พารามิิเตอร์์ ค่่า

k 40

min_k 1

ตารางที่่� 2 การตั้้�งค่่าอััลกอริิทึึม SVD 
พารามิิเตอร์์ ค่่า

n_factors 100

n_epochs 20

biased true

init_mean 0

init_std_dev 1

lr_all 0.005

reg_all 0.02

ตารางที่่� 3 การตั้้�งค่่าอััลกอริิทึึม SVD++ 
พารามิิเตอร์์ ค่่า

n_factors 40

n_epochs 40

init_mean 0

init_std_dev 0.1

lr_all 0.008

reg_all 0.1
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	 5) การประเมิิน จะประเมิินค่่าผิิดพลาดของการ

ทำนายค่่าคะแนนความชอบของแบบจำลองด้้วยค่่า MAE 

และ RMSE หากแบบจำลองมีีค่่าทั้้�งสองต่่ำแสดงให้้เห็็น

ว่่าแบบจำลองนั้้�น ทำนายค่่าคะแนนผิิดพลาดน้้อยและมีี

ประสิิทธิิภาพที่่�ดีี [5], [17], [18]

	 Mean Absolute Error (MAE) การคำนวณขนาดค่่า

เฉลี่่�ยของค่่าผิิดพลาดของค่่าทำนายกัับข้้อมููลทดสอบแต่่ละ

รายการซึ่่�ง MAE สามารถคำนวณได้้จากสมการที่่� 6 โดย ri 

คืือ ค่า่คะแนนจริง, pi คืือ ค่า่คะแนนที่่�ได้จ้ากการทำนาย และ 

n คืือ จำนวนของคะแนนทั้้�งหมด

	 	 (6)

	 Root Mean Square Error (RMSE) ให้้ค่่าน้้ำ

หนัักเพิ่่�มเติิมจากค่่าผิิดพลาดจริงทำให้้เห็็นความแตกต่าง

ของค่่าผิิดพลาดมากกว่่า MAE ซึ่่�ง RMSE คำนวณได้้ดััง 

สมการที่่� (7) โดย ri  คืือ ค่า่คะแนนจริงิ และ pi คืือ ค่า่คะแนน

ที่่�ได้้จากการทำนาย

	 	 (7)

3. ผลการทดลอง

3.1 การเก็็บรวบรวมข้้อมููล

	 3.1.1 ผลการเก็บ็รายการอาหารและเครื่่�องดื่่�มยอดนิยิม

	ก ารเก็็บรวบรวมข้้อมููลจากรายการอาหารยอดนิิยม

ของของทั้้�ง 3 บริิษััทซึ่่�งได้้ดำเนิินการลบข้้อมููลที่่�ซ้้ำออกและ

สามารถรวบรวมได้้ทั้้�งหมด 38 รายการ ประกอบด้้วย อาหาร 

25 รายการและเครื่่�องดื่่�ม 13 รายการ 

	 3.1.2 ผู้้�ตอบแบบสอบถาม

	ข้ ้อมููลสำหรัับการสร้้างแบบจำลองด้้วย CF จาก

การคำนวณกลุ่่�มผู้้�ตอบแบบสอบถาม 100 คน มีีผู้้�ตอบ

แบบสอบถามจริงทั้้�งสิ้้�นจำนวน 106 คน กำจััดข้้อมููลที่่� 

ผิดิพลาดของการตอบแบบสอบถามจำนวน 3 คน ทำให้เ้หลืือ 

103 คน และสามารถแบ่่งข้้อมููลผู้้�ตอบแบบสอบถามตาม 

เพศสภาพได้ด้ังันี้้� เพศหญิิง 73 คน เพศชาย 22 คน ไม่่ต้อ้งการ

ระบุุเพศ 6 และเพศทางเลืือก 2 คน คิิดเป็็นร้้อยละ 70.9  

21.4 5.8 และ 1.9 ตามลำดัับ

3.2 ผลการเตรีียมข้้อมููล

	ผ ลของการเตรียีมข้อ้มูลูสามารถแบ่ง่ได้เ้ป็น็ 2 ประเภท

ตามเทคนิิคพััฒนาแบบจำลองดัังนี้้�

	 3.2.1 เทคนิิคการกรองแบบอิิงเนื้้�อหา

	ข้ ้อมููลรายการอาหารและเคร่ื่�องด่ื่�มสำหรัับการ

พััฒนาแบบจำลองนี้้�จะประกอบด้้วย ชื่่�อเมนููและวััตถุดิิบดััง 

ตารางที่่� 4 ซึ่่�งมีีการแบ่่งคำด้้วยเครื่่�องหมาย | มีีจำนวนข้้อมููล

ทั้้�งสิ้้�น 1,167 ระเบีียนที่่�ได้้จากการเก็็บผ่่านอิินเทอร์์เน็็ต

ตารางที่่� 4 ตััวอย่่างข้้อมููลสำหรัับการพััฒนา CBF
ชื่่�อเมนูู วััตถุุดิิบ

ชาเขีียว|นม|เย็็น ชาเขีียว|น้้ำร้้อน|นมข้้นหวาน|น้้ำตาลทราย|

นมสดจืืด|น้้ำแข็็ง

กาแฟ|ดำ|เย็็น กาแฟ|น้้ำเปล่่า|น้้ำแข็็ง|น้้ำเชื่่�อม

	 3.2.2 เทคนิิคการกรองแบบมีีส่่วนร่่วม

	ข้ ้อมููลรายการอาหารและเครื่่�องดื่่�มสำหรัับการพััฒนา

แบบจำลองนี้้�จะประกอบด้้วย รหััสผู้้�ตอบแบบสอบถาม  

(UserId) รหััสเมนูู (MenuId) และค่่าคะแนนความชอบ  

(Rating) ดัังตารางที่่� 5 และมีีจำนวนข้อมููลทั้้�งหมด 3,811 

ระเบีียนที่่�ได้้จากผู้้�ตอบแบบสอบถาม

ตารางที่่� 5 ตััวอย่่างข้้อมููลสำหรัับการพััฒนา CF
รหััสผู้้�ใช้้ รหััสเมนูู ค่่าคะแนนความชอบ

U0001 M0014 5

U0004 M0014 2

3.4 ผลการพััฒนาแบบจำลอง

	 3.4.1 เทคนิิคการกรองแบบอิิงเนื้้�อหา

	 ทดลองแนะนำอาหารจากแบบจำลองโดยใช้ก้ารแนะนำ

แบบสููงสุุด 1 รายการ (Top 1) ของทุุกรายการอาหารใน 

ชุดุข้อ้มูลูเพื่่�อเปรียีบเทียีบรายการอาหารที่่�แนะนำนั้้�นเหมืือน

หรืือต่่างกััน
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ตารางที่่� 6 ผลการแนะนำจากรายการกาแฟดำเย็็น
TF-IDF SIM BoW SIM

เอสเพรสโซ่่เย็็น 0.628 เอสเพรสโซ่่เย็็น 0.630

	จ ากตารางที่่�  6 รายการอาหารแนะนำที่่�มีีความ

คล้้ายคลึึงกัับรายการกาแฟดำเย็็นพบว่่า จากวิิธีีการของ 

BoW และ TF-IDF แนะนำรายการที่่�เหมืือนกัันแม้้ว่่าค่่า

ความคล้้ายคลึึง (SIM) ของ TF-IDF จะต่่ำกว่่า BoW แต่่

อย่่างไรก็็ตามแบบจำลองจากวิิธีีการของ BoW และ TF-IDF 

พบว่่า มีีการแนะนำรายการที่่�แตกต่่างกััน ผู้้�วิิจััยจึึงพิิจารณา

รายการอาหารแนะนำที่่�แตกต่่างกัันนั้้�นซึ่่�งเมื่่�อพิิจารณาผล

การแนะนำ Top 1 ที่่�แตกต่่างกััน โดย “ข้้าวมัันไก่่ต้้ม” เป็็น

รายการสืืบค้้น พบว่่า BoW จะแนะนำรายการ “หมููสัับต้้ม

เกี่่�ยมบ๊๊วย” (SIM = 0.442) และ TF-IDF แนะนำ “ข้้าวมััน

ไก่่หม้้อหุุงข้้าว” (SIM = 0.401) จากรายการอาหารแนะนำ

ที่่�ได้้พบว่่า ค่่า SIM ของ BoW จะมีีค่่าที่่�มากกว่่า SIM ของ 

TF-IDF อย่่างไรก็็ตามความสอดคล้้องของรายการที่่�แนะนำ

นั้้�นพบว่า่ TF-IDF แนะนำได้ส้อดคล้อ้งกว่า่ BoW โดยจากผล

การทดสอบค่่า SIM อาจจะไม่่สามารถบ่่งชี้้�ถึึงเรื่่�องประสิิทธิิ

ของระบบแนะนำที่่�พััฒนาด้้วยเทคนิิค CBF และจากรููปที่่� 5 

เป็็นการเปรียบเทีียบรายการอาหารที่่�แนะนำสููงสุุด Top 1 

รายการ เพื่่�อดููว่่ารายการอาหารที่่�แนะนำจากระบบที่่�พััฒนา

ด้้วย BoW และ TF-IDF นั้้�นแตกต่่างกัันอยู่่�เท่่าไรซึ่่�งพบว่่า

แนะนำรายการต่า่งกันั 45.50% และเหมืือนกันั 54.50% เพื่่�อ

ให้้ทราบว่่ารายการที่่�ต่่างกัันนั้้�นมีีลัักษณะเป็็นอย่่างไรผู้้�วิิจััย

จึึงได้้พััฒนาสมการที่่� 8 ขึ้้�นซึ่่�งใช้้แนวคิิดจากสมการของ IDF 

เพื่่�อตอบคำถามว่่า BoW และ TF-IDF สามารถให้้ผลลััพธ์์ของ

รายการอาหารและเครื่่�องดื่่�มที่่�ถูกูแนะนำแตกต่า่งกันัอย่า่งไร

	 	 (8)

	 โดย ψ หรืือ Phi คืือ ค่่าสำหรัับบ่่งชี้้�รายการอาหารเพื่่�อ

บอกว่่าเป็็นรายการทั่่�วไป (Common Menu) อยู่่�เท่่าไรเมื่่�อ

เทีียบกัับรายการอาหารทั้้�งหมดในชุดข้้อมููลหรืือฐานข้อมููล

ซึ่่�งค่่าจะอยู่่�ระหว่่าง [0,1]  หากค่่าเข้้าใกล้้ 1 หมายความว่่า

เป็น็รายการอาหารทั่่�วไปสูงูและหากเข้า้ใกล้ 0 หมายความว่่า 

เป็็นรายการอาหารทั่่�วไปต่่ำ โดยกำหนดให้้ wi คืือ คำหรืือ

วลีีของรายการอาหารตำแหน่่งที่่� i ซึ่่�ง wi จะมีีลัักษณะเป็็น 

อาเรย์์ของคำหรืือวลีี, df(wi) คืือ ความถี่่� (Frequency) ของ 

wi ที่่�ปรากฏในเอกสาร (Documents) ในคลัังเอกสารโดย

หาก wi ปรากฏในเอกสารใด ๆ มากกว่า 1 ครั้้�งจะถืือว่่า

ปรากฎแค่่ 1 ครั้้�งเท่่านั้้�น, n คืือ จำนวนคำหรืือวลีีในรายการ

อาหารและวััตถุดิิบ, N คืือ จำนวนรายการอาหารทั้้�งหมด

และผลลััพธ์์คำนวณหาค่่ารายการอาหารโดยทั่่�วไป (ψ)  

พบว่่า ลัักษณะของรายการอาหารแนะนำที่่�แตกต่างอยู่่� 

45.50% นั้้�น BoW (ψ = 0.135) มีลัีักษณะเป็น็รายการอาหาร

โดยทั่่�วไปได้้มากกว่่ารายการอาหารที่่�แนะนำจาก TF-IDF  

(ψ = 0.125) เมื่่�อเทียีบกับัรายการอาหารทั้้�งหมดในชุดุข้อ้มูลู

แต่่อย่่างไรก็็ตามไม่่ได้้หมายความว่่า BoW หรืือ TF-IDF จะมีี

ประสิิทธิิภาพที่่�ดีีกว่่าซึ่่�งกัันและกััน

	 3.4.2 เทคนิิคการกรองแบบมีีส่่วนร่่วม

	 สำหรัับเทคนิิคนี้้�ดำเนิินการเปรีียบค่่าผิิดพลาดของ 

MAE และ RMSE 

	รู ูปที่่� 6 พบว่่า แบบจำลองที่่�ให้้ค่่า MAE และ RMSE  

น้้อยที่่�สุุดคืือ SVD++ (MAE = 0.885, RMSE = 1.105) 

และตามด้้วย KNNBasic (MAE = 1.031, RMSE =1.231) 

และ SVD (MAE = 1.734, RMSE = 2.150)

รููปที่่� 5	ก ารเปรียบเทีียบความและความต่่างของรายการ

อาหารแนะนำ Top 1 จากทุุกรายการอาหารในชุุด

ข้้อมููล
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4. สรุุปและอภิิปรายผล

	 งานวิจััยนี้้�จะทำการศึึกษาเชิิงสำรวจอัลกอริิทึึม              

2 ประเภท ได้้แก่ ่เทคนิิคการกรองแบบอิิงเนื้้�อหา (CBF) และ

เทคนิิคการกรองแบบมีีส่่วนร่่วม (CF)

	 CBF มีขีั้้�นตอนเทคนิคิในการสร้า้งแบบจำลองประกอบ

ด้้วย 5 ขั้้�นตอน คืือ การเก็็บข้้อมููล การทำความสะอาดข้้อมููล 

การเตรียมข้อ้มูลู การสร้้างแบบจำลอง และการประเมิิน จาก

ผลการศึึกษาพบว่่า เม่ื่�อนำระบบที่่�พััฒนาด้้วย BoW และ 

TF-IDF ร่่วมกัับการหาค่่าความคล้้ายคลึึงแบบโคไซน์์มา

ทำการทดลองแนะนำรายการอาหารสููงสุุด Top 1 รายการ  

ด้้วยรายการอาหารสืืบค้้นที่่�เหมืือนกััน พบว่่า BoW และ 

TF-IDF สามารถแนะนำรายการอาหารหรืือเครื่่�องดื่่�มที่่�

เหมืือนกัันคิิดเป็็น 54.50% แต่่ยัังพบว่่า แตกต่่างกัันคิิดเป็็น 

45.50% ผู้้�วิิจััยจึึงพิิจารณาถึึงความสอดคล้้องของรายการ

อาหารที่่�แนะนำแตกต่่างกัันกับรายการอาหารที่่�ใช้้สืืบค้้น 

พบว่่า TF-IDF จะให้้รายการอาหารที่่�มีีความสอดคล้้อง

มากกว่่า BoW แม้้ว่่าค่่า SIM ของ BoW จะสููงกว่่า TF-IDF 

ซึ่่�งจากผลการศึึกษาดัังกล่่าวทำให้้ทราบว่่าค่่า SIM อาจไม่่

สามารถบ่งชี้้�ถืือประสิิทธิิภาพของระบบแนะนำที่่�พััฒนาด้้วย 

CBF ได้้ และมากไปกว่า่นั้้�นผู้้�วิจิัยัได้ด้ำเนิินการพัฒันาสมการ

เพื่่�อหาว่่ารายการอาหารที่่�แนะนำที่่�แตกต่่างกัันจาก BoW 

และ TF-IDF นั้้�นมีีลัักษณะเป็็นรายการอาหารโดยทั่่�วไปมาก

น้้อยเพีียงใดและพบว่่า รายการอาหารที่่� BoW แนะนำนั้้�น

เป็็นคุุณลัักษณะโดยทั่่�วไปมากกว่า แต่่อย่่างไรก็็ตามค่่า ψ  

ที่่�ได้้ยัังแตกต่่างกัันไม่่มากนััก

	 CF มีีขั้้�นตอน เทคนิิคในการสร้้างแบบจำลองประกอบ

ด้้วย 5 ขั้้�นตอน การเก็็บข้้อมููล การทำความสะอาดข้้อมููล 

การเตรีียมข้้อมููล การสร้้างแบบจำลอง และการประเมิิน ซึ่่�ง

ในการเตรีียมข้้อมููลมีีการแบ่่งเป็็น 2 ชุุด คืือ ข้้อมููลฝึึกฝน 

และข้้อมููลทดสอบ จากผลการวิิจััยพบว่่า SVD++ ให้้ค่่าผิิด

พลาดของ MAE = 0.885 และ RSME = 1.105 ต่่ำที่่�สุุด

และสอดคล้้องกัับงานวิจััยของ Shaikh [17] เน่ื่�องจากค่า

พารามิิเตอร์์ที่่�ใช้้พััฒนาถููกปรัับค่่าและประเมิินประสิิทธิิภาพ

ให้เ้ข้า้กัับชุุดข้้อมููลแล้้วซึ่่�งจะต่่างจากงานศึกษาของ Pannam 

และ Viyanon [5] ที่่�พััฒนาระบบแนะนำไอศกรีีมด้้วยการใช้้ 

SVD แต่่พารามิิเตอร์์พบว่่าเป็็นค่่าเริ่่�มต้้นและยัังไม่่ได้้ปรัับให้้

เข้้ากัับชุุดข้้อมููลใด ๆ

	จ ากผลการศึกึษาสามารถนำไปต่อ่ยอดเพ่ื่�อพัฒันาระบบ

แนะนำในขอบเขตข้้อมููลอื่่�น ๆ  ได้้ อย่่างไรก็็ตามเพื่่�อให้้ระบบ

แนะนำมีปีระสิทิธิภิาพผู้้�วิจิัยัแนะนำว่า่ควรดำเนินิทดสอบค่า่

พารามิิเตอร์์ให้้เหมาะสมกัับปััญหา และนอกจากนั้้�นสามารถ

นำสมการที่่�ได้้เพื่่�อประเมิินรายการอาหารเป็็นทั่่�วไปหรืือไม่่
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