
332

วารสารวิชาการพระจอมเกล้าพระนครเหนือ ปีที่ 23 ฉบับที่ 2 พ.ค. - ส.ค. 2556
The Journal  of  KMUTNB.,  Vol .  23,  No.  2 ,  May.  -  Aug.  2013

					   
1	 อาจารย์ ภาควิชาวิศวกรรมการผลิต คณะวิศวกรรมศาสตร์ มหาวิทยาลัยเทคโนโลยีพระจอมเกล้าพระนครเหนือ 

โทรศัพท์ 02-555-2000 ต่อ 8222 อีเมล: nirramonr@kmutnb.ac.th

รับเมื่อ  13 พฤศจิกายน 2555 ตอบรับเมื่อ 4 เมษายน 2556 

การติดตามการเคลื่อนที่ของกล้องด้วยภาพความลึกและภาพขาวดำ�

นิรมล  เรืองพยุงศักดิ์1

เคลื่อนที่ของกล้อง ในงานวิจัยนี้ได้ทำ�การเปรียบเทียบ
วิธีที่มีคุณลักษณะต่างๆ กัน ได้แก่ วิธีที่ใช้เพียงภาพ
ขาวดำ�ร่วมกับภาพความลึก วิธีที่ใช้เพียงภาพความ
ลึก วิธีที่ใช้หรือไม่ใช้การตรวจจับขอบของวัตถุในภาพ  
การวนรอบ อัลกอริทึ่ม Iterative Closest Point และ 
อลักอรทิึม่ k-d Tree บทความนีน้ำ�เสนอและเปรยีบเทยีบ
วธิทีีผ่สมผสานคณุลกัษณะทีต่า่งกนั 4 วธิ ีอลักอรทิึม่ไดถ้กู
เขยีนขึน้และทดสอบดว้ยขอ้มลูจากกลอ้ง TOF เพยีงลำ�พงั 
โดยปราศจากการใช้กล้องชนิดอื่นร่วม ซ่ึงแสดงให้เห็น
ศกัยภาพของกลอ้ง ผลลพัธท่ี์ไดจ้ากวธิท่ีีต่างกนัและชดุข้อมลู
ทีต่า่งกนัไดถ้กูเปรยีบเทยีบคา่ความผดิพลาดในแนวแกน  
x, y และ z

คำ�สำ�คัญ: 	การติดตามการเคลื่อนที่ของกล้อง ภาพ
ความลึก กล้องท่ีวัดระยะทางด้วยการ 
สะท้อนกลับของแสง การซ้อนทับภาพโดย 
การกำ�หนดจุดซ้อนทับ 

บทคัดย่อ

	 การติดตามการเคลื่อนที่ด้วยภาพ เป็นหัวข้อกำ�ลัง
ไดร้บัความสนใจทางดา้นหุน่ยนตเ์คลือ่นที ่เทคนคิการหา
ตำ�แหนง่ดว้ยภาพ สามารถทำ�การประมวลผลภาพทีไ่ดจ้าก
กล้องชนิดต่างๆ เช่น กล้อง 2 มิติ กล้อง 3 มิติ กล้อง 
สเตอริโอ หรือใช้เซนเซอร์ที่ให้ข้อมูลความลึกระหว่าง
หุ่นยนต์และวัตถุ เช่น เลเซอร์สแกนเนอร์ ในงานวิจัยนี้  
ใช้ข้อมูลภาพที่ได้จากกล้อง PMD ซึ่งเป็นกล้อง TOF  
วัดเวลาในการเคลื่อนที่ของการสะท้อนกลับ ซึ่งให้ข้อมูล 
2 ชนิด ได้แก่ ระยะทางระหว่างกล้องกับวัตถุ หรือภาพ
ความลึก และภาพขาวดำ� การติดตามการเคล่ือนท่ี โดยใช้ 
ข้อมูลท่ีได้จากกล้อง สามารถทำ�ได้ด้วยการซ้อนทับภาพ 
โดยการกำ�หนดตำ�แหน่งภาพในเฟรมท่ีต่อเน่ืองกัน 
โดยกล้องถูกติดตั้งบนระบบกล้องที่เลื่อนในแนวเส้นตรง
เพ่ือเป็นแนวอ้างอิงเปรียบเทียบกับผลลัพธ์ท่ีคำ�นวณได้ 
การจับภาพในขณะที่กล้องเคล่ือนที่ แล้วนำ�ภาพ
เหล่านี้มาประมวลผล จะได้ผลลัพธ์เป็นเส้นทางการ
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Ego Motion Tracking Based Depth and Intensity Image
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Abstract
	 Vision-based motion tracking is an interesting 
topic in mobile robotics. The vision-based positioning 
technique processes the images captured by various types 
of camera including a CCD camera, 3D camera, Stereo 
camera or TOF sensor. In the investigation, image data 
are obtained from PMD, a time-of-flight (TOF) camera, 
hence yielding two outputs with distances between the 
camera and the object, or depth and intensity images. 
Tracking motion using the camera data can be performed 
by image registration between consecutive frames.  
The camera is mounted on a translation platform as a 
reference for comparison of calculated output. While the 
camera moves, consecutive image frames are captured. 
These images are processed, yielding the trajectory 
formation. This study presents the comparison among 

egomotion tracking methods with different features  
such as the one utilizing both intensity and depth  
image approach, sole depth image, method with or 
without edge detection, iteration loop, Iterative Closest 
Point and k-d Tree algorithm. Four proposed methods 
combine these features in different ways. Algorithms 
were written and tested by using only data acquired  
from a single TOF camera, reflecting the camera  
potential. Outputs of different methods and different 
data sets were compared for errors along the x, y and 
z axes respectively. 

Keywords: 	Ego Motion Tracking, Depth Image, Time of 
Flight (TOF) Camera, Image Registration,  
Iterative Closest Point
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1. บทนำ�
การติดตามการเคลื่อนที่ของหุ่นยนต์ เป็นการหา 

ตำ�แหนง่ของหุน่ยนตใ์นเวลาทีต่อ่เนือ่งกนั ทำ�ใหไ้ดเ้สน้ทาง 
การเคลือ่นทีซ่ึง่นำ�ไปใชใ้นการพฒันาการสรา้งแผนที ่และ
การทำ�งานของหุ่นยนต์แบบอัตโนมัติ เช่น การสำ�รวจ
บรเิวณทีเ่กดิภยัพบิตั ิมสีารเคม ีหรอืแกซ๊พษิทีเ่ปน็อนัตราย
ต่อชีวิต เพื่อค้นหาและระบุตำ�แหน่งของผู้ประสบภัย  
เปน็ตน้ ดว้ยเทคโนโลยทีีก่า้วไปอย่างรวดเร็ว ทำ�ให้สามารถ
ตดิตามการเคลือ่นที ่ดว้ยเทคนิคทีห่ลากหลาย ข้ึนอยูก่บั 
ชนิดของกลอ้งทีใ่ช ้เช่น กลอ้งซซีดี ีกลอ้งสเตอรโิอ กลอ้ง
รอบทิศทาง กล้อง 3 มิติ เป็นต้น อีกทั้งยังมีงานวิจัย
ที่ทำ�การผนวกภาพจากกล้องต่างชนิดเข้าด้วยกัน เพื่อ
คำ�นวณหาการเคลื่อนที่ที่มีความแม่นยำ� ซึ่งอาจนำ�มา
ใช้ทดแทนการติดตามตำ�แหน่งด้วยเซนเซอร์ชนิดอื่นๆ

ในปัจจุบัน กล้อง TOF หรือกล้องที่วัดระยะทาง
ดว้ยเวลาการสะทอ้นกลบั ไดร้บัความสนใจเปน็อยา่งมาก 
เนื่องจากกล้องชนิดนี้ให้ภาพความลึก ซึ่งสามารถนำ�มา
ประยุกต์ใช้ในงานต่างๆ [1] เช่น การจับการเคลื่อนไหว
ของร่างกายมนุษย์ การแยกแยะวัตถุในภาพ การสร้าง
โมเดล 3 มิติของวัตถุหรือสถานที่ การสร้างแผนที่ 3 มิติ  
การหลบสิ่งกีดขวางของหุ่นยนต์เคลื่อนที่ การตรวจจับ
วัตถแุละแยกแยะชนดิของวัตถ ุการหาตำ�แหน่งของวตัถ ุ
การสร้างภาพพืน้ผิวของวตัถ ุการหยบิวตัถทุีรู้่จกั เปน็ต้น 
หนึ่งในกล้อง TOF ที่มีขายในท้องตลาด [2] คือ กล้อง 
PMD (Photonic Mixer Device) [3] 

สำ�หรบัการติดตามการเคลือ่นทีข่องหุน่ยนตด์ว้ยกลอ้ง  
PMD แม้ว่าจะมีงานวิจัยปรากฏอยู่บ้าง แต่งานเหล่านั้น 
ได้มีการใชก้ลอ้งชนดิอืน่รว่มดว้ย ดงันัน้การใชเ้พยีงกลอ้ง  
PMD เพือ่ตดิตามการเคล่ือนทียั่งคงเปน็คำ�ถามทีน่่าสนใจ 
และเป็นทางเลือกใหม่ในการใช้ข้อมูลภาพแทนข้อมูล
เซนเซอร์ ซึ่งมีศักยภาพเป็นที่ได้รับความสนใจอย่างสูง 
แต่เนื่องจากการประมวลผลข้อมูลภาพนั้นสามารถทำ�ได้
หลายวิธี และข้อมูลภาพยังมีสัญญาณรบกวนอยู่มากพอ
สมควร จงึจำ�เป็นตอ้งทำ�การศกึษาและทดสอบผลลพัธข์อง
วธิตีา่งๆ รวมถงึการพฒันาวธิขีึน้มาใหม ่และเปรยีบเทยีบ 
กบัวธิทีีม่อียูแ่ลว้ เพือ่ศกึษาความเปน็ไปไดใ้นการแกป้ญัหา 

และเพือ่เป็นองคค์วามรูใ้นการดำ�เนินวจัิยตอ่ไปในอนาคต 
บทความน้ีนำ�เสนอวธิกีารใชข้อ้มูลภาพความลึกและ

ภาพขาวดำ�จากกลอ้ง PMD เพือ่การตดิตามการเคลือ่นที่
ของกล้องในพิกัด 3 มิติ และแสดงผลจากการติดตาม
การเคลื่อนที่ ด้วยวิธีที่ต่างๆ กัน ด้วยชุดข้อมูลที่ต่างกัน 
เพือ่หาวธิท่ีีเหมาะสมท่ีสุดในการติดตามการเคลือ่นท่ีโดย
ใช้เพียงข้อมูลจากกล้อง PMD

2. งานวิจัยและอัลกอริทึ่มที่เกี่ยวข้อง
2.1 งานวิจัยที่เกี่ยวข้อง

กล้อง TOF ได้ถูกนำ�มาใช้ควบคู่กับการพัฒนา 
อลักอรท่ึิมในการประมวลผลภาพ เพือ่การหาตำ�แหนง่ของ 
หุ่นยนต์และสร้างแผนที่ ซึ่งให้ผลลัพธ์ที่ต่างกันไป

2.1.1 งานวิจัยที่ใช้กล้อง PMD ร่วมกับกล้องชนิด
อื่นโดยใช้วิธีการซ้อนทับหรือผนวกภาพ

Kuhnert et al. [4] ประยุกต์ใชก้ลอ้ง PMD รว่มกบักลอ้ง
สเตอริโอ เพือ่สร้างแผนทีค่วามลึกดว้ยการสอบเทยีบกล้อง
สเตอริโอ จับคู่ภาพ กรองสัญญาณภาพ และผนวกภาพ 
สเตอรโิอและภาพความลกึเขา้ดว้ยกนั ในบรเิวณทีค่วามลกึ 
ในภาพไม่ต่อเนื่อง กล้อง PMD แม้ว่าจะให้ภาพว่องไว 
แตจ่ะใหภ้าพความลกึท่ีไมแ่มน่ยำ�เนือ่งจากความละเอยีด
ของภาพต่ำ� ในขณะทีภ่าพสเตอรโิอมคีวามละเอยีดสงูกวา่  
และใหส้ว่นทีเ่ปน็ขอบของวตัถใุนภาพไดอ้ยา่งชดัเจน แผนที ่
ความลกึทีไ่ดจ้ะชดเชยขอ้ดอ้ยของกนัและกนัระหวา่งภาพ 
สเตอรโิอกบัภาพจากกลอ้ง PMD ไดเ้ปน็แผนทีค่วามลกึ 
ที่แม่นยำ�

Prusak et al. [5] ตดิตัง้กลอ้ง PMD ร่วมกบักลอ้งซซีดี ี
ทีถ่า่ยภาพรอบทศิทางบนหุน่ยนตเ์คลือ่นทีเ่พือ่ใชใ้นการหลบ 
สิง่กดีขวางและสรา้งแผนที ่3 มติริอบทศิทาง ดว้ยวธิกีารหา 
ตำ�แหน่งหุ่นยนต์ SfM (Structure-from-Motion) และ 
Model Tracking ตำ�แหน่งของหุ่นยนต์ที่ได้ถูกนำ�มาใช้
เพื่อสร้างแผนที่ ด้วยภาพที่ได้จากกล้อง PMD และวิธี 
Trimmed Iterative Closest Point เมื่อหุ่นยนต์เคลื่อนที่
ตามเสน้ทางท่ีกำ�หนดให้ ผลลัพธ์จากการสรา้งแผนท่ีแสดง 
การสะสมของภาพที่เป็นแผนที่ 3 มิติที่สร้างขึ้นจากจุด 
เริ่มต้น
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Huhle et al. [6] สร้างแผนที่ 3 มิติด้วยการซ้อนทับ
ภาพสีที่เป็นจุด ภาพจากกล้อง PMD เป็นภาพความลึก  
เม่ือนำ�มาผนวกกบัภาพจากกลอ้งซซีดี ีดว้ยวธิ ีNDT (Normal  
Distributions Transform) ซึง่เปน็การใชค้วามนา่จะเปน็กบั 
โมเดลของการกระจายของจดุส ีนำ�ไปสูก่ารซอ้นทบัภาพ
โดยใช้ส ีอลักอรทิึม่ไดถ้กูทดสอบบนหุน่ยนตเ์คลือ่นทีแ่ละ
ทำ�การสร้างภาพ 3 มิติ โดยอ้างอิงตำ�แหน่งของหุ่นยนต์
จากเซนเซอร์วัดระยะทาง ผลลัพธ์ที่ได้คือภาพที่เป็นจุด
สีในพิกัด 3 มิติ

2.1.2 งานวจิยัหาตำ�แหนง่ของหุน่ยนต์ด้วยกล้อง TOF  
ร่วมกับกล้องชนิดอื่น

Netramai et al. [7] คำ�นวณเส้นทางการเคล่ือนที่
ของหุ่นยนต์ ด้วยการใช้ข้อมูลที่ได้จากเซนเซอร์ 3 มิติ 
ได้แก่ กล้อง PMD กล้องสเตอริโอ และการผนวกกล้อง
ทั้งสอง ในขณะที่หุ่นยนต์เคลื่อนที่ได้ทำ�การถ่ายภาพจุด
สังเกตแบบประดิษฐ์ ผลจากการใช้กล้องสเตอริโอเพียง
อย่างเดียวมีความเด่นในการหาทิศทางเนื่องจากกล้อง 
มีความละเอียดสูง ในขณะที่กล้อง PMD ให้ผลดีในการ
หาการย้ายที่ และการผนวกข้อมูลจากกล้องทั้งสองเข้า
ด้วยกันทำ�ให้เสริมข้อเด่นของกล้องทั้งสองเข้าด้วยกัน

May et al. [8] ประยุกต์ใช้กล้อง SwissRange 
SR3000 เพื่อสร้างแผนที่ 3 มิติพร้อมทั้งหาตำ�แหน่งของ 
แขนกล KUKA KR 16 โดยกล้องถูกติดตั้งบนแขนกล 
และทำ�การถา่ยภาพมารค์เกอรท์ีใ่ชอ้า้งองิตำ�แหนง่ การสอบ 
เทียบกล้อง 3 มิติร่วมกับกล้องซีซีดี และกรองข้อมูล
สามารถพฒันาความถกูตอ้งแมน่ยำ�และวอ่งไว รว่มกบัการใช ้
อัลกอริทึ่ม Iterative Closest Point เพื่อซ้อนทับภาพโดย 
กำ�หนดตำ�แหน่ง และปรังปรุงความแม่นยำ�ด้วยการสอบ
เทยีบดว้ยตนเอง ซึง่ไดผ้ลลพัธแ์มน่ยำ�กวา่การสอบเทยีบ
ด้วยผู้ผลิต

2.1.3 งานวิจัยที่ใช้เพียงกล้อง TOF หาตำ�แหน่ง
ของหุ่นยนต์

Ye at al. [9] พัฒนาวิธีการหาตำ�แหน่งและทิศทาง
การเคลือ่นท่ีของหุน่ยนตเ์พือ่ใชแ้ทนเซนเซอรว์ดัระยะทาง
และทิศทาง ด้วยภาพจากกล้อง SwissRange SR4000 
ซึ่งประกอบด้วยภาพความลึกและภาพขาวดำ�ท่ีมีความ

ละเอยีดภาพเทา่กัน ทำ�การหาการเคลือ่นทีข่องกลอ้งด้วย 
การจับคู่จุดในภาพขาวดำ� ด้วยอัลกอริทึ่ม SIFT (Scale- 
Invariant Feature Transform) จากภาพขาวดำ� แล้ว
คำ�นวณหาการเคลื่อนที่ด้วยวิธี SVD (Singular Value 
Decomposition) เพื่อซ้อนทับภาพความลึกและคำ�นวณ
หาตำ�แหน่งการเคลื่อนที่ ผลลัพธ์ในการหาตำ�แหน่งของ
การเคลือ่นทีใ่นแนวแกน y มคีวามแมน่ยำ�และการทำ�ซ้ำ�
ที่ดี แต่ยังคงต้องพัฒนาต่อในแกนอื่นๆ

2.2 อัลกอริทึ่มที่เกี่ยวข้อง
2.2.1 Iterative Closest Point (ICP)
ICP [10] เปน็อลักอรทิึม่ทีใ่ชส้ำ�หรบัการซอ้นทบัภาพ 

3 มิติด้วยการกำ�หนดจุดซึ่งได้รับความนิยมใช้กันอย่าง
แพรห่ลาย เพือ่วางเรยีงภาพโมเดล 3 มติ ิและยงัสามารถ
ใช้เพื่อซ้อนทับภาพ 3 มิติด้วยซึ่งจะได้ผลลัพธ์ของการ
เคลื่อนที่ของวัตถุในพิกัด 3 มิติ 

กำ�หนดให้เซ็ทของจุดในภาพโมเดล A และภาพ
ขอ้มลู B มเีซท็ของคูจ่ดุทีส่อดคล้องกนัเปน็ (a, b) โดยที่
การเคลื่อนที่ (R, t) ทำ�ให้เกิดการซ้อนทับภาพความลึก 
ตวัแปรการเคลือ่นทีป่ระกอบดว้ยเมตรกิซก์ารหมนุ  R และ 
เมตรกิซก์ารยา้ย t ในปรภิมู ิ3 มติ ิและคา่ความผดิพลาด
ที่เกิดจากการซ้อนทับ คำ�นวณได้จากสมการ

	  (1)

ICP ใชก้ารวนรอบเพือ่อพัเดทค่าตัวแปร ภาพขอ้มลู 
และคำ�นวณค่าความผิดพลาด การวนรอบจะกระทำ�ไป
จนกว่าค่าความผิดพลาดจะไม่ลดลงอีกต่อไป

2.2.2 Picky Iterative Closest Point (Picky ICP)
ICP ไดถ้กูพฒันาตอ่โดย Zinßer [11] ใหม้ปีระสทิธภิาพ

สูงขึ้นด้วยการเพิ่มเกณฑ์ต่างๆ ได้แก่ 
- การกำ�หนดจำ�นวนจุดและตำ�แหน่งตายตัวของ 

คู่จุด เพื่อควบคุมระยะเวลาที่ใช้ในการคำ�นวณ
- การหาจุดที่ใกล้ที่สุดด้วยอัลกอริทึ่ม k–d Tree 
- การปฏิเสธคู่ของจุดที่มีระยะห่างเกินกว่าค่าที่ตั้ง

ไว้และคู่ของจุดที่ซ้ำ�
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- การตรวจจับการเคลื่อนที่เพื่อหยุดการวนรอบ  
โดยอนุญาตให้ค่าความผิดพลาดสูงว่าในรอบก่อนได้ 
ชัว่คราว จำ�นวนรอบสงูสดุคอื 30 รอบ และสามารถหยุด
วนรอบได้ เมื่อค่าความผิดพลาดไม่มีการเปลี่ยนแปลง
อีกต่อไป

2.2.3 อัลกอริทึ่มการค้นหาด้วย k-D Tree
k-D Tree [12] ยอ่มาจาก k Dimensional Tree เปน็

โครงสร้างข้อมูลแบ่งแยกในปริภูมิสำ�หรับจัดการกับจุด
ตา่งๆ ในปรภูิมจิำ�นวน k มติ ิอลักอรทิึม่นี ้เปน็โครงสรา้ง
ข้อมูลที่ประยุกต์ใช้งาน เช่น การค้นหาในบริเวณที่ใกล้
ที่สุด การค้นหาช่วง เป็นต้น k-D Tree เป็นกรณีพิเศษ
ของไบนารี่เสิร์ช (Binary Search)

สำ�หรับการซ้อนทับภาพ k-D Tree ถูกนำ�มาใช้เป็น
อัลกอริท่ึมค้นหา เพื่อหาคู่จุดที่สอดคล้องกันมากที่สุด
ระหว่างภาพโมเดลกับภาพข้อมูล ซึ่งผลลัพธ์ที่ได้นำ�ไป
คำ�นวณหาการเคลื่อนที่ในพิกัด 3 มิติต่อไป

2.2.4 การตรวจจับขอบของวัตถุในภาพ
การตรวจจับขอบของวัตถุในภาพขาวดำ� ในงาน

วิจัยนี้ได้เลือกใช้วิธี Canny [13] เนื่องจากวิธีนี้สามารถ 
ลดสัญญาณรบกวนในภาพได้อย่างมีประสิทธิภาพ จาก 
ตำ�แหน่งพิกเซลของเส้นขอบที่ได้ ถูกนำ�มาสร้างเป็น 
ชุดของจุดในพิกัด 3 มิติเพื่อใช้ในการซ้อนทับภาพต่อไป 

3. อุปกรณ์การทดลองและวิธีการวิจัย

3.1 ระบบกล้อง
ระบบกล้องประกอบด้วยกล้อง PMD ซึ่งมีความ

ละเอียดภาพ 3072 จุด และมีความเร็วในการถ่ายภาพ 
30 เฟรมตอ่วนิาท ีและแท่นควบคุมการเคลือ่นท่ีของกลอ้ง
ในแนวเส้นตรง ดังแสดงในรูปที่ 1

3.2 วิธีการทดลอง
เคลือ่นทีก่ลอ้งในแนวเสน้ตรงเปน็ระยะทาง 180 เซนตเิมตร  

และจับภาพทุกๆ 5 เซนติเมตร ซึ่งแนวการเคลื่อนที่ของ
กล้องนี้ ถูกใช้เป็นพิกัดอ้างอิง 3 มิติเพื่อคำ�นวณหาค่า
ความผิดพลาดของวิธีติดตามการเคลื่อนที่ที่ประมวลผล
จากภาพ ดังที่จะอธิบายในหัวข้อ 3.4

3.3 ภาพที่ได้จากกล้อง
ภาพถ่ายที่ได้จากกล้อง PMD ในแต่ละเฟรมจะ

ประกอบด้วย 2 ส่วน คือ ภาพความลึก และภาพขาวดำ� 
ซึ่งมีความละเอียดภาพเท่ากัน

3.3.1 ภาพความลึก
แต่ละจุดของภาพความลึกคือ ระยะทางระหว่าง

รูปที่ 1 ระบบกล้องที่ใช้ในการทดลอง

(ก)

(ข)

รูปที่ 2	ภาพที่ถ่ายบริเวณเดียวกันด้วยกล้องซีซีดี (ก) 
และภาพความลึกที่ได้จากกล้อง PMD (ข)
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กล้องถึงวัตถุที่สะท้อนคลื่นแสงกลับมา ภาพความลึก 

ทีไ่ดจ้ากภาพของฉากในหอ้งทำ�งาน ประกอบดว้ยชัน้วาง 

ของแฟ้มต่างๆ รวมไปถึงประตูห้อง ดังแสดงในรูปที่ 2 

ภาพความลึกจะไม่ปรากฏความแตกต่างของสีสันของ

วัตถใุนภาพแต่จะแสดงเฉพาะความลกึของวตัถทุีต่า่งกนั  

ที่ความลึกเท่ากันจะแสดงด้วยสีเดียวกัน เช่น บานประตู

จะเป็นสีฟ้า ส่วนชั้นวางของที่มีแฟ้มต่างๆ จะเป็นสีส้ม

ปนเหลือง เนื่องจากความลึกที่ต่างกัน นอกจากนี้ภาพ

ความลึกยังสามารถแสดงเป็นภาพกลุ่มของจุดได้ด้วย 

ดังแสดงในรูปที่ 5

3.3.2 ภาพขาวดำ�

กล้อง PMD ให้ภาพขาวดำ� (Intensity Image)  

ซึ่งแต่ละจุดในภาพเป็นค่าเกรย์ (Gray Value) เมื่อนำ�ค่า 

เกรยม์าแสดงจะไดภ้าพขาวดำ� ซึง่เปน็ภาพ 2 มติ ิดงัรปูท่ี 3  

ภาพขาวดำ�จะมีลักษณะคล้ายภาพสีคือจะปรากฎความ 

แตกต่างสีสันของวัตถุแต่จะไม่ปรากฎความลึกของวัตถุ

ในภาพ

3.4 วิธีติดตามการเคลื่อนที่
การตดิตามการเคลือ่นทีด่ว้ยการซอ้นทบัภาพ 3 มติ ิ

ระหวา่งเฟรมทีต่อ่เนือ่งกนั โดยภาพทีอ่ยูใ่นเฟรมกอ่นหน้าจะ
เรยีกวา่ ภาพโมเดล สว่นภาพทีอ่ยูใ่นเฟรมปจัจบุนัเรยีกวา่ 
ภาพขอ้มลู ในการกำ�หนดตำ�แหนง่ซอ้นทบั สามารถทำ�ได้ 
โดยการใชภ้าพขาวดำ� หรอืภาพความลกึ สว่นการคำ�นวณ
หาพิกัดการเคลื่อนที่ จะคำ�นวณจากภาพความลึกหรือ
ภาพ 3 มิติ โดยวิธีที่ทำ�การศึกษาในงานวิจัยนี้มี 4 วิธี 
ดังแสดงในตารางที่ 1

ตารางที่ 1	 เปรยีบเทยีบความแตกตา่งของวธิทีีน่ำ�เสนอ
คุณลักษณะ/วิธี Picky IIPicky DCFT IIL

ภาพความลึก ใช้ ใช้ ใช้ ใช้

ภาพขาวดำ� ไม่ใช้ ใช้ ไม่ใช้ ใช้

การวนรอบ ใช้ ใช้ ไม่ใช้ ใช้

การตรวจจับขอบ ไม่ใช้ ใช้ ไม่ใช้ ไม่ใช้

k-d Tree ใช้ ใช้ ใช้ ไม่ใช้

3.4.1 วิธี Picky
วิธี Picky เป็นวิธีที่ใช้เฉพาะข้อมูลภาพความลึก

เท่านั้น ซึ่งตามกระบวนการมีการใช้อัลกอริทึ่ม k-d Tree 
และการวนรอบร่วมด้วยดังที่ได้อธิบายไว้ในหัวข้อ 2.2.2
วิธีน้ีจะต่างจาก Picky ICP เล็กน้อย กล่าวคือ วิธีน้ีจะไม่ใช้
การกำ�หนดจำ�นวนจุดและตำ�แหน่งตายตัวของคู่จุด 

3.4.2 วธิ ีIIPicky (Intensity Initialized Picky ICP)
วิธีน้ีมีจุดเด่นคือใช้ท้ังข้อมูลภาพความลึกและ 

ภาพขาวดำ�และในขณะเดียวกัน ก็ยังคงความเป็น Picky ICP
ไว้โดยให้มีการกำ�หนดจำ�นวนจุดและตำ�แหน่งตายตัวของ 
คู่จุด ด้วยการตรวจจับขอบของวัตถุในภาพขาวดำ�เพ่ือกำ�หนด
คู่จุดเร่ิมต้น จากน้ันจึงเข้าสู่กระบวนการของ Picky ICP

3.4.3 วธิ ีDCFT (Direct Calculation for Tracking)
วิธี DCFT เป็นวิธีที่เร็วที่สุดในการหาตำ�แหน่ง 

เคลือ่นทีด่ว้ยขอ้มลูภาพความลกึเพยีงอยา่งเดยีว เริม่จาก 
การกำ�หนดจุดซ้อนทับ โดยใช้อัลกอริทึ่ม k-d Tree  
ค้นหาคู่จุดที่สอดคล้องกันมากที่สุด แล้วคำ�นวณหาพิกัด
เคลื่อนที่ทันที โดยไม่ต้องทำ�การวนรอบ 

3.4.4 วิธี IIL (Intensity Initialized Loop)
จุดเด่นของวิธีนี้คือไม่ใช้อัลกอริทึ่ม k-d Tree  

และการตรวจจับขอบในภาพขาวดำ� วิธีนี้เริ่มจากการ 
ใช้ภาพขาวดำ�เพื่อหาคู่จุดที่สอดคล้องกัน โดยจับคู่ค่า 
เกรย์ระหว่างภาพโมเดลและภาพข้อมูลโดยไม่สนใจ 
ขอบของวัตถุในภาพ แล้วจึงทำ�การคำ�นวณหาตำ�แหน่ง 
เคลื่อนที่จากข้อมูลความลึก ทำ�การวนรอบจนกว่าค่า 
ความผิดพลาดจะไม่เปลี่ยนแปลงต่อไป 

รูปที่ 3 ภาพขาวดำ�ที่ถ่ายด้วยกล้อง PMD



338

วารสารวิชาการพระจอมเกล้าพระนครเหนือ ปีที่ 23 ฉบับที่ 2 พ.ค. - ส.ค. 2556
The Journal  of  KMUTNB.,  Vol .  23,  No.  2 ,  May.  -  Aug.  2013

4. ผลการทดลอง
อัลกอริทึ่มได้ถูกเขียนขึ้นและทดสอบบนโปรแกรม 

MATLAB การทดลองแบง่เปน็ 2 สว่นคอื การเปรยีบเทยีบ 
ผลลพัธท์ีไ่ดจ้ากวธิทีีน่ำ�เสนอ และการทดลองเปรยีบเทยีบ
ผลลัพธ์ด้วยชุดข้อมูลที่ต่างกัน 

ตวัอยา่งการซอ้นทบัภาพ ระหวา่งการเคลือ่นทีใ่นแนว 
เสน้ตรงแสดงไวใ้นรปูที ่4 ภาพกลุม่ของจดุ (Point Cloud) 
ลกัษณะภาพกอ่นและหลงัการซอ้นทบั แสดงใหเ้หน็ความ
หนาแน่นของจุดในภาพหลังการซ้อนทับที่เพิ่มขึ้นแต่ไม่
เกดิการเหลือ่มของเฟรม เมือ่ทำ�การซอ้นทบัภาพหลายๆ  
เฟรมตอ่กนั จะได้พกิดัการเคลือ่นทีห่รอืเสน้ทางการเคลือ่นท่ี  
ดังที่จะกล่าวถึงในหัวข้อถัดไป

4.1 ผลการเปรียบเทียบผลลัพธ์ด้วยวิธีที่นำ�เสนอ
เมื่อกล้องเคลื่อนที่เป็นเส้นตรงในแนวแกน x เป็น

ระยะทาง 180 เซนตเิมตร และถา่ยภาพทกุๆ 5 เซนตเิมตร 
จะได้ข้อมูลภาพ 36 เฟรม เมื่อทำ�การซ้อนทับภาพด้วย
เทคนิคที่ต่างกัน จะได้ผลลัพธ์ดังแสดงในรูปที่ 5 ซึ่ง
ประกอบด้วยเส้นทางการเคลื่อนที่ในพิกัด 3 มิติ (บน) 
เส้นทางการเคล่ือนท่ีบนระนาบ yz (กลาง) และเส้นทาง 
การเคลื่อนที่บนระนาบ xy (ล่าง)

เส้นทางการเคลื่อนที่ในพิกัด 3 มิติ รูปที่ 5 (ก) 

รูปที่ 4	ภาพก่อน (ก) และหลัง (ข) การซ้อนทับภาพ  
ความลกึซ่ึงแสดงดว้ยกลุม่ของจดุ (Point Cloud) 

รูปที่ 5	ผลลพัธ์ของการติดตามตำ�แหนง่ด้วยวธีิทีน่ำ�เสนอ
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แสดงระยะทางจริงที่กล้องเคลื่อนที่จากจุดเร่ิมต้นจนถึง
จุดปลายขนานกับแกน x 

รปูที ่5 (ข) แสดงใหเ้หน็วา่มเีพยีงวธิ ีIIL เทา่นัน้ที่
มีค่าความผิดพลาดในแนวแกน z มากกว่า 1 เซนติเมตร 
เมือ่พจิารณาระยะทางในแนวแกน x รปูที ่5 (ค) ผลลพัธ ์
ที่ได้จากวิธี IIPicky มีค่าความผิดพลาดใกล้เคียงกับ 
วิธี Picky และ IIL ในขณะที่วิธี DFCT ให้ผลลัพธ์ที่ 
คลาดเคลื่อนมากที่สุด

เมื่อเปรียบเทียบโดยคุณลักษณะ วิธี DCFT แม้ว่า
จะใช้ข้อมูลความลึกเช่นเดียวกับวิธี Picky แต่ขาดการ 
วนรอบ จึงทำ�ให้ได้ผลลัพธ์ท่ีมีค่าความผิดพลาดสูงกว่า  
เมือ่เปรยีบเทยีบวธิทีีใ่ช้ภาพความลกึรว่มกบัภาพขาวดำ� 
ไดแ้ก่ IIPicky และ IIL ใหผ้ลลพัธท์ีใ่กลเ้คยีงกนัแตว่ธิ ีIIL 
ใช้เวลาในการคำ�นวณนานกว่า เมื่อเปรียบเทียบระหว่าง 
วธีิทีใ่ชอ้ลักอรท่ึิมคน้หา k-d Tree กบัวธิไีมใ่ชอ้ลักอรทิึม่นี ้ 
พบว่าวิธีที่ใช้ k-d Tree จะให้ผลลัพธ์ที่แม่นยำ�กว่า 

ตารางที ่2 แสดงคา่ต่ำ�สดุ คา่สงูสดุ คา่เฉลีย่ และคา่ 
ความเบีย่งเบนของคา่ความผดิพลาดในแตล่ะแกน และระยะ 
เวลาทีใ่ชใ้นการคำ�นวณของแตล่ะวธิ ีซึง่กราฟไดแ้สดงไว้แลว้ 
ในรปูที ่5 เมือ่มองภาพรวมในทัง้ 3 แกนวธิ ีIIPicky มคีา่ความ 
ผิดพลาดใกล้เคียงกับวิธี Picky ส่วนวิธี IIL แม้ว่าจะให้ 
ผลลพัธใ์นแนวแกน x ทีด่ทีีส่ดุ แตใ่นขณะเดยีวกนักมี็คา่ 
ความผิดพลาดในแนวแกน z สูงที่สุดด้วย 

ตารางที่ 2		คา่ความผดิพลาดของแตล่ะวธิ ีซึง่ประมวล	
	ได้จากข้อมูลชุดที่ 1 

Methods abs min max avg std
Picky
8.69 s

ex 0.49 8.46 4.17 2.65
ey 0.00 0.16 0.06 0.04
ez 0.03 0.34 0.22 0.09

IIPicky
8.23 s

ex 0.92 11.07 6.20 3.15
ey 0.00 0.13 0.05 0.03
ez 0.02 0.44 0.26 0.12

DCFT
6.27 s

ex 1.19 61.08 29.12 18.30
ey 0.01 0.26 0.11 0.08
ez 0.02 0.36 0.21 0.12

IIL
28.93 s

ex 0.19 4.41 1.94 1.32
ey 0.08 0.48 0.33 0.09
ez 0.01 1.23 0.75 0.42

ตารางที่ 3		ค่าความผิดพลาดของแต่ละวิธี ซึ่งประมวล 
	ได้จากข้อมูลชุดที่ 2 

Methods abs min max avg std

Picky
ex -6.95 1.16 -2.93 2.81
ey 0.00 1.25 0.43 0.40
ez 0.02 0.36 0.27 0.11

IIPicky
ex -7.01 0.99 -3.00 2.82
ey 0.00 1.24 0.42 0.40
ez 0.02 0.37 0.27 0.10

IIL
ex -1.51 6.01 0.53 1.91
ey 0.00 0.33 0.15 0.10
ez 0.02 1.26 0.74 0.46

ตารางที่ 4		ค่าความผิดพลาดของแต่ละวิธี ซึ่งประมวล 
	ได้จากข้อมูลชุดที่ 3 

Methods abs min max avg std

Picky
ex -6.72 4.39 -1.68 3.49
ey 0.00 0.20 0.08 0.06
ez 0.01 0.21 0.10 0.06

IIPicky
ex -9.77 2.20 -5.03 3.17
ey 0.00 0.10 0.04 0.03
ez 0.00 0.27 0.13 0.07

IIL
ex -1.50 6.92 2.24 2.37
ey 0.04 0.52 0.34 0.10
ez 0.03 1.06 0.62 0.37

	

	 วธิทีีใ่ชเ้วลานอ้ยทีส่ดุในการประมวลผลคอื วธิี DCFT 
ส่วนวิธีที่ใช้เวลามากที่สุดคือ วิธี IIL เนื่องจากไม่ได้ใช้
การตรวจจับขอบของวัตถุในภาพ ทำ�ให้ใช้เวลาในการ
จับคู่จุดมาก ส่วนวิธี IIPicky ใช้เวลาน้อยกว่าวิธี Picky 
เล็กน้อย ในขณะที่ได้ผลลัพธ์ใกล้เคียงกัน

4.2 ผลการเปรียบเทียบผลลัพธ์ที่ได้จากชุดข้อมูล

ที่ต่างกัน

การทดสอบกับชุดข้อมูลท่ีต่างกันซ่ึงได้จากการ 
ถ่ายภาพในบริเวณที่ต่างกัน เพื่อเปรียบเทียบผลกระทบ
ของความต่างของข้อมูล ที่มีต่อผลลัพธ์ที่ได้จากวิธีต่างๆ 
นั้น ตารางที่ 3 และ 4 แสดงค่าความผิดพลาดที่คำ�นวณ
ได้จากข้อมูลชุดที่ 2 และ 3 ซึ่งเปรียบเทียบเฉพาะวิธี 
ทีม่ปีระสทิธภิาพใกลเ้คยีงกนั ไดแ้ก่ Picky IIPicky และ IIL

สำ�หรบัทัง้ 3 แกน ชดุขอ้มลูทีต่า่งกนัแสดงใหเ้หน็วา่
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แตล่ะวธิไีดผ้ลลพัธท์ีม่คีา่ความผดิพลาดในแตล่ะแกนตา่งกนั  
รวมไปถงึคา่ต่ำ�สดุ คา่สงูสดุ คา่เฉลีย่และคา่ความเบีย่งเบน 
ของค่าความผิดพลาดก็ต่างกันไปด้วย 

จากขอ้มูลทัง้ 3 ชุด พบวา่วธิ ีIIL ใหผ้ลลพัธท์ีด่ใีนแนว 
แกน x เนือ่งจากมคีา่ความเบ่ียงเบนของค่าความผดิพลาด
ต่ำ�ที่สุด และค่าเฉลี่ยของค่าความผิดพลาดค่อนข้างต่ำ�  
ในขณะท่ีวธิ ีIIPicky มีคา่เฉลีย่ของคา่ความผดิพลาดสงูทีส่ดุ

สำ�หรบัในแนวแกน y วธิ ีIIPicky มีคา่ความผดิพลาด 
ต่ำ�ท่ีสดุและดกีวา่วธิ ีPicky เลก็นอ้ย ในขณะที ่IIL ใหผ้ลลพัธ ์
ที่ดีกว่าวิธีอื่นในข้อมูลบางชุด

พบว่าวิธี IIL มีค่าความผิดพลาดสูงที่สุดในข้อมูล
ทั้ง 3 ชุด เฉพาะในแนวแกน z 

นอกจากนี ้เมือ่พจิารณาเฉพาะพกิดัปลายทาง (พกิดั
สุดท้าย) ของข้อมูลแต่ละชุดและแต่ละวิธี จะสามารถ
พจิารณาผลรวมของคา่ความผดิพลาดของ จากผลลพัธ์ใน
ตารางที่ 5 ดังนี้ ทั้ง 3 วิธีมีค่าพิกัดที่จุดปลายในแกน x, y  
และ z แตกตา่งกนัไมเ่กนิ 6.88, 0.41 และ 0.93 เซนตเิมตร 
ตามลำ�ดับ

จดุปลายท่ีไดจ้ากวธิ ีPicky และ IIPicky มีพิกัดใกล้เคยีง
กันมากในแนวแกน y และ z ผลต่างของพิกดัเพียง 0.19  
และ 0.12 เซนติเมตร ตามลำ�ดับ 

ตารางที่ 5		ค่าพิกัดที่จุดปลายของแต่ละวิธีในแต่ละชุด 
	ข้อมูล 

Scene Axis Picky IIPicky IIL

1
x -177.28 -182.66 -177.01
y 0.08 0.05 0.24
z -0.29 -0.41 -0.98

2
x -178.84 -179.01 -173.99
y 1.25 1.24 0.33
z 0.33 0.33 1.26

3
x -176.88 -183.76 -177.33
y 0.13 -0.06 0.35
z -0.16 -0.16 -0.79

5. อภิปรายผลและสรุป
งานวจิยัน้ีนำ�เสนอและเปรยีบเทยีบวธิ ีในการตดิตาม

การเคล่ือนท่ีโดยใช้ท้ังข้อมูลภาพความลึก และภาพ 

ขาวดำ�ที่ได้จากกล้อง TOF เพียงลำ�พัง โดยได้นำ�เสนอ
วิธี Picky IIPicky DCFT และ IIL ซึ่งแต่ละวิธีมีความ
แตกต่างกันทางคุณลักษณะ 

ในงานวิจัยนี้ ใช้ภาพที่มีความละเอียดต่ำ�กว่าภาพ
ที่ได้จากกล้อง SR4000 ในงานวิจัยของ Ye at al. [9]  
ซึ่งทำ�การประมวลผลภาพโดยใช้กล้อง TOF เพียงตัว
เดียว โดยใช้ภาพขาวดำ�และภาพความลึกร่วมกันเพื่อ
หาตำ�แหน่งของหุ่นยนต์ ผลลัพธ์ที่ได้สอดคล้องกัน  
คือพบว่า มีความแม่นยำ�ในบางแกนเท่านั้น

นอกจากนี้จากผลการทดลองพบว่า วิธีที่ใช้การ 
วนรอบ ใหผ้ลลัพธ์ทีแ่ม่นยำ�กวา่วธีิทีไ่ม่ใช้การวนรอบ การใช้ 
อัลกอริทึ่ม k-d Tree ร่วมกับภาพความลึก หรือใช้ภาพ 
ทัง้สองแบบ ใหผ้ลลพัธท์ีใ่กลเ้คยีงกนัมาก แตห่ากเพิม่จาก
ตรวจจับขอบในภาพขาวดำ� จะทำ�ให้เวลาในการประมวลผล
ลดลงประมาณ 5 เปอร์เซนต์ 

การใชท้ัง้ภาพขาวดำ�และภาพความลกึ รว่มกบัการ
ตรวจจบัขอบวตัถใุนภาพและใชอั้ลกอรทิึม่ k-d Tree ชว่ยลด
เวลาการประมวลผลไดป้ระมาณ 3.5 เทา่ ในขณะทีผ่ลลพัธ ์
ที่ได้เทียบเท่าหรือแม่นยำ�ขึ้น

เมื่อทดสอบด้วยชุดข้อมูลที่ต่างกัน พบว่า ข้อมูลที่
เปลีย่นแปลงไป แมว้า่จะทำ�ใหช้ว่งของคา่ความผดิพลาด และ 
คา่ความผดิพลาดในแตล่ะแกนแตกตา่งกนัไป แตค่า่ความ 
ผดิพลาดในแนวแกน x จะมขีนาดใหญก่วา่ในแกนอืน่ๆ เสมอ 

แมว้า่วธิ ีDFCT จะใชเ้วลาในการประมวลผลสัน้ทีส่ดุ  
แต่กใ็หค้า่ความผดิพลาดสงูทีส่ดุดว้ย สว่นวธิ ีIIL ใหค้า่ความ 
ผดิพลาดทีต่่ำ�ในแนวแกน x แตห่ากมองภาพโดยรวมของ 
ผลลพัธท์ัง้ 3 แกน คา่พกิดัทีจุ่ดปลายแลว้ วธิี Picky และ 
IIPicky มปีระสทิธภิาพทีเ่หนอืกวา่วธิ ีIIL ทัง้ผลลพัธแ์ละ
ระยะเวลาในการประมวลผล และแมว้า่ IIPicky กบั Picky  
จะมปีระสทิธภิาพทีใ่กลเ้คยีงกนัมาก แตห่ากตอ้งการประหยดั 
ระยะเวลาในการคำ�นวณแลว้ IIPicky เปน็ตวัเลอืกทีด่ทีีส่ดุ
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