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ABSTRACT

In recently, automatic detection of human activities has gained importance in a research
topic due to the individual nature of the activities. Ability to monitor of human daily activities
will enhance the capabilities of an application in computer vision. Combination of visual
keyword embedding models and a statistical semantic prior model have been recently
proposed in the task of mapping images to their contents. Many techniques were proposed
to identify activities with supervised dictionary creation methods based on both supervised
information with scene description, advantages and limits the discriminative power of the
resulting visual words. However, it is a very challenging issue and none of the existing
methods provides robust results. In this paper, we propose to classify a human daily activities
supervised by learning algorithm based on a Gaussian Mixture model (GM) optimizing with
an Expectation-Maximization-based (EM) approach. The approach is composed of four main
phases: (1) data preprocessing (2) constructing the modeling with Gaussian distribution
(3) Expectation-Maximization (4) measurement and evaluation. We test our model in a
publicly available data-set that classify into twelve different daily activities performed by
different environment background. This proved to be the case as GMEM with 150 keywords
reached average accuracy of ® 84.6%. The experimental results indicate that our proposed
approach offers significant performance improvements in the classification of human daily
activities.

KEYWORDS: image processing, gussian mixture models, expectation maximization, human

daily activities

1. UN¥
ﬁﬁ]ﬁguyuﬂ'ﬁj’i’wi’m’m&lg‘ﬂﬁ (human activity recognition) Lflu’ns%ﬂ’ﬁﬁl,ﬂ"m’nmiﬂa%ilu
F30152317% 19z dun139 00 1Elen133LA IR AANTIN AR UANHIASYIINIIVD

ed a X a_ o o ] I a = 7 ' o a o A
&IH’HEWILﬂ(ﬂT%SLuﬂﬁ]'N]T]JiZQ’YJH vL%J'J"I%:Lﬂ%ﬂ’]ifﬂ(ﬂLﬂumaﬁa‘ﬂﬁﬂﬂdﬁﬂ‘ﬂiﬂﬂﬂiiﬂﬂﬁHl]’)f;l
A A

a A o a o & A
‘V\i@ﬂ"ﬂﬂ‘ii&ll%‘ﬂ FTITMELNDINEIANNLFAANY |’ &I']iﬂ%']&nﬂiiﬁlqﬂ@]l,w alﬁumsﬂn AN

fniuinimiagluimefimanziufmdszinniu 9 uazazwuaglunaoualwiindu

UNAOUIRY ATUE3AINSSUANAAS UK3NUIAYINGU



5” Kasem Bundit Engineering Journal Vol.11 No.1 January-April 2021

1 a d' 1 v a e€a 6 di o o a
atananiawalala ﬂmmﬁwmﬂﬁwawgmﬂLwammlﬂumsmLuumsmuqu
% a £ a [ 4 di o a 6 1

mmwwqmmiwawgwﬂ@ﬂl"ﬁi:umauwamasmamml“ﬂummm‘n:‘vx [1-3] L2%
mimuqum’mﬂaaﬂﬁ'&l (security control) IR TRl TR PEK) (surveillance processes) N3
A32IROUNINTIN (monitor activity) oh) NIIQUA q‘uﬂ’lwrﬁ'ﬂ’m (processes of monitoring a
patients’ health) 1Jud% Usznaunumsnaminmamaluladasauwnanazdsz@niainns
U3z uanal Iz uULIa1939N370137 qﬂmnﬁmzﬂa”aaﬁ%ﬂ”aﬁﬁﬂmgnad NIZUIBNNTZIN
] 6 v = 1 o Aa o R o 2 6 o
mmawwyL°1nmuum’m@lamimsa’m@ﬂs:mauuazwﬂﬁ%mUadﬂnsmmﬂs:qnmﬂlﬂu
NuluRa AU EIN ﬁav‘iﬂﬁﬁmuﬁwmﬂmjww”wm%%ﬂ'ﬁﬂs:mawaL%aﬁmﬁ'mﬁu
UszANFTAIWNIIuaIsn T e luladvas M3138U3LAT8I (machine learning) Uae
n13303130uny (pattern recognition) [4] tWalglunisuunfianssuvesnyud axfionld

% AN o 1 A 6 . v
qmanwm:‘nvl,mm ANan9 (mean) Wisonawaweiy (Fourier transforms) WAZNIUNUAL
SaNYDL %%amnmammaﬂj”agaLLa:mnmsﬁﬂujLﬁaﬁﬂmlﬂunwsﬁmuﬂ@iavl,ﬂ Wl

' I3 Aaa Ao ae o o Ao I o A ° o

amavl,snmmﬁmﬂugﬂLLuuumumamn@muﬂumaawmimw fIRIUNTUTENIANANIT
ﬁims’]:ﬁﬁaﬂﬁmaaqﬂﬂamﬂmwvlﬁﬁmsﬁwj’agam’ﬁghzuuﬂszmawml,uué’ﬁimﬁ'ﬁtmumi
ﬂ'uﬁn’ﬁagaﬁaﬂﬁuﬁam:uu'r‘hﬁa (manual) LNNUILTINTAINNITVNIWAINNATT LAZAA
TORANAIN LAAILNITUIZNIRNLLAA LN A ﬂ”aﬁfuﬁuﬁmmﬁ'wﬁaga@ﬁméﬁmﬂnﬁum’mmﬂ

{ 1 o v Ll v LV o &, v
[5] N1i38n31 Body Sensor Networks Wflﬁmmmuuﬁﬂmaga%mmumﬂmu wazTayann
DOIRIE AR myidfansswayss (Human Activity Recognition) [6, 7] tlun1saniadayaann
AURIINIBYNIINTATIUVBITIINY %%aiagamuﬁaﬂmnmsmﬁauvlmmawgwﬂu
msﬁwLL@iazﬁﬁmimvl,@TﬁﬂmL'%:Jugyl,m:m?wgﬂLLuumaaﬁaLﬁamijﬁwﬁammmawgwﬁ 7N
AIAIFIWNLARDBIYINNIIIINAIA LTINS NIRN AR msﬁmuﬁa&ﬁammé’ww"’uﬁmaaéwﬁu
1 6 1 n:\nd'n o L%
Mmsnnmamanidas ;Jﬂl,mumaanwuwmmh [8, 9]

Q Q aad 1 dl o v dl

’Luﬂﬁ]quummm:ﬁmimd 9 wathanltud ldywiuazsidaulosanunungasnw
=) { a J v v Qs a v a v % %
nﬁmimﬁmwu’l:ﬁaa@ﬂaaanummmugwﬂ‘ °uaQanfansm"[@mmnmian@qmanwmz
[10-12] Usenaueasg mmﬂmﬁagaimwummﬁ (time-frequency transformation) faaaLFs
’0@ (statistical approaches) 71 lA31IINAINAILATANNBUTUTINVBI LALUUANE1GLLIAN
ez nazuIwmMIAEMIiwundoyaniald 1w dulddadula (decision trees) MIdiuam
iWantulnafige (k-Nearest Neighbour) lasstnsdszanifisuinaiionarawiuunanotu
(multilayer perceptron) Atas1zrnInanasladafia (logistic regression) Was TWWa3A
InLaasuaTTu (Support Vector Machines) lasdayaazldinnnaiouiuazszyfiantsneis 9
mnqma‘“ﬂwm:ﬁﬁmu@vﬁ msﬁ‘fUuil,muﬁ'ﬂﬂﬁﬁmian”@ﬁaQa‘[@mmmﬂ"ﬁayaﬁgn%’umj”w

mﬂ'amLﬂuﬁf‘ﬁmiﬁgﬂﬁﬂLiwuﬁlﬂunWSL‘%ﬂujL%aﬁn (Deep learning approaches) [13, 14] LT

Faculty of Engineering, Kasem Bundit Research Article



3F2NSSUATSINUUUTUNQ Uﬁ 11 QU_Uﬁ: 1 UNSIAU-IVVNYU 2564 5]

TA5911802 WL ToUDUAN (Deep Belief Networks) 3o untduluandswiiiean (Deep
Boltzmann Machines) M3LANENAUTU0IIAUAEWILNNTIUWNLAZNTIRNANUTUT DU
yo9m3UszaNaIENs AT I s L AnTnwadn 1 Zeng et al [15] basnlassane
Uszanununauligdi (Convolutional Neural Networks) LLa:vL@TLv‘\faJs‘im"’ufumsmaﬁaga
(max-pooling layers) Lﬁiaaﬁ'@ﬁagamnﬂ]’agaﬁ{umjﬁ Alsheikh et al [16] 1éi1Tu1 74
mmmminmaaﬂﬁfﬁ‘]"\ﬁm'ﬁfﬁﬁﬁanﬁuugwﬁé’ameﬂﬂﬁmiﬁﬂuj’L%aﬁﬂmnﬂmm‘h@”ﬂfu
ATanea (Hidden Layer) wazdaldinmsnsunsuiunssouiididnuazuuuiiaes
W5AaNTauLTU (hidden Markov model approach) waagnd bsaaue sl lauws ludsefnsaw
1a83I0U8952 U Ordonez et al [17] 1aNAaBINNTATINILYINNIGIY RANNIRDAULLLUE
uuﬁuugmmaamimmﬁugﬂLmuﬁfﬂnﬁﬂu%%ﬂs:ﬁin‘”mmmﬁL%%L%%ﬂ pluifruany
FI9IAA19 9§ URTIINIVRIN T ﬁLﬁﬂﬁuLwiaaiwisﬁmﬂmdauimyjﬁanwwLﬁﬂ

o =3 IS

nsrudaunusasingindudyninrliifiennudanunfanaiazasdrininugndas

Fannluinuisuiss FUNLARDINITTANGNATIWNAINTTNYDINYBIANA AN B TRV
AMURNIBINEENT arsrannisanuazidulagnisasenganunionuesdiain
wauwnmﬁwﬁ'wﬁﬁé’uw”uﬁﬁ'umé’ﬂmimaaﬁﬁ I@ﬂif’i'ﬁ'ﬂﬁiLLﬂanQu@T’;ﬂ’i%'n'ml,ﬁmmwam
WUULANE (Gaussian Mixture Model: GM) Wazd Iy AN HLaasa2 8N UIBAITAN

AARULRIFA (Expectation-Maximization: EM)

& o 1 [ o 3
2. il%@lﬂ%ﬂ’]ii]’]Ll%ﬂﬂ’]ﬂ’]ﬂﬁ%’)ﬂiﬂixﬁ]’]’]%ﬂﬂ\‘lN‘Ircl:‘]s}ﬂ

(2
o A

wITpildvaurisnisduundayafiadasdsziriuvvesnysd Teuy st naan
e fiineuise saniu 4 srunaneasii (1) MIL@IBNTYANIN (data preprocessing)
(2) MIfimuazluuuTayad? ANNTLANUIININULULANE (generate data from Gaussian
Mixture Model) (3) msﬂizmmﬂ"]m@‘mmﬂqaq@ (Expectation-Maximization) LLaz (4) 130

132ANINIWANTNINIU (measurement and evaluation) @vx‘lLLamlugﬂﬁ 1

UNAOUIRY ATUE3AINSSUANAAS UK3NUIAYINGU



ﬁﬁ Kasem Bundit Engineering Journal Vol.11 No.1 January-April 2021

() (5] X=fek=1,..n}

Plsilxze)
(1) Expectation
: P(fxie) | I 0
Input Images Al \ P(Oe+1)
v (2) Maximization
o X=fulk=1,...n/
Data Preprocessing > P(sixze)
Expectation-Maximization

Gaussian distribution model

9 Human Daily Activities
Result Images

Measurement and Evaluation

3111 il'umaumsﬁszﬁ'sﬂmm%mma NANBUULNIARAZU TN AIATIARNY

GEG(

21 MA3BNTONANIN

ﬂﬁlﬁ;ﬁ'uﬁ%mUn@;u"iﬁ'ﬂﬁvlﬁﬁ'@ﬁﬁgmﬁaQamwﬁﬁmﬁuuumﬁ [18-23] vﬁﬂugﬂuuu%ga
Awits uazniwiaaewlng iagaﬁﬁmﬁm:agj‘l,ugﬂLLuumaﬂmuunmﬁ'ﬁuﬁuﬁ
gnwiasey uaziaglunwlasseulugUunurasddny vsgatoyanvazianudrani
luguunrasaunsaiillumsiuindoys udsdrulngazaguurimetugiuuosuysd 1wy
fiw (stand) L& (walk) %3 (sit) waw (sleep) 1uen LLa:mdnéjuﬁmiﬂ%ﬁLﬂﬁﬂu@]’mgﬂuuu
nstadonwlna 1% 59 (running) TsnT87% (cycling) SArA (ironing) WAgL58 (rowing)
3914812 (jogging) ns:laa (jumping) tindw dnsunNIINasensIinisaatien
wdayanInianiIuGs 9 mwwzmwn’wUqﬂﬂaﬁﬁmiﬁﬂﬁaﬂﬁwazi'm@iwﬁ‘ﬂ waziinau
augizﬁmaﬁ@qLLa:ﬁwﬁ‘wﬁ%‘@Lmumumjwﬁﬁmms @TﬁfmfzﬁmLﬁaﬂﬁagamwmﬂgmifaga
AaNITNNINIZIU Pascal VOC [20] 4az MS COCO [21, 22] GIaRNINLIARINLANGAIIN Y
VT §OWATNU (office) #¥a9a3a (kitchen) Waswuaw (bedroom) woarhn (bathroom) N&19LAY

(outdoor) WazWaIwILEW (living room) AauaaIlUILIN 2

Faculty of Engineering, Kasem Bundit Research Article



3F2NSSUATSINUUUTUNQ Uﬁ 11 OU_Uﬁ: 1 UNSIAU-IVYIYU 2564 53

;51]1'7'; 2 @29d19ANNINIININGMTB4A Pascal VOC [23] uaz MS COCO [21, 22]
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p(x|0) = Xi_q w; X Ny, g, (%), (1)
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o ¥ & o w &al v ] & ] a_ o o @

azgniheiny (labeled) Wuddwimlsznaudis vinmaiugiu vinmsfadasdszdrivom
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gﬂﬁ 3uae S={s;li=1,..,1} Lmuqml”agaﬂ”m@m? Wald I >1 uaz p; 1dudinans
' . RS @ ° ' o A .

(mean) E; \ludianauuydslsiu (variance) uaz w; iudniminvesduniigadayai i
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man, young girl, blowing out, birthday candles

9 young girls, talk, umbrella
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little girls, bright raingear man, little girl, blow out, birthday candles

kids, standing, road
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wamgﬂsugmﬁagaL°1TwmL‘%‘mujl,ﬁm?’@mjwmumm%mﬂﬁﬁaami d’ummiugﬂﬁ' 31du
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(likelihood) °uaaﬂ]’aQm”;uﬁ'mﬁalﬁﬁ@mwmﬁmma wazilaanun13Lia overfitting laae
aatmluanuisuitleisnns GM ﬁgm’%wf@‘ﬁﬂ’jﬁmim@hmwms@aq@ [23, 24, 26] \Tu
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£(s;16;) = —log (= X;(cjlsi, 0;) X log (B(gjlsi, 6:))) + ¢, (6)

A N = ' ' ) ° o o & X o

wWa p(cjls;, 0;) uadszanmwanainaziduuaiass ¢; S19IVAKLAT S; VUL
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A a o oA & o o o
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VoI0M ¢; INalATUARIADT §;
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a#i:Ei k L
ey X (xi|er) X pels} X 5=p=10g (B(xels) (1)

A o o
Warivue b

_ -1 1
= (F(Si)[Zjﬁ(Cj|Si)><10g @(cjls) X 2 Xk D(Xpe| C)xD(Xe| S

(1 +log (p(gls:) ) (12

Usuwidaasuazidawidugunisnlauiunuadls GM 69 Uﬂﬁﬁﬂugﬁﬁaﬂszmmm

e Iringsialy
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24 mIdszamAIAIARANSFIEA

NITLIUMILANLAINRNLLLIM Mo dszinmnzihnasdugegalasldiananany
8980 (Expectation-Maximization: EM) [26] Lun133taszianuduiuivasniniiaed
mylumam@iazn@ju BUFUIINNIITHINUAANIUGN t = 0 waz NIIFIARAAT 0, a2y
K-means LLﬂzl"f‘lTﬂHafmﬂﬂEﬂ;&l‘W’]iﬂﬁL@]ai(‘ﬁ.vlﬁﬁﬂﬂﬂilﬂﬁiﬁﬁuuu AN TR LI TN T2 9
v 2 Tuaan

(1) FuAaUNITUTZUIIMT (Expectation) LIuiwaeunanziumiaeidasduan
masuiainands deznavde plxlsy), B(si|xe), D(xk|c;), ki uaz {vy, ), k} Tays
yoannimafiiein Tl Fludwaandaly

2) mgu@]aumiﬂ%'uﬂqo@h (Maximization)"azaa@i’mé'uvl,ﬂlﬁmgumaumnﬁﬁmu
mzmumivﬁimmmﬂq@ﬁ'\Lfiaifumauiusauﬁmumﬁ'mauﬂﬁ]qu”uﬁm’lﬂﬁtﬁmﬁ'umﬂ o

a o e & a a = v &
fimalsudyeinat 0,4, waz anaunIn 11 mansndvuduaumsldaai

o Sil(1-)p(S; | Xk ) +aB; T al xp (X |8} )% (X | €k
b S-p(Si|xk)+aBi Xy alp(xg|s; ) xp (k| €3

(13)

 B-0p(S;|X) +aB; B al xp (X |87 ) x (k| €} =10 (=100

E; .
' Sil(1-)p(S; | Xk )+aB; 3 alp(X| S ) xB (X |C; )}

(14)

o

nauMI 10 Waunud1 p(0) = 0 tNamen w; usrmansadowdusumslansh

w; = LD (SilXi) (15)

n
ANFUMIN (13) 89 (15) n1Itsudgain p(0p41) 1NEUMT (10) HAAWTT leazidu

miﬂs:mmﬁhm’mmﬁmﬂugdqmmwwswﬁma§ 0,

3. mMMAUITANSAINNIITTNH
lumuﬁ'«fﬂﬁvlﬁﬁwLauaﬁ'ﬁ'mmﬁmmeammmmé@ﬁﬂﬂ'ﬁﬂs:mmmazuwzLﬂugaqm
#2861 EM daoia3adila Bayes Net Toolbox bulisunsy Matlab [27] tievinnisiauas
Yszfiunamarnauianansndanlden EM g1930Uszan s mansauunnsuanuasnas
WUULNF LG LLﬂ:’l%ﬂﬁﬂ@ﬂﬂdﬁ"Lﬁﬂ”ﬂLﬁan"ﬁagamwﬁammmn Pascal VOC [20] Wa¢

MS COCO [21, 22] I@mmwﬁmmLﬂuﬁﬁﬁmﬂszﬁﬁfmawgﬂﬁ (Activities of Daily Living)
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[28, 29] a:ﬁmwa%‘uw”uﬁﬁ'ueﬁﬁd%’imm:msagluﬁmw muama:ﬁugmmaaﬁamw LT
NILAITINTTULUTEN NS NsLaRand NsLaun1e waztdatiaunfiansanIunuwiy
qﬂﬂirﬁm%aoﬁai’mﬁ'uﬁ'mhmﬂuﬁamm mmsnﬁ'@mjﬂ@i’ﬁdﬁ (1) MIfadeFoss 1T
fatiodiua Bunasidn (Dudu (2) Mmsauwiay @u saaud 50 W saansvue Lludu (3)
MIUsznauemT U 0113 gunsaiaTa idudu (4) 350289 1H% 83 LHerN Ludn
(5) 9T LEu Laasdnin 1n3099a8n Ludu (6) MITNBINEILE UaZ (7) NITANTT
NNAUNITLT W @T@LLammwﬁmm\ﬂugﬂﬁl 2 sznaudiodaya 4,800 NMWERILNAADY
U8z 3,000 MITUMTIUT ﬁagafa:ﬂs:ﬂauﬁayﬂéwﬁwﬁwﬁﬁgﬂlﬁmwwmﬂLLa”'J 1,500
ﬁwﬁwﬁ1°fi”n’1wﬁvl,@i”mnﬂ'rsﬂ”®Lﬁammmju 3,000 MW dwiunInanadluudazgadays v
nsussusunuitnisitaue NIUANUIINANLULINFAIBTTAIAIARUNBFIFN
(Gaussian Mixture Model with Expectation-Maximization: GMEM) ae 4 3%@”&5 (1) TANDTA
LNLABSLNTTU (Support Vector Machines: SVM) [25] (2) Lafi% (K-means) [25] (3) AB3LUA
LA d (Kernel K-means: KK-means) [25] W& (4) Supervised Dictionary Learning Model
(SDLM) [30, 31] %3 5% K-means finualiidu baseline Lﬁam%mmﬁﬂuﬁumiﬁwj’@ﬁal
Pudayaddnridie3s SDLM azdunsviaiuszning sdunumaSeuiuuylidlven uas
nmassuiunudreudiudnanaslaiada (logistic regression model) azi3uLinunuas
SVM I@]ﬂﬁmﬁ'@Lﬂummmgﬂé’awmLL@iazﬂq'm]’aQa Usznauaiy A1a2uuingn
(Precision: Pr.) f1A2145¢8n (Recall: Re.) waz A1Use@nsawlassin (F-measure: F,)
fniummesadazudinguanuiviasdsziriuvesuysd aaniidu 12 ngy &3 nsenwin
(bathing) NILGAIGD (dressing) N3N% (eating) mi%amaa (shopping) N3¥1Na1113 (cooking)
3%1% (housework) Tn3@ (Laundry) U0 (driving) 8anfinaIn1e (exercise) NINNHAY

(leisure) ¥N41% (working) L@% (walking)

4. WANINAADY

mMInasasuunindasdsziriudminiing GMEM ldimuadiaingunisriimy
29091 T p(O) a8 A =05 Lflumﬁmmmuﬁﬁﬁ%ﬂﬂﬂiﬁwa’luﬁaﬂmm%'ﬂuj"uaa
25117 GMEM mﬂﬁq@ wazgudayanwianynaanidu 2 7a gass 3,000 MW WK
franifilgluni1Inasss 250 uaz 150 1 FIMSUNIINAREIN 1 Uas 2 WAL KN
NAaIa218nN1T Yo uN8UNUIT SYM K-Means KK-Means SDLM Lz GMEM LEAINA
ms*n@aauflwhmﬁammgnéfaasm (total average accuracy) inANALA KL (Pr.) @1
ANNTZaAN (Re.) uazddszaninnlossin (F,) usaslua1snefi 1 uaz 2 ugadayanis

= o o
NARBIN 1 LA 2 9IUA AL
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P a P a A ° Y] [y Y] a
M1379N 1 L‘.I.I?EI‘UWlEl'lJllizﬂ'Ylﬁﬂ']W‘ilﬂﬂﬂ']i'ﬁ)']LL%ﬂﬂaﬂaﬂ@ﬂ?‘;ﬂﬂaﬂaﬂ 1 ()\. =0.5)

Method

Activity SVM K-means KK-means SDLM GMEM

Pr. | Re. F, |Pr. |Re.| F, [Pr.|Re.| F, | Pr. | Re.| F, | Pr. |Re. | F,

Bathing 53.5|58.1 | 55.7 | 66.7 | 55.2 | 60.4 | 55.4 | 56.0 | 55.7 | 74.7 | 66.3 | 70.3 | 79.8 | 89.3 | 84.3
Relaxin. | 43.0 | 55.3 | 48.4 | 62.9 | 63.6 | 63.3 | 52.0 | 563.0 | 52.5 | 66.3 | 68.3 | 67.3 | 79.6 | 78.7 | 79.1
Cooking |54.3 |52.1|53.2|58.8|61.0(59.9|56.6 |53.3|549|76.5|758|76.1|89.2|755|81.8
Dressin. | 49.1 | 44.5 | 46.7 | 60.0 | 61.4 | 60.7 | 53.3 | 60.6 | 56.7 | 71.6 | 70.9 | 71.2 | 96.0 | 82.8 | 88.9
Shopin. 448 | 46.7 | 45.7 | 516 | 57.1 | 54.2 | 56.3 | 63.7 | 59.8 | 71.7 | 80.9 | 76.0 | 93.2 | 75.8 | 83.6
Eating 42.7 | 45.6 | 44.1 | 50.5 | 50.5 | 50.5 | 54.6 | 61.5 | 57.8 | 70.8 | 72.1 | 71.4 | 73.5 | 83.3 | 78.1
Workin 57.3|52.0|54.5|54.7|58.0|563|60.2|549|574|70.1|750]|725|71.6 (804|757
HousW. 4114221416 |49.5|50.0|49.7 |60.0 | 63.6 |61.8|685|755|71.8|63.2|87.8|73.5
Exercise | 75.0 | 58.7 | 65.9 | 59.6 | 59.6 | 59.6 | 64.6 | 65.3 | 64.9 | 84.0 | 79.0 | 81.4 | 93.3 | 83.8 | 88.3
Driving 50.4 | 55.3 | 52.8 | 56.3 | 61.1 | 58.6 | 60.2 | 65.3 | 62.6 | 75.5 | 74.0 | 74.7 | 80.4 | 85.4 | 82.8
Walking 514 (505|509 |56.4 614|588 594 |553|573|70.3|68.9|69.6|83.9|729]78.0
Laundry |74.1|64.3 689|655 |528|585|84.4|596|69.9|843|750|794|91.3|85.7|884

Ave. Acc. 51.8 57.5 59.2 73.4 81.6

NATIIN 1 M*’g@ﬁ@ga‘ﬁ' 1 1FAnsaunInua 200 61 Vl,é’fmmﬁiﬂmmgﬂﬁadiw
28435M3 SVM K-Means KK-Means SDLM waz GMEM E]%llﬁ 51.8% 57.5% 59.2% 73.4%
U8z 81.6% ANNFIAL AARIINITIANFUGIY GMEM luﬂejuﬁaﬂisu Dressing Was Exercise
ﬁ@hm’]mujuﬂﬁgaq@agﬁ 96% WAz 93.3% UANNTIANGUA1AT SVM uuuiliaanaiuni
IAN§UVDY Eating Uaz Housework d28f10NUUNRENNEY 42.7% 41.1% lunnauns
GMEM &ansndangylatis 73.5% 63.2% wazidlavnsnasaslagansiuinnslgdny
aalknAaLNes 150 e qﬂiagaﬁ' 2 GIUAAINS LA 2 vl@i”ﬁnaﬁmmmgnﬁanm
29935015 SVM K-Means KK-Means SDLM W&z GMEM agﬁ 61.0% 64.6% 68.51%
74.45% UaY 84.6% 9NNS1AY 9LLAKINTD GMEM &101I09aNgY Bathing Relaxing Lag
Housework ladnanuuindANdwanIGuay 84.4% 83.2% uaz 74.7%  UasLTWANINY
7% SDLM mmim‘mmﬂlunﬁju Exercise "L@T@hm’lml,;iuﬂﬁgaﬁa 84.9% uaznNgy Laundry §4
14 85.9% W35 GMEM s1un3asuunla 87.9% uaz 91.2% Auiin1snuwnear1835
GMEM mmsnvl,éfwaé'wfﬁﬁmmﬁiﬂmmgnﬁaagaﬁa 84.6% nIUMINaaadlas ki any
150 ¢ LLa:ﬁi’uLuﬂvl@Tmm‘&"almmgﬂﬁaq 81.6% fnsuniInaasdlaslddrdny 200 én

1 adA A
UINNINIBTNIIAW €9
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P> a ~ a a ° [ 9 Y] P
M1379N 2 L‘.I.IiEI‘UWlﬂﬂﬂizﬁﬂﬁﬂ']W‘llﬁJ\‘lﬂ']iﬁ]']tl%ﬂ?laﬂaﬂ']ﬂ?gﬂ'ﬂaﬂa‘n 2 ()\. =0.5)

Method

Activity SVM K-means KK-means SDLM GMEM

Pr. | Re. F, |Pr. | Re.| F, [Pr.|Re.| F, | Pr. | Re.| F, | Pr. |Re. | F,

Bathing |62.9/64.2|63.5|63.0|67.0(64.9|72.0|60.4|65.7|73.7|77.7|75.684.4|88.0|86.2

Relaxin. |66.3|57.6|61.6|62.0|57.0|59.4|67.4|56.9(61.7|70.8|78.9|74.6|83.2|83.2|83.2

Cooking |53.7|53.7|53.7|68.3|57.1|62.2|68.0 |58.1|62.7 |69.9|76.6|73.1|86.4|77.6|81.7

Dressin. |53.1|57.1|55.0(68.7|55.9(61.6|67.0|69.7|68.3|70.1|68.8(69.4|95.1|85.7|90.2

Shopin. |58.6|52.6|55.4(62.0(58.8(60.3|62.7|64.0|63.4|70.8|73.5|72.1(/90.4|81.5|85.7

Eating |55.8|63.0|59.2|63.6|63.6|63.6|56.7|73.5|64.0(74.4|68.4|71.3|78.8|86.7|82.5

Workin |62.9/68.0|65.3|57.8|67.7|62.4|67.3|70.4|68.8|72.4|73.2|72.8(82.3|78.2|80.2

HousW. |63.9|66.0|64.9(60.9|63.8|62.3|70.1|78.9|74.3|71.6|69.5|70.5|74.7|81.3|77.9

Exercise |65.5|76.0|70.4|67.9|79.6|73.3|70.9(83.0|76.5|84.9|80.6|82.7|87.9(87.9(87.9

Driving [65.5|57.3|61.1|69.1|65.0|67.0|71.0(71.7|71.4|77.3|78.9|78.1|82.4|93.7|87.7

Walking |61.4|62.0(61.7(61.1|70.4|65.4|70.2|70.9|70.5|75.0(76.5|75.7|82.5|84.2|83.3

Laundry |63.4|53.6(58.1(75.0|71.6(73.3|85.2|69.7|76.7|85.9(72.3|78.5|/91.2|88.3|89.7

Ave. Acc. 61.0 64.60 68.51 74.45 84.6

5. a;ﬂwaminﬂaaa
mu’jabﬂﬁ‘léfﬁwLauagﬂLLuumsa‘hLLumTa;quamwﬁLﬂuﬁaﬂsswaawmﬂ@mzuﬂamju
a o ) o ::i a ‘3 ) ] o va a 6 v
ANNINTUIZINIUNLNVWLT W 12 ﬂ@umvl,ﬂ Laz I FAITHANLIINRN LU ULNEA Y
a 1 & = ™ o Qs 1 =)
e CRRRCVERHESET FINNNITA AN VIFNN BTV IAANY LATANANITFNVDINIINTLADT
1 v A o ﬁi 2 o 6 1 Adc‘
mulungudayanltlunisduun inaldldnaansarunguanunuisfidngs 1nwanis
NARBIVZLAUIN ﬁ@hmﬁﬂmmgﬂﬁquﬁa 84.6% &MIUNIINAaIlaslTa1danyt 150 d1
uwazANafuANgnda’ 81.6% dmiunanaaaslaslidrdwdt 200 Aunninainisau 9
L < {5 A o & . A A o A o Pz
Lmamo"l,iﬂmwLﬁammimaaﬂ@fJLwumﬁwﬁa:mmmmmaﬂmwugnmaam@@nmm

o & a A o o . v X, o )
El\‘]ﬂ\‘]Lﬂuﬁ\‘]‘ﬂ(ﬂa\‘]LLﬂWLTLLﬂZﬂiU'ﬂququﬂqwlﬂNﬂaqwﬁﬂ']ﬂ‘ﬁﬂ']ﬂu']ﬂmuﬁ']%sun']iﬂ@aa@@]E”JVL‘]J
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