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บทคดัย่อ 
ปัจจุบันการตรวจจับกิจกรรมของมนุษย์เป็นหัวข้อวิจัยที่มีความสําคัญอย่างมาก  เนื่องจาก
ความสามารถในการตรวจจับกิจวัตรประจําวันของมนุษย์จะช่วยเพิ่มขีดความสามารถของ  
แอปพลเิคชนัในคอมพวิเตอรว์ชินั มหีลายวธิกีารทีพ่ยายามรวมคําศพัทจ์ากเนื้อหาภายในภาพเขา้
กบัวธิกีารทางสถติเิพื่อใชใ้นการจําแนกรูปแบบท่าทางกจิกรรม และยงัมหีลายวธิกีารทีพ่ยายามใช้
การเรยีนรูแ้บบมผีูส้อนในการแยกแยะกจิกรรมของมนุษย ์ทาํใหย้งัมขีอ้จาํกดัทีผ่กูตดิกบัเนื้อหาหรอื
คําอธบิายในภาพ แต่อย่างไรกต็ามยงัคงเป็นหวัขอ้ทีท่า้ทายเพื่อใหไ้ดผ้ลลพัธ์ทีถู่กตอ้งมากขึ้น ใน
งานวจิยันี้ไดนํ้าเสนอการจาํแนกท่าทางกจิวตัรประจาํวนัของมนุษยด์ว้ยการเรยีนรูแ้บบมผีูส้อนโดย
ใช้วธิกีารแจกแจงแบบเกาส์ด้วยการประมาณค่าคาดหมายสูงสุด  ได้แบ่งขัน้ตอนการดําเนินงาน
วจิยั ออกเป็น 4 ส่วนหลกั ดงันี้ (1) การเตรยีมขอ้มูลภาพ (2) การกําหนดรูปแบบขอ้มูลด้วยการ
แจกแจงแบบเกาส์ (3) การประมาณค่าคาดหมายสูงสุด และ (4) การวดัประสทิธภิาพการทํางาน  
ซึ่งได้ใช้ฐานข้อมูลมาตรฐานและจําแนกกิจกรรมออกเป็น 12 กลุ่มที่มีสภาพแวดล้อมพื้นหลงั
แตกต่างกัน จากผลการทดลองได้ค่าเฉลี่ยความถูกต้องสูงถึง 84.6% สําหรบัการทดลองด้วย
คาํศพัท ์150 คาํ 
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ABSTRACT 
In recently, automatic detection of human activities has gained importance in a research 
topic due to the individual nature of the activities. Ability to monitor of human daily activities 
will enhance the capabilities of an application in computer vision. Combination of visual 
keyword embedding models and a statistical semantic prior model have been recently 
proposed in the task of mapping images to their contents.  Many techniques were proposed 
to identify activities with supervised dictionary creation methods based on both supervised 
information with scene description, advantages and limits the discriminative power of the 
resulting visual words.  However, it is a very challenging issue and none of the existing 
methods provides robust results. In this paper, we propose to classify a human daily activities 
supervised by learning algorithm based on a Gaussian Mixture model (GM) optimizing with 
an Expectation-Maximization-based (EM) approach. The approach is composed of four main 
phases: (1) data preprocessing (2) constructing the modeling with Gaussian distribution 
(3) Expectation-Maximization (4) measurement and evaluation. We test our model in a 
publicly available data-set that classify into twelve different daily activities performed by 
different environment background. This proved to be the case as GMEM with 150 keywords 
reached average accuracy of  84.6%. The experimental results indicate that our proposed 
approach offers significant performance improvements in the classification of human daily 
activities.   
KEYWORDS: image processing, gussian mixture models, expectation maximization, human 
daily activities  
 
1.  บทน า 

ปัจจุบนัการรูจ้ําท่าทางมนุษย์ (human activity recognition) เป็นวธิกีารที่เขา้มาแทรกอยู่ใน
ชวีติประจําวนั ไม่ว่าจะเป็นการนํามาใช้ในการวเิคราะห์กิจกรรม ตรวจสอบลกัษณะท่าทางของ
มนุษย์ที่เกดิขึ้นในกจิวตัรประจําวนั ไม่ว่าจะเป็นการจดัเก็บขอ้มูลท่าทางสําหรบัการรกัษาผูป่้วย 
หรอืกจิกรรมในที่สาธารณะเพื่อรกัษาความปลอดภยั สามารถนํามาประยุกต์เพื่อใช้ในการฝึกฝน
สําหรบันักกฬีาใหอ้ยู่ในท่าทางทีเ่หมาะกบักฬีาประเภทนัน้ ๆ และจะพบอยู่ในหลายแอปพลเิคชนั
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อย่างหลีกเลี่ยงไม่ได้ การวิเคราะห์กิจกรรมของมนุษย์เพื่อนํามาใช้ในการดําเนินการควบคุม 
ตรวจจบัพฤติกรรมของมนุษย์โดยใช้ระบบคอมพวิเตอร์เพื่อนํามาใช้ในการวเิคราะห์ [1-3] เช่น 
การควบคุมความปลอดภยั (security control) กระบวนการเฝ้าระวงั (surveillance processes) การ
ตรวจสอบกิจกรรม (monitor activity) หรือ การดูแลสุขภาพผู้ป่วย (processes of monitoring a 
patients’ health) เป็นต้น ประกอบกบัการพฒันาทางเทคโนโลยสีารสนเทศและประสทิธภิาพการ
ประมวลผลในระบบเวลาจรงิที่รวดเรว็ อุปกรณ์และกล้องดจิทิลัที่มรีาคาถูกลง กระบวนการรู้จํา
ท่าทางมนุษยเ์ขา้มามบีทบาทต่อการดํารงชวีติประจาํวนัและทําใหห้ลายองคก์รนํามาประยุกต์ใชใ้น
งานในหลากหลายส่วน จึงทําให้มีงานวิจยัหลายกลุ่มพฒันาวิธีการประมวลผลเชิงลึกเพื่อเพิ่ม
ประสทิธิภาพการทํางานด้วยการนําเทคโนโลยีของ การเรียนรู้เครื่อง (machine learning) และ 
การจดจํารูปแบบ (pattern recognition) [4] เพื่อใช้ในการจําแนกกิจกรรมของมนุษย์ จะนิยมใช้
คุณลกัษณะทีไ่ด้จาก ค่ากลาง (mean) ฟูเรยีทรานสฟอรม์ (Fourier transforms) และการแทนดว้ย
สญัลกัษณ์ หรือการแบ่งส่วนขอข้อมูลและจากการเรียนรู้เพื่อนํามาใช้ในการจําแนกต่อไป แต่
อย่างไรก็ตามวธิกีารในรูปแบบนี้ยงัมขีอ้จํากดัที่จําเป็นต้องพจิารณา สําหรบัการประมวลผลการ
วเิคราะหก์จิกรรมของบุคคลจากภาพไดม้กีารนําขอ้มลูเขา้สูร่ะบบประมวลผลแบบอตัโินมตัแิทนการ
บนัทกึขอ้มูลกจิกรรมด้วยระบบทํามอื (manual) จะเพิม่ประสทิธภิาพการทํางานมากกว่า และลด
ขอ้ผดิพลาดไดด้ว้ยการประมวลแบบอตัโินมตั ิดงันัน้เริม่มกีารสกดัขอ้มลูดว้ยเซน็เซอรบ์นร่างกาย  
[5] ทีเ่รยีกว่า Body Sensor Networks ทําใหส้ามารถบนัทกึขอ้มูลไดจ้ํานวนมากขึน้ และขอ้มลูถูก
นํามาใชง้าน  การรูจ้าํกจิกรรมมนุษย ์(Human Activity Recognition) [6, 7] เป็นการสกดัขอ้มลูจาก
ตําแหน่งหรอืมุมจากสดัส่วนของร่างกาย หรอืข้อมูลแรงเฉื่อยจากการเคลื่อนไหวของมนุษย์ใน  
การทําแต่ละกจิกรรมไดนํ้ามาเรยีนรูแ้ละสรา้งรปูแบบทางสถติเิพื่อการรูจ้ํากจิกรรมของมนุษย์ จาก
การหาส่วนทีเ่ด่นของท่าทางจากลําดบัท่าทางทัง้หมดดว้ย การเรยีนรูส้รา้งความสมัพนัธข์องลําดบั
ท่าทางจากเหตุการณ์ยอ่ย รปูแบบทางสถติทิีน่ิยมนํามาใช ้[8, 9]   

ในปัจจุบนัยงัคงมวีธิกีารต่าง ๆ เพื่อนํามาใช้แก้ไขปัญหาและเชื่อมโยงความหมายของภาพ
กจิกรรมที่เกดิขึ้นให้สอดคล้องกบักจิกรรมมนุษย์  ขอ้มูลกจิกรรมได้มาจากการสกดัคุณลกัษณะ 
[10-12] ประกอบดว้ย การแปลงขอ้มูลโดเมนความถี่ (time-frequency transformation) ขอ้มูลเชงิ
สถติ ิ(statistical approaches) ทีไ่ดม้าจากค่ากลางและความแปรปรวนของโดเมนตามลําดบัเวลา 
และ กระบวนการวิธีการจําแนกข้อมูลทัว่ไป เช่น ต้นไม้ตดัสนิใจ (decision trees) การคํานวณ
เพื่อนบา้นใกลท้ีสุ่ด (k-Nearest Neighbour) โครงขา่ยประสาทเทยีมเพอรเ์ซฟตรอนแบบหลายชัน้ 
(multilayer perceptron) วิเคราะห์การถดถอยโลจิสติค ( logistic regression) และ ซัพพอร์ต
เวกเตอรแ์มชชนี (Support Vector Machines) โดยขอ้มลูจะไดจ้ากการเรยีนรูแ้ละระบุกจิกรรมต่าง ๆ 
จากคุณลกัษณะทีก่ําหนดไว ้การเรยีนรูแ้บบทัว่ไปทีม่กีารสกดัขอ้มลูโดยตรงจากขอ้มูลทีถู่กรบัเขา้
มายงัคงเป็นวธิกีารทีถู่กนําเขา้มาใชใ้นการเรยีนรูเ้ชงิลกึ (Deep learning approaches) [13, 14] เช่น 
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โครงข่ายความเชื่อแบบลึก (Deep Belief Networks) หรือ แมชชีนโบลทซ์มันน์เชิงลึก (Deep 
Boltzmann Machines)  การเพิม่ลําดบัชัน้ของโหนดสําหรบัการจําแนกและการเพิม่ความซบัซอ้น
ของการประมวลผลยงัสามารถช่วยทําใหป้ระสทิธภิาพดขีึน้ เช่น Zeng et al [15] ได้นําโครงข่าย
ประสาทแบบคอนโวลูชนั (Convolutional Neural Networks) และไดเ้พิม่ลําดบัชัน้การกรองขอ้มูล 
(max-pooling layers) เพื่ อ สกัดข้อมูลจากข้อมูลที่ ร ับ เข้า  Alsheikh et al [16] ได้ปรับปรุ ง
ความสามารถของการรูจ้าํทาํการรูจ้าํกจิกรรมมนุษยด์ว้ยการใชก้ารเรยีนรูเ้ชงิลกึจากหลายลําดบัชัน้
ที่ซ่อนตัว (Hidden Layer) และยังได้มีการผสมผสานกับการเรียนรู้เชิงลึกและแบบจําลอง 
มารค์อฟซ่อนเรน้ (hidden Markov model approach) แต่อย่างไรกต็ามยงัไมไ่ดแ้กไ้ขประสทิธภิาพ
โดยรวมของระบบ Ordonez et al [17] ไดท้ดลองการตรวจจบัท่าทางดว้ย หลกัทางสถติแิบบเบย์
บนพื้นฐานของการตรวจจบัรูปแบบกิจกรรมในชีวิตประจําวนัจากตวัเซ็นเซอร์ภายในบ้านตาม
ช่วงเวลาต่าง ๆ บนท่าทางของมนุษย์ ที่เกิดขึ้นแต่อย่างไรก็ตามโดยส่วนใหญ่กิจกรรมเกิด 
การทบัซ้อนกนัของวตัถุจึงเป็นปัญหาที่ทําให้เกิดความตีความที่ผิดพลาดของค่าความถูกต้อง 
ดังนัน้ในงานวิจัยนี้จึงได้นําเสนอการจัดกลุ่มภาพกิจกรรมของมนุษย์ตามคุณลักษณะของ
ความหมายจากคําศพัท์ ด้วยหลกัการความน่าจะเป็นโดยการสร้างกฏความเหมอืนของคําจาก
พจนานุกรมคําศพัท์ทีส่มัพนัธก์บัหลกัการทางสถติ ิโดยใชว้ธิกีารแบ่งกลุ่มดว้ยวธิกีารแจกแจงผสม
แบบเกาส์ (Gaussian Mixture Model: GM) และประมาณค่าพารามิเตอร์ด้วยกระบวนการค่า
คาดหมายสงูสดุ (Expectation-Maximization: EM) 
 
2.  ขัน้ตอนการจ าแนกท่าทางกิจวตัรประจ าวนัของมนุษย ์

งานวิจัยนี้ ได้พัฒนาวิธีการจําแนกข้อมูลกิจวัตรประจําวันของมนุษย์ ได้แบ่ งขัน้ตอน 
การดําเนินงานวจิยั ออกเป็น 4 ส่วนหลกัดงันี้ (1) การเตรยีมข้อมูลภาพ (data preprocessing) 
(2) การกําหนดรูปแบบข้อมูลด้วยการแจกแจงผสมแบบเกาส์ (generate data from Gaussian 
Mixture Model) (3) การประมาณค่าคาดหมายสงูสุด (Expectation-Maximization) และ (4) การวดั
ประสทิธภิาพการทาํงาน (measurement and evaluation) ดงัแสดงในรปูที ่1 
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รปูท่ี 1 ขัน้ตอนการเรียนรู้ด้วยการแจกแจงผสมแบบเกาส์และประมาณค่าคาดหมาย

สูงสดุ 
 
2.1 การเตรียมขอ้มลูภาพ  

ปัจจุบนัมหีลายกลุ่มวจิยัทีไ่ดจ้ดัทาํฐานขอ้มลูภาพกจิกรรมมนุษย์ [18-23] ทัง้ในรูปแบบขอ้มลู
ภาพนิ่ ง และภาพเคลื่อนไหว  ข้อมูลที่จ ัดเก็บจะอยู่ ในรูปแบบของโดเมนเวลาที่ส ัมพันธ์ 
สภาพแวดลอ้ม และวตัถุในภาพโดยรอบในรูปแบบของคําศพัท ์บางชุดขอ้มลูอาจจะมคีวามต่างกนั
ในรปูแบบของอุปกรณ์ทีใ่ชใ้นการบนัทกึขอ้มลู แต่สว่นใหญ่จะอยู่บนท่าทางพืน้ฐานของมนุษย ์เช่น 
ยนื (stand) เดนิ (walk) นัง่ (sit) นอน (sleep) เป็นต้น และบางกลุ่มมกีารปรบัเปลีย่นตามรูปแบบ
การเคลื่อนไหว เช่น วิ่ง ( running) ปัน่จักรยาน (cycling) รีดผ้า ( ironing) พายเรือ (rowing) 
วิ่ง เหยาะ ( jogging)  กระโดด ( jumping) เ ป็นต้น สําหรับการทดลองนี้ จึงมีการคัด เลือก 
ฐานขอ้มูลภาพกจิกรรมต่าง ๆ เฉพาะภาพถ่ายบุคคลทีม่กีารทํากจิกรรมอย่างเด่นชดั และมคีวาม
สมบูรณ์ของวตัถุและคําศพัทช์ดัเจนตามกลุ่มทีต่อ้งการ ดงันัน้จะคดัเลอืกขอ้มลูภาพจากฐานขอ้มลู
กิจกรรมมาตรฐาน Pascal VOC [20] และ MS COCO [21, 22] ด้วยสภาพแวดล้อมแตกต่างกนั 
เชน่ สถานทีท่าํงาน (office) หอ้งครวั (kitchen) หอ้งนอน (bedroom) หอ้งน้ํา (bathroom) กลางแจง้ 
(outdoor) และหอ้งนัง่เล่น (living room) ดงัแสดงในรปูที ่2  
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รปูท่ี 2 ตวัอย่างภาพกิจกรรมจากฐานข้อมลู  Pascal VOC [23] และ MS COCO [21, 22] 

 
2.2 ก าหนดรปูแบบข้อมลูด้วยการแจกแจงแบบเกาส ์ 

โดยทัว่ไปวธิีที่นิยมสําหรบัการแบ่งกลุ่มคอืวธิี K-means clustering [23] เป็นการสร้างกลุ่ม
ข้อมูลจากค่าเฉลี่ยที่ใกล้กันเป็นการกําหนดจุดสุ่มออกไปตามตําแหน่งศูนย์กลางและคํานวน
ค่าเฉลีย่ของจุดทัง้หมดเพื่อหาตําแหน่งกึง่กลางตามจํานวนกลุ่มทีต่อ้งการ แต่ละกลุ่มขอ้มลูไดจ้าก
การคํานวณเพื่อหาค่าใกลใ้ดทีใ่กล้กบัจุดศูนยก์ลางมากทีสุ่ด ดว้ยการทําซํ้าไปเรื่อย ๆ จนสามารถ
แยกกลุ่มขอ้มลูออกมาไดด้ทีีสุ่ด แต่วธิกีารนี้จะการจดักลุ่มขึน้กบัการวดัค่าความต่างกนัดว้ยวธิกีาร 
Euclidean Distance หรอื Manhattan Distance ของขอ้มลู [24] ดงันัน้ถา้ค่าความต่างของขอ้มลูที่
ถูกจดัไวภ้ายในกลุ่มเดยีวกนัมคี่าทีน้่อยหรอืคา่ทีใ่กลเ้คยีงกนัมาก แสดงถงึการจดักลุ่มขอ้มลูทีด่ ีซึง่
จะเหมาะสมกบัค่าขอ้มลูทีม่กีารเปรยีบเทยีบค่าความหมายเป็นตวัเลข  แต่สาํหรบัการแจกแจงผสม
แบบเกาส์ (Gaussian Mixture Model: GM) [25, 26] สามารถจดัการแต่กลุ่มคสัเตอร์ด้วย ความ
น่าจะเป็นของข้อมูลที่เกดิขึ้น สําหรบังานวจิยันี้มกีารใช้คําศพัท์ในฐานขอ้มูล ทําให้คําที่มคีวาม
ใกล้เคยีงกนัจะไม่ถูกจํากดัเฉพาะหรอืเฉพาะเจาะจงจนเกนิไป และยงัสามารถหลกีเลี่ยงการเกดิ
เหตุการณ์ overfitting ได้ด้วย รูปแบบการแจกแจงผสมแบบเกาส์ ถูกสร้างรูปแบบขอ้มูล 𝑖. 𝑖. 𝑑 
ด้วยการกําหนดข้อมูลจากฟังก์ชันความหนาแน่นของความน่าจะเป็น (Probability Density 
Function)  การกระจายตวัของขอ้มูลในแต่ละกลุ่มคสัเตอร์ดว้ยการแจกแจงด้วยรูปแบบ GM โดย
การกําหนด Θ = {𝜃𝑖 , 𝑖 = 1, … , 𝐼} เมื่อ 𝜃𝑖 = {𝜇𝑖 , Ε𝑖 , 𝜔𝑖} เป็นรูปแบบพารามิเตอร์ที่ 𝑖 ของ
เกาสเ์ซยีนซึง่สอดคลอ้งกบัคสัเตอร ์𝑠𝑖 สามารถเขยีนเป็นสมการของความน่าจะเป็น  𝑥𝑘 ∈ 𝑋 ได้
ดงันี้ 
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 𝑝(𝑥𝑘|Θ) = ∑ 𝜔𝑖 × 𝑁𝜇𝑖,Ε𝑖
(𝑥𝑘)𝐼

𝑖=1 ,  (1) 
 

โดยกําหนดใหข้อ้มลูในฐานขอ้มูลภาพเป็น 𝑋 = {𝑥𝑘|𝑘 = 1, … , 𝑛, 𝑥𝑘 ∈ ℝ𝐷}, เมื่อ 𝑛 เป็น
จํานวนขอ้มูล และ 𝐷 แทนมติิของขอ้มูล  𝐶 = {𝑐𝑗|𝑗 = 1, … , 𝑅} แทนกลุ่มขอ้มูล เมื่อขอ้มูล 𝑋 
จะถูกป้ายกํากบั (labeled) เป็นคาํศพัทท์ีป่ระกอบดว้ย ท่าทางพืน้ฐาน ท่าทางกจิวตัรประจาํวนัเวลา 
สถานที่ชื่อวตัถุ และสภาพแวดล้อมภายนอก รวมทัง้คุณลกัษณะอื่นที่ไม่ใช่คําศพัท์ดงัแสดงใน 
รูปที่ 3 และ 𝑆 = {𝑠𝑖|𝑖 = 1, … , 𝐼} แทนชุดขอ้มูลคสัเตอร์ เมื่อให้ 𝐼 > 1  และ  𝜇𝑖 เป็นค่ากลาง 
(mean)  Ε𝑖 เป็นค่าความแปรปรวน (variance) และ 𝜔𝑖 เป็นค่าน้ําหนักของตําแหน่งชุดข้อมูลที ่𝑖 
และการกระจายแบบเกาเสีย้น (Gaussian distribution) ถูกแทนดว้ย 𝐺𝜇,Ε(𝑥)  
 
 𝐺𝜇,Ε(𝑥) =

1

√(2𝜋)𝐷/2|Ε|
𝑒𝑥𝑝 {−

1

2
(𝑥 − 𝜇)′ ∑ (𝑥 − 𝜇)−1 }    (2) 

 
สําหรับโมเดล GM ค่าของความน่าจะเป็นภายหลัง (Posterior Probability) 𝑝(𝑠𝑖|𝑥𝑘 , 𝛩) 

สามารถเขยีนเป็นสมการไดด้งันี้ 
 
 𝑝(𝑖𝑠𝑖|𝑥𝑘 , 𝛩) =

𝜔𝑖×𝑝(𝑥𝑘|𝑠𝑖,𝜃𝑡)

 ∑ 𝜔𝑡×𝑡 𝑝(𝑥𝑘|𝑠𝑡,𝜃𝑡)
,     (3) 

 
เมือ่ ∑ 𝜔𝑡 = 1,𝑖  เมือ่กาํหนดใหค้า่ความน่าจะเป็น  𝑝(𝑥𝑘|si, 𝜃𝑖)  สาํหรบั 𝑥𝑘ในตาํแหน่งที ่𝑖 

ของเกาสเ์ซยีนมคีา่เป็น 𝐺𝜇𝑖,Εi
(𝑥𝑘) จากสมการที ่(2)  

 

 
รปูท่ี 3 ตวัอย่างป้ายก ากบับนภาพกิจกรรม ประกอบด้วยค าศพัท์จากฐานข้อมูลภาพ MS 

COCO [21, 22] 
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2.3 การเรียนรู้แบบมีผูส้อนด้วยการแจกแจงผสมแบบเกาส ์
รูปแบบของการเรยีนรูม้ที ัง้การเรยีนรูแ้บบมผีูส้อน (unsupervised learning) และไม่มผีูส้อน 

(supervised learning) [24] สาํหรบัการแบ่งกลุ่มแบบไม่มผีูส้อนนัน้จะทําใหเ้กดิหลายกลุ่มย่อยและ
บางครัง้กลุ่มทีไ่ดเ้ป็นกลุ่มทีไ่มไ่ดส้นใจทาํใหย้ากแก่การควบคุม โดยเฉพาะการหาความคลา้ยกนัใน
ความหมายในรูปแบบของคําศัพท์ที่มีความต่างกันของพยัญชนะ (stone และ rock มีความ
คล้ายกัน)  ดังนัน้ในงานวิจัยนี้ได้เลือกการเรียนรู้แบบมีผู้สอน ด้วยการนําคําศัพท์ที่ได้จาก
พจนานุกรมฐานขอ้มูลเขา้มาเรยีนรูเ้พื่อจดักลุ่มตามความหมายทีต่้องการ ดงัแสดงในรูปที ่3 เป็น
ภาพตวัอยา่งจากฐานขอ้มลูหมายเลข ❶ เป็นภาพตน้ฉบบั หมายเลข ❷ เป็นวตัถุบนภาพทีถู่กให้
ความหมายแสดงบรเิวณการแบ่งสว่น คาํศพัทท์ีถู่กใชใ้นภาพแสดงในหมายเลข❸ และวดัค่าความ
คล้าย (similarity measure) ด้วยการพิจารณาค่าที่ได้จากการจัดกลุ่มและค่าภาวะน่าจะเป็น 
(likelihood) ของขอ้มูลร่วมกนัเพื่อให้เกดิความเที่ยงตรง และป้องกนัการเกดิ overfitting ได้ด้วย  
ดงันัน้ในงานวจิยันี้ใช้วธิกีาร GM ที่ถูกเรยีนรูด้้วยวธิกีารหาค่าคาดหมายสูงสุด [23, 24, 26] เป็น
การหาค่าพารามเิตอร์ของภาวะน่าจะเป็นสูงสุด (Maximum likelihood: ML) จะได้ค่าของฟังก์ชนั 
ล็อกภาวะน่าจะเป็น (Log-likelihood) ของพารามิเตอร์ Θ ของระบบและชุดข้อมูล 𝑋 เขยีนเป็น
สมการของพารามเิตอรแ์บบลอการทิมึไดด้งันี้   

 
 ℒ(𝑋) = ∑ log (𝑝(𝑥𝑖|Θ))𝑛

𝑖=1  (4) 
 

โดยที่ 𝑝(𝑠𝑖|𝑥𝑘 , Θ) และ 𝑝(𝑥𝑘|Θ) เป็นค่าใดใดที่ถูกประมาณค่าด้วย GM ดังนั ้นการ
พิจารณาค่าความคล้ายกันจากความหมายของคําเท่านัน้ สามารถเขยีนเป็นค่าประมาณของ 
ความน่าจะเป็นได ้𝑝̂(𝑠𝑖|𝑥𝑘 , Θ) และ 𝑝̂(𝑥𝑘|Θ)  

โดยทัว่ไปพารามเิตอรข์อง GM จะไดม้าจาก ฟังก์ชนัลอ็กภาวะน่าจะเป็นของขอ้มลูทีม่กีารใช้
วธิกีารคา่คาดหมายสงูสุด ดงันัน้ในงานวจิยันี้จะตอ้งมกีารหาค่าพารามเิตอร ์Θ จากการหาจุดสมดุล
อาจจะไม่ใชแ้ต่เพยีงการภาวะน่าจะเป็นจากสมการที ่4 ดงันัน้จงึมกีารแบ่งค่าของเป็นสองส่วนคอื 
𝑝̂(𝑐𝑗|𝑥𝑘) และ 𝑝̂(𝑠𝑖|𝑥𝑘)เพือ่ใชใ้นการประมาณค่าดงันี้ 
 

 ρ(Θ) = (1 − α) × ∑ log (𝑝̂(𝑥𝑘|Θ) + α × ∑ log(𝜀(𝑠𝑖)) ,𝐼
𝑖  𝑥𝑘∈𝑋   (5) 

 
เมื่อ  0 ≤ α ≤ 1, ถ้า α = 0  เป็นการหาค่าที่ไม่ได้เกดิจากการเรยีนรู ้แต่ถ้า α = 1 แล้ว

นัน้การหาจุดสมดุลนี้จะเสีย่งต่อการเกดิเหตุการณ์ overfitting สาํหรบัการกระจายตวัของ GM  จะมี
การเลอืกเป็นแบบ negative logarithm likelihood  และมกีารกําหนดค่าการกระจายตวั  𝜀(𝑠𝑖|𝜃𝑖) 
จากค่า entropy ของแต่ละคสัเตอร ์𝑠𝑖 เพือ่ใหเ้กดิความคลา้ยกนัของขอ้มลูภายในคสัเตอรม์ากขึน้ 
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 𝜀(𝑠𝑖|𝜃𝑖) = −log (− ∑ 𝑝̂(𝑐𝑗|𝑠𝑖 , 𝜃𝑖) × log (𝑗 𝑝̂(𝑐𝑗|𝑠𝑖 , 𝜃𝑖))) + 𝜙,  (6) 
 

เมื่อ 𝑝̂(𝑐𝑗|𝑠𝑖 , 𝜃𝑖)  เป็นค่าประมาณความน่าจะเป็นของคลาส 𝑐𝑗 สาํหรบัคสัเตอร ์𝑠𝑗 จะขึน้กบั
ค่า 𝜃𝑖 ทีเ่ป็นพารามเิตอรข์อง GM ของคสัเตอร ์𝑠𝑖

2  เมื่อ 𝜙 = log(log(𝑅)),  เมื่อ   𝑅 > 2, และ
อื่นๆ 𝜙 = 0 โดยทีค่่าของ 𝜀(𝑠𝑖) จะมัน่ใจว่ามคี่าฟังก์ชนับวกเสมอ และการกําหนดการแบ่งส่วน
ของคลาส 𝑐𝑗 เพือ่ใหก้บัคสัเตอร ์𝑠𝑖  
 

 𝑝̂(𝑐𝑗|𝑠𝑖) ∝
∑ 𝑝̂(𝑐𝑗,𝑠𝑖,𝑥𝑘)𝑘

𝑝̂(𝑠𝑖)
,  (7) 

 

 𝑝̂(𝑐𝑗|𝑠𝑖) =
∑ 𝑝̂(𝑥𝑘|𝑐𝑗)×𝑝̂(𝑥𝑘|𝑠𝑖)𝑘

∑ ∑ 𝑝̂(𝑥𝑘|𝑐𝑡)×𝑝̂(𝑥𝑘|𝑠𝑖)𝑘𝑡
,    (8) 

 
จากสมการที ่(5) การปรบัค่าใหพ้อเหมาะและเกดิสมดุลขึน้สามารถเขยีนพารามเิตอรฟั์งกช์นั

ของการปรบัคา่ใหเ้หมาะสมเป็น 
 
 Θ∗ = 𝑎𝑟𝑔𝑚𝑎𝑥Θ𝜌(Θ)   (9) 
 

การแทนคา่จากพารามเิตอรข์า้งตน้ดว้ยขอ้มลูเขา้ดงันี้ 𝜇𝑖 ,Ε𝑖 และ 𝜔𝑖 ดว้ยตําแหน่งชุดขอ้มลู
ที ่ 𝑖 เพือ่ใช ้Lagrange multiplierแลว้ 𝜆 สามารถเขยีนเป็นสมการไดด้งันี้ 
 
 𝜌̃(Θ) = ρ(Θ) + 𝜆(1 − ∑ 𝜔𝑖)𝑖   (10)  
 

𝜕ρ̃

𝜕 𝜇𝑖,Ε𝑖

= ∑ {(1 −
𝑘

α)𝑝̂(𝑠𝑖|𝑥𝑘) + 

 α𝜅𝑖 × 𝑝̂(𝑥𝑘|𝑐𝑗) × 𝑝̂(𝑥𝑘|𝑠𝑖)} ×  
𝜕

𝜕(𝜇𝑖,Ε𝑖)
log (𝑝̂(𝑥𝑘|𝑠𝑖)) (11) 

 
เมือ่กาํหนดให ้

 
𝜅𝑖 = (

−1

𝐹(𝑠𝑖)[∑ 𝑝(𝑐𝑗|𝑠𝑖)×log (𝑝(𝑐𝑗|𝑠𝑖))]𝑗

×
1

∑ ∑ 𝑝(𝑥𝑘|𝑐𝑡)×𝑝(𝑥𝑘|𝑠𝑖)𝑘𝑡
) ∑ (1 + log (𝑝̂(𝑐𝑗|𝑠𝑖)))𝑗  (12) 

 
ปรบัพารามเิตอร์และเขยีนเป็นสมการทีไ่ดม้าแทนลงใน GM ดว้ยการเรยีนรูเ้พื่อประมาณค่า

ดว้ยการทาํซํ้าต่อไป 
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2.4 การประมาณค่าคาดหมายสงูสดุ 
กระบวนการแจกแจงผสมแบบเกาสด์ว้ยการประมาณภาวะน่าจะเป็นสงูสุดโดยใชค้า่คาดหมาย

สูงสุด (Expectation-Maximization: EM) [26] เป็นการวิเคราะห์ความสัมพนัธ์ของพารามิเตอร์
ภายในของแต่ละกลุ่ม ซึ่งเริ่มจากการกําหนดค่าเริ่มต้น  t = 0 และ การกําหนดค่า Θ0 ด้วย 
K-means และใชข้อ้มลูจากกลุ่มพารามเิตอรท์ีไ่ดจ้ากสมการดา้นบน เขา้กระบวนการทําซํ้าจะแบ่ง
การทาํงานเป็น 2 ขัน้ตอน  

(1) ขัน้ตอนการประมาณการ (Expectation)  เป็นขัน้ตอนคาดคะเนพารามเิตอร์เบื้องต้นจาก
การเรยีนรูค้่าคาดหวงั ประกอบดว้ย  𝑝̂(𝑥𝑘|𝑠𝑖), 𝑝̂(𝑠𝑗|𝑥𝑘), 𝑝̂(𝑥𝑘|𝑐𝑗), κi  และ {∀𝑖 , 𝑗, 𝑘} ขอ้มูล
ของพารามเิตอรเ์พือ่นําไปใชใ้นขัน้ตอนถดัไป   

(2) ขัน้ตอนการปรับปรุ งค่า  (Maximization) จะส่งค่ากลับไปให้ขัน้ตอนแรกทํางาน 
กระบวนการทัง้หมดจะหยดุทาํเมือ่ขึน้ตอนในรอบทีผ่่านมากบัรอบปัจจุบนัมคี่าใกลเ้คยีงกนัมาก  จะ
มกีารปรบัปรุงคา่ดงันี้ Θ𝑡+1 และ จากสมการที ่11 สามารถเขยีนเป็นสมการไดด้งันี้ 

 

 𝜇𝑖 =
∑ {(1−𝑘 α)𝑝̂(𝑠𝑖|𝑥𝑘)+α𝐵𝑖 ∑ 𝑎𝑖

𝑗
×𝑝̂(𝑥𝑘|𝑠𝑗)×𝑝̂(𝑥𝑘|𝑐𝑖)}𝑥𝑘𝑗

∑ {(1−𝑘 α)𝑝̂(𝑠𝑖|𝑥𝑘)+α𝐵𝑖 ∑ 𝑎𝑖
𝑗

𝑝̂(𝑥𝑘|𝑠𝑗)×𝑝̂(𝑥𝑘|𝑐𝑖)}𝑗

   (13) 

 

 Ε𝑖 =
∑ {(1−𝑘 α)𝑝̂(𝑠𝑖|𝑥𝑘)+α𝐵𝑖 ∑ 𝑎𝑖

𝑗
×𝑝̂(𝑥𝑘|𝑠𝑗)×𝑝̂(𝑥𝑘|𝑐𝑖)}(𝜇𝑖−𝑥𝑘)(𝜇𝑖−𝑥𝑘)𝑡

𝑗

∑ {(1−𝑘 α)𝑝̂(𝑠𝑖|𝑥𝑘)+α𝐵𝑖 ∑ 𝑎𝑖
𝑗

𝑝̂(𝑥𝑘|𝑠𝑗)×𝑝̂(𝑥𝑘|𝑐𝑖)}𝑗

  (14) 

 
จากสมการที ่10 เมือ่แทนคา่ ρ(Θ) = 0 เพือ่หาคา่ 𝜔𝑖 แลว้สามารถเขยีนเป็นสมการไดด้งันี้   

 

 𝜔𝑖 =
∑ 𝑝̂(𝑠𝑖|𝑥𝑘)𝑘

𝑛
   (15) 

 
จากสมการที ่(13) ถงึ (15) ทาํการปรบัปรุงคา่ 𝜌(Θ𝑡+1) จากสมการ (10) ผลลพัธท์ีไ่ดจ้ะเป็น

การประมาณค่าความน่าจะเป็นสงูสดุของพารามเิตอร ์Θ𝑡 

 
3. การวดัประสิทธิภาพการท างาน 

ในงานวจิยันี้ไดนํ้าเสนอวธิกีารแจกแจงผสมแบบเกาสด์ว้ยการประมาณภาวะน่าจะเป็นสงูสุด
ด้วยค่า EM ด้วยเครื่องมือ Bayes Net Toolbox  ในโปรแกรม Matlab [27] เพื่อทําการวดัและ
ประเมนิผลการทาํงานทีส่ามารถเลอืกใชค้่า EM สาํหรบัประมาณค่าทีเ่หมาะสมบนการแจกแจงผสม
แบบเกาส์ได้ และในการทดลองนี้ได้คัดเลือกข้อมูลภาพกิจกรรมจาก Pascal VOC [20] และ 
MS COCO [21, 22] โดยภาพทัง้หมดเป็นกจิวตัรประจําวนัของมนุษย ์(Activities of Daily Living) 
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[28, 29] จะมคีวามสมัพนัธ์กบัดํารงชวีติและการอยู่ในสงัคม ตามสภาวะพื้นฐานของกจิกรรม เช่น 
การแต่งตวัการรบัประทานอาหาร การเคลื่อนที่ การเดนิทาง  และเมื่อนํามาพจิารณาร่วมกนักบั
อุปกรณ์เครื่องมอืร่วมกนักบัท่าทางในกจิกรรม สามารถจดักลุ่มไดด้งันี้ (1) การตดิต่อสื่อสาร เช่น 
มอืถอือเีมล อนิเทอร์เน็ท เป็นต้น (2) การคมนาคม  เช่น รถยนต์ รถไฟ รถสาธารณะ เป็นต้น (3) 
การประกอบอาหาร เช่น อาหาร อุปกรณ์ครวั เป็นตน้ (4) การซื้อของ เช่น อาหาร เสือ้ผา้ เป็นตน้  
(5) งานบา้น เช่น เครื่องซกัผา้ เครอืงดูดฝุ่ น เป็นต้น  (6) การรกัษาพยาบาล และ (7) การจดัการ
ทางด้านการเงนิ ดงัแสดงภาพตวัอย่างในรูปที่ 2 ประกอบด้วยขอ้มูล 4,800 ภาพสําหรบัทดลอง 
และ 3,000 สําหรบัการเรยีนรู ้ ขอ้มูลจะประกอบด้วยกลุ่มคําศพัท์ที่ถูกใหค้วามหมายแล้ว 1,500 
คาํศํพท ์ใชภ้าพทีไ่ดจ้ากการคดัเลอืกแบบสุม่ 3,000 ภาพ สาํหรบัการทดลองในแต่ละชุดขอ้มลู  ทาํ
การเปรียบเทียบกับวิธีการที่นําเสนอการแจกแจงผสมแบบเกาส์ด้วยวิธีค่าคาดหมายสูงสุด 
(Gaussian Mixture Model with Expectation-Maximization: GMEM) ดว้ย 4 วธิดีงันี้ (1) ซพัพอรต์
เวกเตอรแ์มชชนี (Support Vector Machines: SVM) [25]  (2) เคมนี (K-means) [25] (3) คอรเ์นล
เ ค มีน  (Kernel K-means: KK-means) [25]  แ ล ะ (4)  Supervised Dictionary Learning Model 
(SDLM) [30, 31] ซึ่ง วธิ ีK-means กําหนดให้เป็น baseline เพื่อเปรยีบเทยีบกบัการเรยีนรู้ด้วย
ฐานขอ้มลูคาํศพัทด์ว้ยวธิ ีSDLM จะเป็นการรวมกนัระหว่าง รปูแบบการเรยีนรูแ้บบไม่มผีู้สอน และ 
การเรยีนรูแ้บบมผีูส้อนดว้ยค่าถดถอยโลจสิติค (logistic regression model) จะเปรยีบเทยีบกบัวธิ ี
SVM โดยมีการวัดเป็นค่าความถูกต้องของแต่ละกลุ่มข้อมูล ประกอบด้วย  ค่าความแม่นยํา 
(Precision: Pr.)  ค่าความระลึก (Recall: Re.)  และ ค่าประสิทธิภาพโดยรวม (F-measure: F1)  
สาํหรบัการทดลองจะแบ่งกลุ่มตามกจิวตัรประจาํวนัของมนุษย ์ออกเป็น 12 กลุ่ม ดงันี้ การอาบน้ํา 
(bathing) การแต่งตวั (dressing) การกนิ (eating) การซือ้ของ (shopping) การทาํอาหาร (cooking) 
งานบ้าน (housework) ซกัรดี (Laundry) ขบัรถ (driving) ออกกําลงักาย (exercise) การพกัผ่อน 
(leisure) ทาํงาน (working) เดนิ (walking)    

 
4. ผลการทดลอง 

การทดลองจําแนกกจิวตัรประจําวนัสําหรบัวธิกีาร GMEM ได้กําหนดค่าควบคุมการทํางาน
ของฟังก์ชัน 𝜌(Θ) ด้วยค่า λ =0.5 เป็นค่าที่เหมาะสมสําหรบัการทํางานด้วยการเรียนรู้ของ 
วธิกีาร GMEM มากที่สุด  และสุ่มขอ้มูลภาพกจิกรรมออกเป็น 2 ชุด ชุดละ 3,000 ภาพ จํานวน
คําศพัท์ที่ใช้ในการทดลอง 250 และ 150 คํา สําหรบัการทดลองที่ 1 และ 2 ตามลําดบั  ทําการ
ทดลองด้วยการเปรียบเทียบกบัวิธี SVM  K-Means  KK-Means  SDLM และ GMEM แสดงผล
การทดลองเป็นค่าเฉลี่ยความถูกต้องรวม (total average accuracy) ค่าความแม่นยํา (Pr.) ค่า 
ความระลกึ (Re.) และค่าประสทิธภิาพโดยรวม (F1)  แสดงในตารางที่ 1 และ 2 เป็นชุดขอ้มูลการ
ทดลองที ่1 และ 2 ตามลาํดบั  
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ตารางท่ี 1 เปรียบเทียบประสิทธิภาพของการจ าแนกข้อมลูด้วยชุดข้อมลูท่ี 1 (𝛌 =0.5) 

Activity 
Method 

SVM K-means KK-means SDLM GMEM 
Pr. Re. F1 Pr. Re. F1 Pr. Re. F1 Pr. Re. F1 Pr. Re. F1 

Bathing 53.5 58.1 55.7 66.7 55.2 60.4 55.4 56.0 55.7 74.7 66.3 70.3 79.8 89.3 84.3 
Relaxin. 43.0 55.3 48.4 62.9 63.6 63.3 52.0 53.0 52.5 66.3 68.3 67.3 79.6 78.7 79.1 
Cooking 54.3 52.1 53.2 58.8 61.0 59.9 56.6 53.3 54.9 76.5 75.8 76.1 89.2 75.5 81.8 
Dressin. 49.1 44.5 46.7 60.0 61.4 60.7 53.3 60.6 56.7 71.6 70.9 71.2 96.0 82.8 88.9 
Shopin. 44.8 46.7 45.7 51.6 57.1 54.2 56.3 63.7 59.8 71.7 80.9 76.0 93.2 75.8 83.6 
Eating 42.7 45.6 44.1 50.5 50.5 50.5 54.6 61.5 57.8 70.8 72.1 71.4 73.5 83.3 78.1 
Workin 57.3 52.0 54.5 54.7 58.0 56.3 60.2 54.9 57.4 70.1 75.0 72.5 71.6 80.4 75.7 
HousW. 41.1 42.2 41.6 49.5 50.0 49.7 60.0 63.6 61.8 68.5 75.5 71.8 63.2 87.8 73.5 
Exercise 75.0 58.7 65.9 59.6 59.6 59.6 64.6 65.3 64.9 84.0 79.0 81.4 93.3 83.8 88.3 
Driving 50.4 55.3 52.8 56.3 61.1 58.6 60.2 65.3 62.6 75.5 74.0 74.7 80.4 85.4 82.8 
Walking 51.4 50.5 50.9 56.4 61.4 58.8 59.4 55.3 57.3 70.3 68.9 69.6 83.9 72.9 78.0 
Laundry 74.1 64.3 68.9 65.5 52.8 58.5 84.4 59.6 69.9 84.3 75.0 79.4 91.3 85.7 88.4 

Ave. Acc. 51.8 57.5 59.2 73.4 81.6 
 
จากตารางที ่1 ในชุดขอ้มูลที ่1 ใชค้ําศพัท์รวมทัง้หมด 200 คํา ไดค้่าเฉลีย่ความถูกต้องรวม

ของวธิกีาร SVM  K-Means  KK-Means SDLM และ GMEM อยู่ที ่51.8%  57.5% 59.2% 73.4% 
และ 81.6% ตามลาํดบั จะเหน็วา่การจดักลุ่มดว้ย GMEM ในกลุ่มกจิกรรม Dressing และ Exercise 
มคี่าความแม่นยําสูงสุดอยู่ที ่96% และ 93.3%  แต่การจดักลุ่มดว้ยวธิ ีSVM แบบมผีูส้อนสามารถ
จดักลุ่มของ Eating และ Housework ด้วยค่าความแม่นยําเพียง 42.7% 41.1% ในทางกลบักัน 
GMEM สามารถจดักลุ่มไดถ้งึ 73.5%  63.2% และเมื่อทําการทดลองโดยลดจํานวนการใชค้ําศพัท์
ลงใหเ้หลอืเพยีง 150 คําดว้ย ชุดขอ้มลูที ่2 ดงัแสดงผลในตารางที ่2  ไดค้่าเฉลีย่ความถูกตอ้งรวม
ของวิธีการ SVM  K-Means KK-Means  SDLM และ GMEM อยู่ที่  61.0%  64.6%  68.51%  
74.45% และ 84.6% ตามลําดบั จะเห็นว่าวิธี GMEM สามารถจดักลุ่ม Bathing  Relaxing และ 
Housework ไดค้่าความแม่นยําเพิม่ขึน้จากเดมิถงึ 84.4%  83.2% และ 74.7%   และเช่นเดยีวกนั
วธิ ีSDLM สามารถจาํแนกในกลุ่ม Exercise ไดค้า่ความแมน่ยาํสงูถงึ 84.9% และกลุ่ม Laundry สงู
ถึง 85.9% แต่วิธี GMEM สามารถจําแนกได้ 87.9% และ 91.2%  จะเห็นว่าการจําแนกด้วยวิธี 
GMEM สามารถไดผ้ลลพัธท์ีม่คี่าเฉลีย่ความถูกตอ้งสงูถงึ 84.6% สาํหรบัการทดลองโดยใชค้าํศพัท ์
150 คํา และจําแนกได้ค่าเฉลี่ยความถูกต้อง 81.6% สําหรบัการทดลองโดยใช้คําศพัท์ 200 คํา
มากกว่าวธิกีารอื่น ๆ  
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ตารางท่ี 2 เปรียบเทียบประสิทธิภาพของการจ าแนกข้อมลูด้วยชุดข้อมลูท่ี 2 (𝛌 =0.5) 

Activity 
Method 

SVM K-means KK-means SDLM GMEM 
Pr. Re. F1 Pr. Re. F1 Pr. Re. F1 Pr. Re. F1 Pr. Re. F1 

Bathing 62.9 64.2 63.5 63.0 67.0 64.9 72.0 60.4 65.7 73.7 77.7 75.6 84.4 88.0 86.2 
Relaxin. 66.3 57.6 61.6 62.0 57.0 59.4 67.4 56.9 61.7 70.8 78.9 74.6 83.2 83.2 83.2 
Cooking 53.7 53.7 53.7 68.3 57.1 62.2 68.0 58.1 62.7 69.9 76.6 73.1 86.4 77.6 81.7 
Dressin. 53.1 57.1 55.0 68.7 55.9 61.6 67.0 69.7 68.3 70.1 68.8 69.4 95.1 85.7 90.2 
Shopin. 58.6 52.6 55.4 62.0 58.8 60.3 62.7 64.0 63.4 70.8 73.5 72.1 90.4 81.5 85.7 
Eating 55.8 63.0 59.2 63.6 63.6 63.6 56.7 73.5 64.0 74.4 68.4 71.3 78.8 86.7 82.5 
Workin 62.9 68.0 65.3 57.8 67.7 62.4 67.3 70.4 68.8 72.4 73.2 72.8 82.3 78.2 80.2 
HousW. 63.9 66.0 64.9 60.9 63.8 62.3 70.1 78.9 74.3 71.6 69.5 70.5 74.7 81.3 77.9 
Exercise 65.5 76.0 70.4 67.9 79.6 73.3 70.9 83.0 76.5 84.9 80.6 82.7 87.9 87.9 87.9 
Driving 65.5 57.3 61.1 69.1 65.0 67.0 71.0 71.7 71.4 77.3 78.9 78.1 82.4 93.7 87.7 
Walking 61.4 62.0 61.7 61.1 70.4 65.4 70.2 70.9 70.5 75.0 76.5 75.7 82.5 84.2 83.3 
Laundry 63.4 53.6 58.1 75.0 71.6 73.3 85.2 69.7 76.7 85.9 72.3 78.5 91.2 88.3 89.7 

Ave. Acc. 61.0 64.60 68.51 74.45 84.6 

 
5. สรปุผลการทดลอง 

งานวจิยันี้ไดนํ้าเสนอรูปแบบการจําแนกขอ้มูลภาพทีเ่ป็นกจิกรรมของมนุษยโ์ดยจะแบ่งกลุ่ม
ตามกิจวัตรประจําวันที่เกิดขึ้นเป็น 12 กลุ่มทัว่ไป และใช้วิธีการแจกแจงผสมแบบเกาส์ด้วย 
วธิีค่าคาดหมายสูงสุด ซึ่งมกีารหาความสมัพนัธ์ของคําศพัท์ และค่าเหมาะสมของพารามิเตอร์
ภายในกลุ่มขอ้มูลที่ใช้ในการจําแนก เพื่อให้ได้ผลลพัธ์ตามกลุ่มความหมายที่ดทีี่สุด จากผลการ
ทดลองจะเหน็ว่า มคี่าเฉลี่ยความถูกต้องสูงถงึ 84.6% สําหรบัการทดลองโดยใช้คําศพัท์ 150 คํา 
และค่าเฉลีย่ความถูกต้อง 81.6% สําหรบัการทดลองโดยใชค้ําศพัท์ 200 คํามากกว่าวธิกีารอื่น ๆ 
แต่อย่างไรกต็ามเมื่อทําการทดลองโดยเพิม่คําศพัท์จะเหน็ว่ามคี่าเฉลีย่ความถูกต้องทีล่ดตํ่าลงซึ่ง
ยงัคงเป็นสิง่ทีต่อ้งแกไ้ขและปรบัจาํนวนกลุ่มใหม้คีวามหลากหลายมากขึน้สาํหรบัการทดลองต่อไป 
 
References 
[1] Ranasinghe DC, Torres RLS, Wickramasinghe A. Automated activity recognition and 

monitoring of elderly using wireless sensors: Research challenges. 5th IEEE 
International Workshop on Advances in Sensors and Interfaces; 2013. p. 224-7. 



วิศวกรรมสารเกษมบัณฑิต ปีที่ 11 ฉบับที ่1 มกราคม-เมษายน 2564  71 

 คณะวิศวกรรมศาสตร์ มหาวิทยาลัยเกษม

บัณฑิต 

บทความวิจัย 

[2] Ann OC, Theng LB. Human activity recognition: A Review. 2014 IEEE International 
Conference on Control System, Computing and Engineering; 2014. p. 389-93. 

[3] Kay W, et al. The kinetics human action video dataset. Computer Vision and Pattern 
Recognition. 2017. 

[4] Zainudin MNS, Sulaiman MN, Mustapha N, Perumal T. Activity recognition based on 
accelerometer sensor using combinational classifiers. 2015 IEEE Conference on Open 
Systems (ICOS); 2016. p. 68-73.  

[5] Bulling A, Blanke U, Schiele B. A tutorial on human activity recognition using body-worn 
inertial sensors. ACM Computing Surveys (CSUR) 2014;46(3):1-33. 

[6] Yang JB, Nguyen MN, San PP, Li XL, Krishnaswamy S. Deep convolutional neural 
networks on multichannel time series for human activity recognition. Proceedings of the 
24th International Conference on Artificial Intelligence. AAAI Press; 2015. p. 3995-4001. 

[7] Chinpanthana N, Phiasai T. Deep textual Searching for Visual Semantics of Personal 
Photo Collections with a Hybrid Similarity Measure. International Symposium on 
Computer Science and Intelligent Controls; 2017. p. 124-28. 

[8] Fine S, Singer Y, Tishby N. The hierarchical hidden Markov model: analysis and 
applications. Machine Learning 1998;32:41-62. 

[9] Natarajan P, Nevatia R. Coupled hidden semi Markov models for activity recognition. 
2007 IEEE Workshop on Motion and Video Computing; 2007. 

[10] Jindong W, Yiqiang C, Shuji H, Xiaohui P, Lisha H.  Deep Learning for Sensor-based 
Activity Recognition: A Survey Pattern Recognition Letters. 2019;119: 3-11.  

[11] Catal C,Tufekci S, Pirmit E, Kocabag G. On the use of ensemble of classifiers for 
accelerometer-based activity recognition. Applied Soft Computing 2015;37:1018-22. 

[12] Anguita D, Ghio A, Oneto L, Parra X, Reyes-Ortiz JL. Human activity recognition on 
smartphones using a multiclass hardware-friendly support vector machine. International 
Workshop of Ambient Assisted Living (IWAAL 2012); 2012. p. 216-23 

[13] Lopes N, Ribeiro B. Deep belief networks (DBNs). Machine Learning for Adaptive Many-
Core Machines - A Practical Approach. Springer International Publishing; 2015. p. 155-
86. 

[14] Chen Y, Xue Y. A deep learning approach to human activity recognition based on single 
accelerometer. 2015 IEEE International Conference on Systems, Man, and Cybernetics; 
2015. p. 1488-92. 



72 Kasem Bundit Engineering Journal Vol.11 No.1 January-April 2021 
 

 Faculty of Engineering, Kasem Bundit 

University 

Research Article 

[15] Zeng M, Nguyen LT, Yu B, Mengshoel OJ, Zhu J, Wu P, et al. Convolutional Neural 
Networks for human activity recognition using mobile sensors. 6th International 
Conference on Mobile Computing, Applications and Services; 2014. p. 197-205.  

[16] Alsheikh MA, Selim A, Niyato D, Doyle L, Lin S, Tan HP. Deep activity recognition 
models with triaxial accelerometers. AAAI workshop; 2016. 

[17] Ordonez FJ, Toledo P, Sanchis A. Sensor-based bayesian detection of anomalous living 
patterns in a home setting. Personal Ubiquitous Comput 2015;19(2):259-70. 

[18] Jennifer RK, Gary MW, Samuel AM. Activity recognition using cell phone 
accelerometers. ACM SigKDD Explorations Newsletter 2011;12(2):74-82. 

[19] Reyes-Ortiz JL, Oneto L, Samà A, Parra X, Anguita D. Transition-aware human activity 
recognition using smartphones. Neurocomputing 2016;171:754-67.  

[20] Everingham M, Gool L, Williams CK, Winn J, Zisserman A. The PASCAL visual object 
classes (VOC) challenge. International Journal of Computer Vision 2010;88:303-38. 

[21] Caesar H, Uijlings J, Ferrari V. COCO-Stuff: Thing and stuff classes in context. 2018 
IEEE/CVF Conference on Computer Vision and Pattern Recognition; 2018. p. 1209-18. 

[22] Lin T, Maire M, Belongie SJ, Hays J, Perona P, Ramanan D, et al. Microsoft COCO: 
common objects in context. In: Fleet D, Pajdla T, Schiele B, Tuytelaars T, editors. 
Computer Vision – ECCV 2014. ECCV 2014. Lecture Notes in Computer Science, vol 
8693. Springer, Cham. p. 740-55. 

[23] Dhillon IS, Guan Y, Kulis B. Kernel K-means: spectral clustering and normalized cuts. 
Proceedings of the Tenth ACM SIGKDD International Conference on Knowledge 
Discovery and Data Mining; 2004. p. 551-6. 

[24] Frey PW, Slate DJ. Letter recognition using Holland-style adaptive classifiers. Machine 
Learning.1991;6:161-82. 

[25] Bishop CM. Pattern recognition and machine learning. New York: Springer; 2006. 
[26] Banfield JD, Raftery AE. Model-based Gaussian and non-Gaussian clustering. 

Biometrics 1993;49:803-21. 
[27] Chen M. EM algorithm for Gaussian mixture model (EM GMM) [Internet]. MATLAB Central 

File Exchange; 2021 [cited 2021 January 8]. Available from: https://www.mathworks.com/ 
matlabcentral/fileexchange/26184-em-algorithm-for-gaussian-mixture-model-em-gmm  



วิศวกรรมสารเกษมบัณฑิต ปีที่ 11 ฉบับที ่1 มกราคม-เมษายน 2564  73 

 คณะวิศวกรรมศาสตร์ มหาวิทยาลัยเกษม

บัณฑิต 

บทความวิจัย 

[28] Drumm-Boyd C. Activities & instrumental activities of daily living - definitions, importance 
and assessments [Internet]. 2020. Available from: https://www.payingforseniorcare.com/ 
activities-of-daily-living. 

[29] Costenoble A, Knoop V, Vermeiren S, Vella RA, Debain A, Rossi G, et al. A 
comprehensive overview of activities of daily living in existing frailty instruments: a 
systematic literature search. The Gerontologist; 2019. 

[30] Lian X, Li Z, Wang C, Lu B, Zhang L. Probabilistic models for supervised dictionary 
learning. Proceedings of the 2010 IEEE Conference on Computer Vision and Pattern 
Recognition; 2010. p. 2305-12. 

[31] Mairal J, Bach F, Ponce J, Sapiro G, Zisserman A. (2008). Discriminative learned 
dictionaries for local image analysis. IEEE Conference on Computer Vision and Pattern 
Recognition; 2008.  

 
ประวติัผูเ้ขียนบทความ 

เตชคฐ์สิณป์ เพียซ้าย  อาจารยป์ระจําสาขาวทิยาศาสตร์และเทคโนโลย ี
มหาวิทยาลยัสุโขทยัธรรมาธิราช  งานวิจยัทางด้านโทรคมนาคมไฟฟ้า 
อิเลคทรอนิค การประมวลด้วยเสยีง IoT การประมวลผลแบบ 3D การ
ประมวลผลภาพดิจิทัล  การประมวลผลภาพวิดีโอแบบเรียลไทม์ 
อเีมล tejtasin.phi@stou.ac.th 
 

นัศพ์ชาณัณ ชินปัญช์ธนะ  อาจารย์ประจําวิทยาลัยนวัตกรรมด้าน
เทคโนโลยีและวิศวกรรมศาสตร์ มหาวิทยาลยัธุรกิจบณัฑิตย์ งานวิจยั
ทางด้านการประมวลผลภาพดิจิทัลทางด้านความหมายภาพ งาน
ประมวลผลภาพทางด้านโรงงานอุตสาหกรรมการผลิต การจําแนกภาพ
ดิจิทัล การรู้จําภาพดิจิทัล การประมวลผลภาพวิดีโอแบบเรียลไทม์ 
อเีมล nutchanun.cha@dpu.ac.th 

 
 

Article History:  
Received: February 17, 2021  
Revised: April 1, 2021  
Accepted: April 17, 2021   




