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ABSTRACT 

Automotive export is an important industry that contributes to Thailand economy. The current 

models to forecast the export quantity include Moving Average (MV), Holt-Winters (HW), 

Autoregressive Integrated Moving Average (ARIMA), and Artificial Neural Networks (ANNs). 

However, time series data often contain both linear and nonlinear patterns which the current 

forecasting models cannot provide much accuracy. In this study, a hybrid model is proposed 

to forecast automotive export quantity. The hybrid model combines the unique strength of 

ARIMA and ANN which is good for modeling linear and nonlinear behavior data. The 

comparison of ARIMA, ANN, Additive ARIMA-ANN and Multiplicative ARIMA-ANN is 

presented. Performance of the hybrid models is measured using the mean absolute 

deviation, the mean square error and mean absolute percentage error. The results indicate 

that the performance of the hybrid models is better in term of forecast accuracy than the 

other compared models. 
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1.  Introduction 

Thailand's automotive export industry has rapid expansion and high growth rate. The 

automotive industry including private cars, pickup trucks, and motorcycles which is an 

important industry and has created a number of entrepreneurs. The automotive industry has 

significant impact on the country’s economic development, including manufacturing, 

employment, technology development and links with many other industries, including the 

steel industries, rubber, glass, and electronics. From Thailand Economic Report in 2016, the 

figures of automotive export value has fluctuated due to the fluctuated [1]. Forecasting is 

one of the factors that contribute to the determination and implementation of international 
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trade policies. The forecasted figures will enable the government to plan for international 

trade.  

A number of forecast models are used depending on the characteristics of the data. For 

export forecast, the popular forecast model is time series forecasting. Time series forecasting 

can be termed as the act of predicting the future by understanding the past. Many 

researchers used the models to forecast the export quantity in form of univariate individual 

models. For example, Co and Boosarawongse compared the performance of Artificial Neural 

Networks (ANNs) with exponential smoothing and Autoregressive Integrated Moving Average 

(ARIMA) model to forecast the volume of international trade of rice in Thailand [2]. Emang 

et al, studied export demand of moulding and chipboard volume (m³) from Peninsular, 

Malaysia. Export demand for moulding and chipboard were estimated using univariate time 

series models including the Holt-Winters Seasonal, ARAR algorithms and the seasonal 

ARIMA models [3]. Wong et al, found similar results that the ARIMA models generated 

smaller forecasting errors over a longer time period [4]. Yavuz et al, using an ARIMA model 

to determine the beef market tendency and use this information as an aid to design public 

policy in Turkey [5]. However, the predictive capacity of types of univariate models is not 

always optimal. 

Univariate models have limitations in predicting time series data that have a linear and 

non-linear combination in the same data set [6]. For example, the Moving Average (MV), 

Holt-Winters (HW) and Autoregressive Integrated Moving Average (ARIMA) model are linear 

predictive models. The predictive function is a linear combination of several past 

observations. This model captures linear data, but cannot deal with nonlinear relationships 

while the neural network model alone is able to handle nonlinear patterns equally well when 

compare with the linear model. As the time series data of Thailand’s export figures are a 

combination of linear and non-linear, the individual model may not be as good as expected. 

Hence, the hybrid model using both ARIMA and ANNs was proposed by Zhang [6] combining 

the advantage of ARIMA and ANNs for modelling linear and nonlinear behaviour in data 

sets. However, the Zhang model was the additive hybrid model. Therefore, in this paper 

proposes a new multiplicative hybrid model for automotive export industry forecasting.  
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2. Methodology 

2.1 Autoregressive Integrated Moving Average (ARIMA) Model. 

The autoregressive integrated moving average (ARIMA) model was purposed by Box 

and Jenkins [7]. The ARIMA model has been one of the most popular approaches for 

forecasting. In ARIMA model, the future value of a variable is assumed to be a linear 

combination of several past observations and past errors, which can be denoted as ARIMA 

(p,d,q) or expressed as the following form: 

 
 ∆𝑑𝑑𝑦𝑦𝑡𝑡 = 𝛿𝛿 + ∅1∆𝑑𝑑𝑦𝑦𝑡𝑡−1+. . . +∅𝑝𝑝∆𝑑𝑑𝑦𝑦𝑡𝑡−𝑝𝑝 + 𝜀𝜀𝑡𝑡 − 𝜃𝜃1𝜀𝜀𝑡𝑡−1−𝜃𝜃2𝜀𝜀𝑡𝑡−2−. . .−𝜃𝜃𝑞𝑞𝜀𝜀𝑡𝑡−𝑞𝑞 (1) 

 

Where 𝑦𝑦𝑡𝑡  is the value of observations and 𝜀𝜀𝑡𝑡 is the random error at time t, ∅𝑝𝑝  and 

𝜃𝜃𝑞𝑞  are the coefficients, p and q are integers that are often referred to as autoregressive and 

moving average polynomials, respectively. 

 

2.2 Artificial Neural Network (ANN) Model 

Artificial neural networks (ANNs) approach has been suggested as an alternative 

technique to time series forecasting for non-linear component in the last few years. The most 

widely used ANNs in forecasting problems are multi-layer perceptrons (MLPs), which use a 

single hidden layer feed forward network (FNN) in diagrammatically depicted as below [6]. 

 

 

Figure 1 The feed forward architecture 
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The output of the model is computed using the following mathematical expression [8]. 

 

 𝑦𝑦𝑡𝑡 = 𝑤𝑤0 +  ∑ 𝑤𝑤𝑗𝑗𝑔𝑔�𝑤𝑤0𝑗𝑗 + ∑ 𝑤𝑤𝑖𝑖,𝑗𝑗𝑦𝑦𝑡𝑡−𝑖𝑖𝑃𝑃
𝑖𝑖=1 �𝑄𝑄

𝑗𝑗=1  (2) 

 

where 𝑦𝑦𝑡𝑡   is the output and  𝑦𝑦𝑡𝑡−𝑖𝑖 (i = 1,2,..., P)  . The integers P, Q are the number of 

input and hidden nodes respectively, g is a sigmoid transfer function. 𝑤𝑤𝑗𝑗  = ( j= 1,2,...,Q) is 

a vector of weights from the hidden layer to output nodes, 𝑤𝑤𝑖𝑖,𝑗𝑗  (i =1,2,..., Q; j =1,2,...,Q) 

are the weights from the input to hidden nodes. 𝑤𝑤0 and 𝑤𝑤0𝑗𝑗 are the bias terms. Usually, 

the sigmoid or hyperbolic tangent f(x) = 1
1+e−x

  is applied as the nonlinear activation 

function. Other activation functions, such as linear, logistic sigmoid function, etc. can also be 

used [8, 9]. 

 

2.3 Hybrid ARIMA-ANN Models 

In general, the principle of the hybrid model based on effects of time series components 

namely, additive model = T+C+S+I and multiplicative model = T*C*S*I which Trend (T); 

Cyclical (C); Seasonal (S); and Irregular (I). Moreover, the complexity in the time series is 

composed of a linear component (L) and a nonlinear component (N). This study may assume 

two models in time series, an additive model (L+N) and a multiplicative model (L*N). The 

hybrid model exploits the unique feature and strength of ARIMA model as well as ANN model 

in determining different patterns. Thus, it could be advantageous to model linear and 

nonlinear patterns separately by using different models and then combine the forecasts to 

improve the overall modeling and forecasting performance. 

 

2.3.1 Additive Hybrid ARIMA-ANN Model 

The additive hybrid ARIMA-ANN model was proposed by Zhang [6]. It is based on the 

assumption that the given Time series is a sum of two components, linear and non-linear, 

given in: 

 

 𝑦𝑦𝑡𝑡 = 𝐿𝐿𝑡𝑡 + 𝑁𝑁𝑡𝑡 (3) 
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where 𝐿𝐿𝑡𝑡 denotes the linear component and 𝑁𝑁𝑡𝑡 denotes the nonlinear component. These 

two components have to be estimated from the data. In the first step, an ARIMA model is 

used to analyze the linear component, then the residuals from the linear model will contain 

only the nonlinear relationship. Let 𝑒𝑒𝑡𝑡 denote the residual at time t from the linear model, 

then 

 

 𝑒𝑒𝑡𝑡 = 𝑦𝑦𝑡𝑡 − 𝐿𝐿�𝑡𝑡 (4) 

 

where 𝐿𝐿�𝑡𝑡 is the forecast value for time t from the estimated relationship in Eq (4). The 

second step, a neural network model is developed to model the residuals from the ARIMA 

model (see Figure 2). 

 

 𝑒𝑒𝑡𝑡 = 𝑓𝑓(𝑒𝑒𝑡𝑡−1, 𝑒𝑒𝑡𝑡−2, … , 𝑒𝑒𝑡𝑡−𝑛𝑛) + 𝜀𝜀𝑡𝑡 , (5) 

 

The hybrid model predictions are now obtained by summing the ARIMA and ANN 

predictions in Eq (6): 

 

 𝑦𝑦�𝑡𝑡 = 𝐿𝐿�𝑡𝑡 + 𝑁𝑁�𝑡𝑡 (6) 

 

ANNARIMA Predicted 
Value(Nt)

Predicted 
Value(Lt )

Lt + Nt
Integrated 
Prediction

Residual 
et  = y - Lt

  

Figure 2 The Additive ARIMA-ANN Model 

 

2.3.2 Multiplicative Hybrid ARIMA-ANN Model 

We present the multiplicative model for forecasting time series data, in contrast to the 

additive model proposed by Zhang. The model assumes that a given Time series data is the 

product of a linear and a non-linear time series as: 
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 𝑦𝑦𝑡𝑡 = 𝐿𝐿𝑡𝑡 ∗ 𝑁𝑁𝑡𝑡 (7) 

 

The given time series data 𝑦𝑦𝑡𝑡  is modeled using ARIMA as shown in Eq. (4), similar 

to the same step in Zhang model. Then, the predictions 𝐿𝐿�𝑡𝑡  obtained divide the original time 

series data to obtain the non-linear time series data series as: 

 

 𝑒𝑒𝑡𝑡 = 𝑦𝑦𝑡𝑡/𝐿𝐿�𝑡𝑡 (8) 

 

The series 𝑒𝑒𝑡𝑡  is modeled and predicted using ANN. The obtained non-linear 

predictions 𝑁𝑁�𝑡𝑡 in Eq. (8) and linear predictions 𝐿𝐿�𝑡𝑡  are multiplied to obtain the final model 

forecasts as given by Eq. (9). The block diagram of this model is as shown in Figure 3. 

 

 𝑦𝑦�𝑡𝑡 = 𝐿𝐿�𝑡𝑡 ∗ 𝑁𝑁�𝑡𝑡 (9) 

 

ANNARIMA Predicted 
Value(Nt)

Predicted 
Value(Lt )

Lt * Nt
Integrated 
Prediction

Residual 
et  = y/Lt

  
Figure 3 The Multiplicative ARIMA-ANN Model 

 

3. Data Description and Forecast Evaluation Criteria 

3.1 Data Description 

The data of monthly automotive export value were used for forecasting the hybrid model 

performance. For data sets include the export value of total cars export, private cars, pickup 

trucks, and motorcycles. The data collection period is from January 2006 to December 2016 

with a total of n =132 observations, as illustrated in Figure 4.  

  

 Computer Science and Engineering 

  



Kasem Bundit Engineering Journal Vol.8  Special Issue  May 2018 

The 9th International Science, Social Science, Engineering and Energy Conference (I-SEEC 2018) 
157 

 

  

  
Source : Thailand Trading Report, Ministry of Commerce [10]. 

Figure 4 Thailand’s automotive export monthly data from Jan 2006 to Dec 2016 

 

To compare the performance of each model, the data set is divided into two samples, 

a training and a testing set. The training data set is used exclusively for model development 

and the testing data set is used to evaluate the established model. Many researchers in the 

literatures use appropriate ratios of splitting data not less than 80:20 for the training and the 

testing sets, respectively. Thus, the data were splited into 108 observations for training set 

and the remainder of 24 observations for testing set. 

 

3.2 Forecast Evaluation Criteria 

The performance of the each model was evaluated using Mean Absolute Deviation 

(MAD), Mean Square Error (MSE) and Mean Absolute Percentage Error (MAPE) which are 

widely used for evaluating result of time series forecasting [6, 11, 12]. The MAD, MSE, and 

MAPE are as follow: 
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 MAD = 
1
𝑛𝑛
∑ |𝑦𝑦𝑖𝑖 − 𝑦𝑦𝚤𝚤� |𝑛𝑛
𝑖𝑖=1   (10) 

 

 MSE = 
1
𝑛𝑛
∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖)2𝑛𝑛
𝑖𝑖=1  (11) 

 

 MAPE = 
1
𝑛𝑛
∑ �𝑦𝑦𝑖𝑖−𝑦𝑦�𝑖𝑖

𝑦𝑦𝑖𝑖
� ∗ 100𝑛𝑛

𝑖𝑖=1   (12) 

 

where 𝑦𝑦𝑖𝑖 and 𝑦𝑦𝚤𝚤�   are the observed and predicted data and n is the number of observations. 

 

4. Forecast procedure 

4.1 Forecasted ARIMA Model 

The ARIMA(p,d,q) were found and the best model under the Akaike Information Criterion 

(AIC) were selected from the training set [11,12,13]. The AIC formula is as follow: 

 

 AIC(p) = nIn(𝜎𝜎�𝑒𝑒2/n) + 2p  (13) 

 

Here n is the number of effective observations, used to fit the model, p is the number of 

parameters in the model and 𝜎𝜎�𝑒𝑒2 is the sum of sample squared residuals. The optimal model 

order is chosen by the number of model parameters. 

The forecasted ARIMA model started from determining “d” with unit root test method. 

Then, we are determines p and d which is the order of AR and MA term from 0 to 12 and 0 

to 5, respectively. The result of the best ARIMA(q,d,q) provide to small AIC of each data set 

show in Table 1. 

 

Table1 The best of structure ARIMA(p,d,q) model 

Data set ARIMA (p,d,q) AIC 

Total car export 0x1x2 2237.90 

Private car 1x1x2 2040.25 

Pickup truck 0x1x2 2092.73 

Motorcycle 0x1x3 1602.48 
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4.2 Forecasted Neural Network Model 

The ANN models are trained with the modifications of conventional backpropagation 

algorithm (Levenberg-Marquardt algorithm) over the training set and then tested over the 

testing set. The convergence criteria used for training is MSE less than or equal to 0.001 or 

a maximum of 1000 iterations. The experiment was repeated 10 times and searched for the 

best model under number input and hidden nodes of 1 to 15 for forecasting performance of 

neural network. The best model of neural network structures were delimited as 6x1x1, 

11x1x1, 1x1x1, and 12x1x1, which were selected to model the total car export, private cars, 

pickup trucks, and motorcycles, respectively. 

 

4.3 Forecasted Hybrid Models 

In a similar fashion, the hybrid models forecasting of additive and multiplicative model 

use the same terms as the ARIMA and the ANN models. By selecting parameters of the 

best ARIMA model, than analysis residual from ARIMA with ANN model which follow method 

in headings 2.3.1 and 2.3.2. The criteria for selecting the best model mentioned in the 

residual section, the neural network structures of additive model were delimited as 2x3x1, 

12x1x1, 6x2x1, and 13x1x1. For the multiplicative model were delimited as 2x9x1, 7x3x1, 

9x2x1, and 13x3x1, which were selected to model the total car export, private cars, pickup 

trucks, and motorcycles, respectively. 

 

5. Findings 

The forecasting results for the automotive export data showed that the accuracy 

associated with the ARIMA model and the ANNs model are not good compared to the hybrid 

models (see Table 2).  
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Table 2 The forecasting results of automotive export value. 

Category 3 month forecasted 24 month forecasted 

MAD MSE MAPE % MAD MSE MAPE % 

Total car export 
      

ARIMA  9239.85 9.70E+07 9.83 9701.45 1.60E+08 10.22 

ANN 10113.91 1.19E+08 10.74 9286.12 1.45E+08 9.56 

Additive model  7614.68 7.32E+07 7.98 8939.07 1.28E+08 9.16 

Multiplicative model  7762.28 6.55E+07 8.32 7938.15 8.96E+07 8.30 

Private cars 
      

ARIMA  1083.45 1.64E+06 5.64 5180.05 5.52E+07 16.66 

ANN 1815.21 3.61E+06 9.61 8657.07 1.13E+08 25.58 

Additive model  1425.55 2.99E+06 7.56 5222.44 4.78E+07 16.95 

Multiplicative model  551.74 4.66E+05 2.86 4668.62 4.36E+07 14.71 

Pickup trucks 
      

ARIMA  6003.53 3.96E+07 19.02 4620.40 3.14E+07 23.14 

ANN 6169.71 5.11E+07 18.61 4882.19 3.49E+07 24.33 

Additive model  5285.04 3.13E+07 16.87 4158.08 2.65E+07 20.47 

Multiplicative model  8285.18 7.01E+07 26.81 3370.93 2.28E+07 16.45 

Motorcycles 
      

ARIMA  667.16 5.29E+05 15.07 464.82 3.22E+05 13.80 

ANN 816.31 6.69E+05 18.33 430.30 2.66E+05 12.36 

Additive model  477.40 2.47E+05 10.78 410.06 2.49E+05 12.44 

Multiplicative model  528.56 3.07E+05 11.93 382.03 2.16E+05 11.57 

 

For the of 3 month forecasted base on MAPE, an additive hybrid model was 7.98%, 

16.87% and 10.78% for total car export, pickup trucks, and motorcycles, respectively 

outperformed than the ARIMA, ANN, and multiplicative model. Likewise, the additive model 

provided better predictions over the other models based on MAD and MSE. It should be 
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noted that additive model do not provide better forecast for every data point especially the 

private car that provide accuracy less than multiplicative model. However, this model is 

generally more accurate than other models in this dataset. For the 24 month forecasted, a 

multiplicative hybrid model generated superior results as indicated by the improvements in 

MAPE by 8.30%, 14.71%, 16.45% and 11.57 for total car export, pickup trucks, private cars 

and motorcycles respectively. Also, it should be noted that the value of MAD and MSE 

associated with the multiplicative model was the lowest among the four models.  

 

6. CONCLUSION 

The forecast of automotive export value is important for managing Thailand automotive 

industry. The current forecasting models have some limitations in predicting time series data 

that have a linear and nonlinear combination in the same set data set. In this paper, a 

multiplicative hybrid model was proposed using the concept that the ARIMA model was used 

to analyze the linear part of the problem and then the residuals from the ARIMA model were 

modeled by using the ANNs model. The results from the multiplicative hybrid model indicated 

that for the long-term forecast approach gave more reliable prediction for automotive time 

series data than the additive hybrid model and the single ARIMA and ANNs models. For 

short-term forecast, the additive hybrid model has the highest accuracy  
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