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ABSTRACT 

Currently, question answering systems still have some problems due to the ambiguity of 

words. Sometimes, the words with the same meaning, but differently writing can bring the 

wrong answers. Latent Semantic Indexing (LSI) is one method that many researchers used 

to solve a problem of synonym since LSI can be applied for finding the latent semantic of 

the synonym. Moreover, LSI also reduces the document size while their meaning remains. 

This paper presents a conceptual framework for the development of a question answering 

system using LSI. Here we applied the question answering system for diabetes care.  The 

framework consists of three main steps, i.e., (1) document pre-processing, which is applied 

by a technique of text mining, (2) LSI answer scoring, which follows LSI methods by term 

frequency-inverse document frequency (TF-IDF) weighting, and (3) question answering 

matching, which use the similarity measurement. This paper also includes examples of each 

step. A preliminary experiment shows that the conceptual framework offered can provide the 

correct answer. 
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1.  Introduction 

A question answer system still has problems on finding an efficient answer since the 

system still mostly used keywords to match a similarity of words in a question and those of 

which in an answer collection. As some keywords are synonym, so these would lead mostly 
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to wrong answer. LSI is a technique that supports in finding a semantic meaning of word 

that is written differently but have the same meaning.  There are several researches which 

showed that LSI is effective for alleviation of these problems. Al-Anzi et al. [1] proposed a 

measurement of the Arabic language text classification comparing between vector space 

model (VSM) and LSI using with Naive Bayes and K-NN. The results showed that LSI has 

significantly better performance than VSM. Yalcinkaya et al. [2] presented LSI to classify 

patterns and trends of Building Information Modeling (BIM) by applied to 975 abstracts from 

academic paper with twelve classes of principal areas of research. The results show that 

keywords and phrases are limited. Because they only include phrases in the title, abstracts 

and keywords of BIM. Moreover, their corpus may consist of some other set of keywords.  

Shen et al. [3] have proposed a new model of latent semantic that use n-gram technique to 

find high level of contextual structure from queries and documents. The results reported that 

the model can significantly detect the distinctive semantic information from queries and 

documents. Their performance showed a significant outcome from the previous semantic 

models. Hofmann et al. [4], they applied LSI and SVD for factor analysis of counting data 

based on a statistical latent class model by using Expectation Maximization algorithm to 

search polysemous words. The results indicated that LSI with the algorithm significantly 

increase the searching performance for the polysemous words.  

Some researchers have done their works on question answering systems without using 

LSI. Jin et al. [5] has proposed the improvement in Latent Dirichlet Allocation (LDA) to 

analyze Chinese medical record text, which is based on BM25 (Best Matching) mixture 

weights method. The objectives of this method are to introduce a method of extracting the 

record text as well as labelling them. Their results showed the good performance of grouping 

text paragraph meaning. Shan et al. [6] proposed a diabetes care system using data mining 

technique to recommend diabetics by linking the patient's clinical information, for example, 

medical records, laboratory tests and disease registries.  The results told that data mining 

can be applied for implementing a powerful tool for clinical research. Sarrouti et al. [7] 

proposed a method for biomedical question types (QTs) classification by grouping types of 

biomedical questions in order for biomedical question answering system the experimental 

results reported that the method performed classification efficiently. Although their works 

improved the performance of choosing the answers, the problems involved synonyms still 

not be solved.  

 Faculty of Engineering, Kasem Bundit University Research Article 



วิศวกรรมสารเกษมบัณฑิต ปที่ 8 ฉบับที่ 2 พฤษภาคม-สิงหาคม 2561  23 

To alleviate the synonym issues, this paper presents a conceptual framework of a 

question answering system for diabetes care using LSI. The terms in documents are 

weighted by TF-IDF because it is good at extracting exact important terms from document. 

The rest of the paper is organized as follows. Section 2 introduces related works, 

including TF-IDF weighting, LSI and singular value decomposition (SVD). The next section 

expresses details of the design conceptual framework, evaluation method. Finally, the 

conclusion is made in the last section.  

 

2. Related Work 

2.1 TF-IDF Weighting   

To represent term importance in documents for text processing, it is necessary to weight 

the terms in the documents. There are several ways in weighting terms. The basic term 

weighting consists of BF (binary frequency), TF (term frequency), BF-IDF (binary frequency-

inverse document frequency), and TF-IDF (term frequency-inverse document frequency) [8]. 

TF-IDF weighting is applied to assess how important a word is with respect to a document 

in a corpus. The importance of word grows proportionally to the number of times a word 

appears in the document, but offsetted by the frequency of the word in the collection. 

Variations of the TF-IDF weighting scheme are often used in considering a document's 

relevance given by a user query. TF and IDF are the two criteria to measure the weight of 

a word within text, The TF-IDF weighting schema assigns to term a weight in document and 

the term weighting schemes can be expressed as: 

 

 𝑊𝑊𝑗𝑗𝑗𝑗  = 𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗  × 𝑖𝑖𝑖𝑖𝑖𝑖𝑗𝑗 (1) 

 

where wjk is the weight of term j in document k, tfjk is the number of term j that appears 

in document k, and idfj is the inverse document frequency of term j as derived in the equation  

 

 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =  log 𝑁𝑁
𝑑𝑑𝑑𝑑𝑗𝑗

 (2) 

 

where N is the total number of documents in the corpus, and dfj is the number of 

document in which the index term j appears [9-10]. 
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2.2 Latent Semantic Indexing (LSI) and Singular Value Decomposition (SVD) 

2.2.1 LSI is one of the techniques that applied in the finding process for latent semantic 

that based on statistic method by considering co-occurrence to define relation between 

keyword and document for indexing [11]. Other than considering the term frequency on the 

document, it also considers the relation between word with other document in the same 

collection as well. 

2.2.2 SVD is an algorithm for decompose matrices into 3 matrices, which has principle 

to define latent semantic in order to reduce the matrix size of document [12]. The equation 

shown in the following (3) and (4). 

 

 SVD of document A = USVt  (3) 

 

 SVD of query   q = qtUkSk
-1 (4) 

 

A is matrix of document, q is matrix of question 

U = AVS-1 is computed the original matrix can be recovered as A = USVt 

S is a diagonal matrix containing the singular values of the matrix A. 

V is the eigenvectors of AtA are obtained and its transpose, Vt, computed. 

k is rank-k approximation for reduced matrix size 

 

3.  The Design of Framework 

The design framework in this paper can be divided into three main steps. It consists of 

(1) document pre-processing, (2) LSI answer scoring, and (3) question answer matching, as 

shown in Figure 1. For the second step-LSI answer scoring, we use the LSI for finding the 

latent implications of the answers to the system as outlined in Section 2.2 The details of all 

steps will be explained as follows. For all details in this paper, a detailed description of the 

concept is presented in section 3.1- 3.3  
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Figure 1 The Design of Framework  

 

3.1 Document Pre-processing 

This document pre-processing step is the first step in preparing the data of the answer 

in corpus and a question. It consists of answer pre-processing and question pre-processing. 

To answer pre-processing and question pre-processing, there are three common sub-

processes: (1) keyword segmentation, (2) stop words elimination, and (3) term 

representation, as Figure 1. Figure 2 shows example of operations in the 3 sub-steps above. 
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For example, the word cut in answer a02 will yield the word cut off as shown in Figure 2a, 

2b. The | symbol is used to separate sentences. The next step is the Stop word Elimination 

step. This step is a word wrapping process where unnecessary words are excluded from the 

sentence. For example, in Figure (2c), as a result of the termination of a sentence in 

sentence (2b), we will see that the word cut off, such as "ดงันัน้", "จงึ", we will get a sentence 

without stopping words finally. The last step is to do the term representation. In this paper 

we chose TF-IDF weighting with LSI and SVD. The previous work we proposed four weight 

comparison methods BF, TF, BF-IDF and TF-IDF for question answering system in diabetes 

care [9]. The results showed that TF-IDF was the most effective when compared to other 

weight and many researchers used TF-IDF to analyze the weight of words [13-14]. After 

completion, we will get TF-IDF of each term as shown in Figure (2d). 

 

 

Figure 2 An example of document pre-processing step 

 

3.2 LSI Answer Scoring 

This procedure creates a term-document matrix of all answers and a matrix of questions. 

By LSI method, we calculate the new term scores using TF-IDF with SVD. Details and 

examples are as follows. 
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3.2.1 TF-IDF Matrix Construction 

For this step It is to create a matrix of all the answers in the answer arrays (A) and 

the matrix of questions (q), where q is the matrix of one question. The size is mx1 (1 

represents the number of questions), (m is the total number of terms in the corpus), A is the 

matrix of all the answers in the collection (a01-a10). The matrix A value is derived from the 

TF-IDF of the term in the corpus as discussed in Section 3.1. For example, Figure 3 shows 

the term-document of A with 10 answers and a matrix of q questions. The matrix A is 107x10, 

since the matrix has a total term of 107 words resulting from the word wrapping process, as 

described in section 3.1 (t001-t107). 

 

 

Figure 3 An example of TF-IDF matrix construction  

 

3.2.2 Matrix Decomposition 

Matrix A is decomposed three matrices (i.e., matrix U, matrix S, and matrix V) in this 

process. We calculate U, S and V using equations (3), (4) as described in Section 2.2. For 

example, we calculate U, where U = AVS-1, U is an orthogonal matrix, which U represents 

the keyword. Shown as Figure 4a. The keywords are sorted according to the importance of 

the answer along the diagonal of the S matrix. The S matrix indicates the importance of the 
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keyword (10x10) as shown in Figure 4b. V is the eigenvectors of AtA, it is a orthogonal as 

shown in Figure 4c. Vt is the transpose of the matrix with the column of V, which is the size 

(10x10) in Figure 4d. 

 

 

Figure 4 An example of U, S, and V matrices 

 

3.2.3 k- Rank Approximation 

This step is an estimate rank of k rank for the matrix U, S, V, which k is the Rank-k 

approximation for reducing matrix size. 

For example, the U, S, and V matrices are shown in step 3.2.2, if k = 2, Uk is the 

matrix that contains the first 2 columns of U matrix, Sk is the result that consists of first 2 

columns of S, Vk  is the result that consists of first 2 columns of V,  Vt  is the  transpose of a 

matrix, those rows are the columns of V matrix, Vt
k is  the result that contains the first 2 

columns of Vt as shown in Figure 5a. 
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3.2.4 k-Dimensional Vector Coordinates Finding 

3.2.4.1 Procedure is the finding process for the new matrix of the answer (new A) in 

the corpus. We use equation A = USVt  as shown in section 2.2 in order to reduce the size 

of the k-dimension by considering from vt
k matrix. As show in step 3.2.3.  For example, if k 

= 2, Vk is the result that consists of the first 2 columns in the matrix, which the matrix size 

(10x2) is shown in Figure 5b. 

 

 

Figure 5 An example of Uk, Vk, and Sk matrices 

 

3.2.4.2 This step is to find the new matrix for question (new q), 1 question in order to 

reduce the size of k-dimension by using equation q = qtUkSk
-1 as mentioned in section 2.2.  

For example, if k = 2, Uk is the matrix that contains the first 2 columns of the U matrix, Sk is 

the matrix that contains the first 2 columns of the S matrix. The matrix size (10x2) is shown 

in Figure 6. 

 

 

Figure 6 An example of k-dimensional question vector coordinates 
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3.3 Question Answer Matching  

This process is the matching of the weight of keywords in the question and answer in 

the document. It considers the similarity between the weight of keywords in the question and 

the keyword of answer in the document. There are two steps as following. 

 

3.3.1 Similarity Measurement 

This step is to measure the similarities between question and answer by using cosine 

similarities [15], which define q and A are vector that is able to calculate as shown in Figure 

7a. Assigned q and A is vector; q is question, A is document of answer, i is sequence of 

answer then the result will be calculated by the following equation. 

 

 𝑠𝑠𝑠𝑠𝑠𝑠(𝑞𝑞,𝐴𝐴)  =  𝑞𝑞,𝐴𝐴
⌈𝑞𝑞⌉[𝐴𝐴]  (5) 

 

3.3.2 i-Rank Answer Choosing 

It is the sorting of the answer step, which is determined from the result in section 3.3.1 

by sorting results in descending order as showed in Figure 7b. 

 

 

Figure 7 An example of calculating a similarity between q and Ai  

 

4. Evaluation Method 

To evaluate our proposed framework, we have three experts to check answers which 

are suggested from the system. If two of the experts agree on the result, they will be 

considered as a correct suggestion. If there is only one or no one coincides with the result, 
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the suggested answer will be accounted as a wrong suggestion. The performance of the 

whole system will be assessed by an accuracy which refers to the closeness of a measured 

result by the system to expert answers. 

 

5. Conclusions and Future Works 

This paper proposed a framework of question answering systems for diabetes care 

using LSI with text mining pre-processing. We explained steps in the framework and 

exemplified the steps by showing a user query and its answers using LSI.  The result of the 

preliminary experiment showed that the conceptual framework provided the correct answer. 

The concept of this framework can be applied to other domains in question answer systems. 

The limitation of the conceptual framework is the processes of keyword segmentation and 

stop word elimination, as if the keyword is not in the dictionary, the system cannot match 

the keyword between the used query and the candidate answers in a collection.  For future 

works, we plan to ensure the proposed framework by making a full experiment with a dataset 

of more real questions and answers.  
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