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การเปรียบเทียบเทคนิคการคัดเลือกคุณลักษณะแบบการกรองและการควบรวม 

ของการทําเหมืองข้อความเพื�อการจําแนกข้อความ 
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บทคดัย่อ 
 ปัญหาหนึ�งของการทาํเหมืองขอ้ความคือขอ้มูลมีปริมาณมาก นักวิจัยจาํนวนมากใชเ้ทคนิคการคดัเลือก

คุณลกัษณะเพื�อไดค้าํที�เหมาะสมในการแทนเอกสารและเพิ�มประสิทธิภาพในการจาํแนกเอกสารให้มีค่าความถูกตอ้ง

มากขึ�น เทคนิคที�ใชแ้บ่งเป็น 2 วิธีไดแ้ก่ การกรองและการควบรวม โดยเทคนิคการควบรวมสามารถใชเ้ทคนิคการทาํ

เหมืองขอ้ความร่วมกบัการคน้หาขอ้มูล ในงานวิจยันี� ไดท้าํการเปรียบเทียบการคดัเลือกคุณลกัษณะแบบการกรอง โดย

เลือกใชอ้ินฟอร์เมชนัเกน เกนเรโช และไคสแควร์ วิธีคดัเลือกแบบไคสแควร์ให้ผลดีที�สุดวดัประสิทธิภาพโดยรวม 

92.2% และ การควบรวมใช้เทคนิคซัพพอร์ตเวกเตอร์แมชชีน (SVM) ร่วมกับการค้นหาด้วยวิธีเชิงพันธุกรรม 

(SVMGA) และการคน้หาดว้ยวิธีละโมบ (SVMGD) โดยวิธีคดัเลือกแบบ SVMGD ให้ผลดีที�สุดวดัประสิทธิภาพ

โดยรวม 94% ซึ� งการจาํแนกขอ้ความทั�งสองวิธีใชข้ั�นตอนวิธีแบบซัพพอร์ตเวกเตอร์แมชชีนโดยใชเ้คอร์เนลแบบ

เรเดียลเบสิสฟังกช์นั (SVMR) เมื�อเปรียบเทียบประสิทธิภาพทั�งวิธีการกรองและการควบรวมสรุปไดว้่าประสิทธิภาพ

โดยรวมของการควบรวมมีค่ามากกว่าการกรอง 1.8% ซึ� งทาํให้นักวิจัยสามารถนาํเทคนิคของการควบรวมไปใชเ้พิ�ม

ประสิทธิภาพการจาํแนกขอ้ความ 
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A Comparison of Filter and Wrapper Approaches with Text Mining for 

Text Classification 

 
Vatinee  Nuipian1,2* and Phayung  Meesad3 

 

 

Abstract 
 The main problem for text categorization is the highest dimensionality of feature space. Many 

researchers focus on instruction feature selection techniques to represent a document which in turn, increases the 

overall efficiency of a classification model. There are two general feature selection approaches: the Filter approach 

and the Wrapper approach. The Filter approach used Information Gain, Gain Ratio and Chi-square. The results 

showed that Chi-Square had highest performance with F-measure equaling 92.2%, the Wrapper approach used 

Support Vector Machine consisting of Genetic Algorithm (SVMGA) and Greedy (SVMGD). The results also found 

that Greedy (SVMGD) was the best algorithm with F-measure which equaled 94%. Both feature selection 

approaches employed Support Vector Machine with kernel Radial basis function as a classifier. When comparing 

the effectiveness of Filter approaches to Wrapper approaches, evaluated via F-measure shown that the value of 

Wrapper approaches were higher than that of Filter approaches at 1.8%. In conclusion, this technique enables 

researchers to increase the efficiency of a wrapper approach when implemented for information classification. 
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1. บทนํา 
 การจําแนกเอกสารเป็นวิธีหนึ� งที�เข้ามาช่วยจัดการ

กับกลุ่มเอกสารที�มีจ ํานวนมากขึ� น เช่น  ข้อมูลใน

อินเทอร์เน็ต จึงทําให้การค้นคืนไม่ตรงตามความ

ตอ้งการของผูใ้ชท้าํให้ไม่สามารถสรุปความ ประมวล

ความหมายหรือหาความสัมพันธ์ของคาํได้อย่างตรง

ประเดน็ จึงมีนกัวิจยัหลายท่านพยายามพฒันาระบบการ

คน้คืนเชิงความหมาย โดยขั�นตอนแรกอาจใช้เทคนิค

การทาํเหมืองข้อความเข้ามาช่วยเพื�อให้คอมพิวเตอร์

สามารถทาํงานไดแ้บบอตัโนมัติ หรือกึ� งอตัโนมตัิ ซึ� ง

ผลลัพธ์ของเทอมที�ได้จากการคดัเลือกคุณลักษณะที�ดี

สามารถนํามาสร้างคลาสตามความต้องการของการ

สร้างออนโทโลยีหรือระบบคน้คืนเชิงความหมายและ

กา ร ทํางา น ใ นส่ ว น นี� ส า มา รถ แ บ่ ง เ บ า ภ าร ะ ข อ ง

ผูเ้ชี�ยวชาญได้เป็นอย่างดี การใช้เทคนิคการทาํเหมือง

ข้อ ค ว า ม จั ด ก า ร กับ เ ท อ ม  เ พื� อ ทํา ก า ร ท ด ส อ บ

ประสิทธิภาพของการจาํแนกขอ้ความแต่ปัญหาหนึ�งที�

พบเช่นข้อมูลมีมิติมาก เนื�องจากรายละเอียดของชุด

ขอ้มูลที�ดีต้องมีความถูกตอ้ง น่าเชื�อถือ และครบถ้วน 

โดยเฉพาะเอกสารเป็นชุดขอ้ความที�มีเทอมไม่ซํ� าหรือคาํ

ที�เกิดขึ�นในเอกสารทั� งหมด สามารถเกิดขึ� นเป็นหลัก

ลา้นคาํทาํให้ขอ้มูลมีมิติมากนักวิจัยจึงต้องประยุกต์ใช้

อลักอริธึมต่างๆ เพื�อการลดมิติขอ้มูล เช่นการเลือกคาํที�

มีความถี�มากกว่าค่าที�กาํหนด (Document Frequency) 

[1-2] เพื�อประหยดัทรัพยากรและใช้เวลาประมวล        

ผลน้อย ดังนั� นนักวิจัยส่วนหนึ� งจึงใช้วิธีการคัดเลือก

คุณลกัษณะของขอ้มูลโดยการทาํให้ขอ้มูลเดิมมีขนาด

ลดลงและสูญเสียลักษณะสําคัญของข้อมูลน้อยที�สุด 

การคัดเลือกคุณลักษณะในปัจจุบันใช้แบบการกรอง 

(Filter Approach) แล ะก าร คว บร วม ( Wrapper 

Approach) ซึ� งการกรองส่วนใหญ่เลือกใชเ้ทคนิคแบบ 

อินฟอร์เมชันเกน (Information Gain: IG) เกนเรโช 

(Gain Ratio : GR) ไคสแควร์ (Chi-square :                   ) 

Haruechaiyasak และคณะ [1] และ Thongklin [2] ไดใ้ช้

วิธีการคดัเลือกคุณลกัษณะเป็นวิธีที�สําคญัสําหรับการ

เพิ�มประสิทธิภาพและการหาค่าความถูกตอ้งของการจัด

กลุ่มข้อมูล หลังจากนั� นจึงวัดประสิทธิภาพของการ

จาํแนกข้อความ ด้วยวิธีการที�หลากหลาย เช่น เคเนีย

เรสต์เนเบอร์ (K-Nearest Neighbor: KNN) [1], [3] เบย ์

(Bayesian Network: BN) [1-4] และ ซัพพอร์ตเวกเตอร์

แมชชีน (Support Vector Machine: SVM) [1], [3] ส่วน

วิธีการควบรวม เป็นการนําอลักอริธึมของการจําแนก

ขอ้ความร่วมกบัการคน้หาขอ้มูล เพื�อใชใ้นการคดัเลือก

คุณลกัษณะขอ้มูล [3, 10] ซึ� ง Saengsiri และคณะ [3] ได้

แนะนาํวิธีคน้หาชุดของคุณลกัษณะ คือ การคน้หาดว้ย

วิธีเชิงพนัธุกรรม (Genetic Algorithm) และการคน้หา

ดว้ยวิธีละโมบ (Greedy Search) และทาํการเปรียบเทียบ

วิธีการคดัเลือกขอ้มูลที�ดีที�สุด 

 ดังนั� น ใ นงา น วิ จัย นี�  ผู ้วิ จั ย จึ งทํา ก า ร คัด เ ลื อ ก

คุณลักษณะข้อมูลที�ดีด้วยวิ ธีการเปรียบเทียบการ

คดัเลือกคุณลกัษณะแบบการกรอง และการควบรวมเพื�อ

เลือกใชอ้ลักอริธึมที�ดีที�สุดสําหรับการจาํแนกขอ้ความ  

และนาํไปสร้างคลาสในส่วนของออนโทโลยี สําหรับ

การพฒันาระบบคน้คืนเชิงความหมายแบบกึ�งอตัโนมตัิ 

 

2. ทฤษฎีที�เกี�ยวข้อง 
 การทาํเหมืองขอ้ความเริ�มจากการตดัคาํเนื�องจากการ

คน้คืนส่วนใหญ่ใช้หลกัการคน้คืนจากคาํสําคัญ ซึ� งใช้

วิ ธี เทียบคําค้นกับเอกสาร  (Matching) ที�มีอยู่ใ น

ฐานขอ้มูล จึงใชก้ารตดัคาํแบบคาํเดี�ยว (Single Terms) 
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แต่ ปั ญห า ห นึ� งที� พ บคื อ ข้อมูล มีมิติมาก จึ งต้อ งใ ช้

ข บ ว น ก า ร ใ น ก า ร คัด เ ลื อ ก คุ ณ ลัก ษ ณ ะ  ( Feature 

Selection) ที�เหมาะสม ประกอบดว้ย 2 แบบ คือ การ

กรอง และการควบรวม หลังจากนั�นจึงทาํการจําแนก

ข้อความด้วยวิ ธีเคเนียเรสต์เนเบอร์ [4] เบย์ [1-4] 

และซัพพอร์ตเวกเตอร์แมชชีน [2] 

 

2.1 การสกัดข้อความ (Text Extraction) 

 การสกดัขอ้ความคือเลือกสกดัเฉพาะส่วนที�ตอ้งการ

เช่น  ชื�อ ผู ้แต่ ง  ชื�อ เ รื� อง  ค ําสํา คัญ ฯล ฯ เ นื� องจา ก

คอมพิวเตอร์ไม่สามารถจําแนกหมวดหมู่ของเอกสาร 

ซึ� งเป็นภาษาธรรมชาติได้โดยตรง ดงันั� นจึงตอ้งแปลง

เอกสารให้อยู่ในรูปแบบที�คอมพิวเตอร์สามารถใชใ้น

การเรียนรู้ไดว้ตัถุประสงคท์ี�สาํคญัคือการดึงคุณลกัษณะ

ของเอกสารมาแสดง ซึ� งจากการสาํรวจงานวิจยัที�ผ่านมา

พบว่าสามารถแทนคุณลกัษณะดว้ยคาํเดี�ยว พยางค์ วลี 

กลุ่มของคาํ ประโยค เพื�อใชเ้ป็นตวัแทนของเอกสาร 

และใชค้่าความถี�ของคาํที�ปรากฏในเอกสารเป็นค่าของ

คุณลกัษณะ [1], [5], [6] โดยตอ้งผ่านกระบวนการหา

รากศพัท ์และการกาํจดัคาํหยดุ 

2.1.1 การหารากศัพท์ (Stemming)  

 รูปแบบของคาํที�ยงัไม่เติมคาํหน้า (Prefix) หรือคาํ

ทา้ย (Suffix) เพื�อจดัคาํหลายคาํที�มีความหมายคลา้ยคลึง

กัน เ ป็นคําประเภทเดียวกัน  เช่น  Compatible กับ 

Compatibility ตดั –ible กบั ibility ซึ� งรากศพัท์ (Stem) 

ที�เหลือคือคาํเดียวกนั [1, 4] 

2.1.2 การกําจัดคาํหยดุ (Stop Words)  

 คือการนําคาํที�ไม่มีนัยสําคัญออกไป โดยไม่ทาํให้

ความหมายของเอกสารเปลี�ยน เช่น he, and, in, or, all, 

again [1, 4] 

2.2 การคดัเลือกคุณลักษณะ (Feature Selection) 

การคัดเลือกคุณลักษณะของเอกสาร คือการนํา

เอกสารจากระบบต่าง ๆ เช่น เอกสารข่าวจากเว็บไซต ์

บทคดัยอ่ มาแปลงเพื�อใหเ้อกสารอยู่ในรูปแบบเดียวกนั 

มีองค์ประกอบของเอกสารที� เหมือนกัน และแทน

คุณลักษณะในเอกสารโดยใช้ค ําเดี�ยว พยางค์ วลี       

กลุ่มของคาํ ประโยค เพื�อเป็นตวัแทนคุณลักษณะของ

เอกส าร และทําการ คํานว ณหาค่ านํ� าห นักขอ ง

คุณลกัษณะ อาจใชเ้ทคนิคการวิเคราะห์ทางภาษาเขา้มา

ช่วย (Language Analysis) เพื�อตัดคาํที�ไม่จ ําเป็นออก 

หรือตัดคาํตามสถิติของคลังประโยค เพื�อลดมิติของ

ขนาดเอกสาร 

เนื�องจากชุดของเอกสารเป็นชุดขอ้ความที�มีเทอมไม่

ซํ� าหรือคาํที�เกิดขึ�นในเอกสารทั�งหมด โอกาสเกิดของคาํ

สามารถเกิดขึ�นเป็นหลกัลา้นคาํทาํให้ขอ้มูลมีมิติมาก จึง

ตอ้งประยกุตใ์ชก้ารคดัเลือกคุณลกัษณะที�ดีเพื�อนาํมาหา

ประสิทธิภาพ ลดเวลาในการประมวลผลและทรัพยากร 

[1, 3-4] การคดัเลือกคุณลกัษณะแบ่งได ้2 วิธีไดแ้ก่การ

กรอง (Filter Approach) และการควบรวม (Wrapper 

Approach) 

2.2.1 การกรอง  

การกรอง คือการคัดเลือกคุณลักษณะซึ� ง Meesad 

และคณะ [7] ได้ทาํการเปรียบเทียบการลดมิติข้อมูล

หลาย ๆ แบบเพื�อเลือกใชเ้ทคนิคที�ดีที�สุด คือ ไคสแควร์ 

และ เกนเรโช ส่วน Haruechaiyasak และคณะ [1] 

แนะนําอิน ฟอร์ เมชัน เกน เพื� อใช้ในกา รคัดเลือ ก

คุณลักษณะที�ดีที�สุดของข้อมูลเพื�อใช้ในการจําแนก

ขอ้ความ ประมวลผลไดร้วดเร็วและใชท้รัพยากรนอ้ย  

1) อินฟอร์เมชนัเกน (IG) คือการประเมินค่าเพื�อใช้

ในการแบ่งขอ้มูลดว้ยการคาํนวณค่า Gain สําหรับแต่ละ
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มิติขอ้มูลถา้มิติขอ้มูลใดมีค่า Gain สูงสุด จะถูกเลือกให้

เป็นกลุ่มยอ่ยที�มีอาํนาจจาํแนก ดงัสมการที� 1 แสดงการ

คาํนวณค่า Entropy และคาํนวณค่า Gain [8] 

)|(log)|()( 2

1

0
tjptjppEntropy
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โดยที�  คือผลรวมของความน่าจะเป็นของค่า  j  

ที�เกิดในคลาส t 

p ( tj | ) คือค่าความถี�ที�มีความสัมพนัธ์ของกลุ่ม j กบั

โหนด t 


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โดยที� Entropy (p) คือค่า Entropy ของตวั Root  

 

คือค่า Entropy ในแต่ละโหนด

ยอ่ย 

 

2) เกนเรโช (GR) เป็นการประเมินความน่าเชื�อถือ

ของมิติขอ้มูลโดยการวดั Gain Ratio ในแต่ละคลาสการ

คาํนวณ GR โดยใชค้่า SplitINFO ในสมการที� 3 และ

การคาํนวณค่าการวดั Gain Ratio [9] ดงัสมการที� 4  
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n
SplitINFO ii

k
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3) ไคสแควร์  (    ) คือการประเมินค่าของ แอททริ-

บิวต์ โดยคาํนวณค่า Chi-Square ทางสถิติ [3] ดงัแสดง

ใน สมการที� 5 

            (5) 

 

2.2.2 การควบรวม (Wrapper Approach)  

การควบรวม คือการนาํอลักอริธึมของการทาํเหมือง

ขอ้ความร่วมกบัการคน้หาขอ้มูล มาช่วยในการคดัเลือก

คุณลักษณะของข้อมูล จึงให้ผลลัพธ์ที�ดีกว่าแบบการ

กรอง แต่ใช้เวลาในการคาํนวณมากกว่า ซึ� ง Saengsiri 

และคณะ [3] ไดแ้นะนาํวิธีคน้หาชุดของคุณลกัษณะ  คือ 

การค้นหาด้วยวิธีเชิงพันธุกรรม (Genetic Algorithm) 

และการคน้หาดว้ยวิธีละโมบ (Greedy Search) โดยใช้

วิ ธีการค้นแบบเดินหน้า (Forward Selection) และ

ยอ้นกลบั (Backward Selection) และทาํการเปรียบเทียบ

วิธีการคดัเลือกขอ้มูลดว้ยวิธีการกรอง และวิธีการควบ

รวม ซึ� งวิธีการควบรวมใหค้่าความถูกตอ้งที�ดีกว่า สุคนธ์

ทิพย ์[10] ไดท้าํการเปรียบเทียบการคดัเลือกคุณลกัษณะ

ที�เหมาะสมของวิธีการกรองและการควบรวม ซึ� งพบว่า

วิธีการ Hybrid Classification ที�ใชก้ารคน้หาดว้ยวิธีเชิง

พนัธุกรรมร่วมกบั Wrapper โดยใชอ้ลักอริทึม C4.5 ให้

ค่าความถูกต้องสูงที�สุดและสามารถลดคุณลักษณะที�

ตอ้งนาํมาใช ้

1) ก า ร ค้น ห า ด้ว ย วิ ธี เ ชิ งพัน ธุ ก ร ร ม ( Genetic 

Algorithm: GA) นาํเสนอโดย Holland [11] เป็นวิธีการ

ผสมพันธุกรรมตามธรรมชาติ (Natural Selection)       

จะเห็นว่าในธรรมชาติ พนัธุกรรมของสิ�งมีชีวิตทุกชนิด

มีการพัฒนาโดยเลือกสิ� งที�ดีที�สุดในสายพันธ์ุเพื�อสืบ

ทอดไปยงัรุ่นต่อไป ในการคาํนวณ ใชจ้ากประสบการณ์

ที�มีขั�นตอนการคาํนวณมาก่อนหน้าเพื�อคน้หาคาํตอบที�

ดีกว่าในขั�นตอนต่อไป คาํตอบที�ตอ้งการหาถูกกาํหนด

ในรูป Genome (หรือ Chromosome) จากนั� น GA        

จ ะ ส ร้ า ง แ ล ะ ป รั บ ป รุ ง คุ ณ ภ า พ ข อ ง ป ร ะ ช า ก ร 
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)|Pr(:lcategorica cclass
i
x 

(Population) โดยผ่านกระบวนการต่าง ๆ เช่น Mutation 

Crossover เพื�อสืบหาคาํตอบในหมู่ประชากรที�ดีที�สุด 

จุดเด่นคือการแก้ ปัญหาที�เ ป็น Discrete Continuous 

หรือผสมได ้

2) การคน้หาดว้ยวิธีละโมบ (Greedy Search) เป็น

การคน้หาแบบดีที�สุดก่อน หลกัการของการคน้หาแบบ

นี�คือเลือกเส้นทางที�ดีที�สุดก่อนเพื�อให้เขา้ใกลเ้ป้าหมาย 

พิจารณาจากเส้นทางที�มองเห็นเท่านั�น โดยเลือกโหนด 

1 โหนดเป็นสถานะปัจจุบนัและสร้าง heuristic (h (n) ) 

จากจุด n ไปยงั goal ที�ใกลท้ี�สุด โดย 

h(n) = ค่าประมาณตน้ทุนจากจุด n ไป goal โดยเป็น

ระยะทางที�สั�นที�สุด 

การกาํหนดทิศทางสาํหรับการคน้หามี 2 แบบดงันี�   

1) Forward Chaining จุดเริ�มตน้ + การใชก้ฎ  >

เป้าหมาย 

2) Backward Chaining เป้าหมาย + การใช้กฎ >

จุดเริ�มตน้ 

 

2.3 การจําแนกข้อความ 

ก า ร จํ า แ น ก ข้อ ค ว า ม เ รี ย น รู้ แ บ บ มี ผ ล เ ฉ ล ย 

(Supervised Learning) มีขั� นตอนในการจําแนก             

2 ขั�นตอนคือ การเรียนรู้เพื�อสร้างเอกสารตน้แบบและ

การแยกหมวดหมู่ของเอกสารที�สนใจ โดยการตรวจหา

ความคลา้ยกบักลุ่มเอกสารตน้แบบประกอบดว้ยเทคนิค

ดงัต่อไปนี�  
 

2.3.1 เบย์ (Bayes)  

คือวิธีการเรียนรู้ที�ใช้หลักการของความน่าจะเป็น 

ซึ� งมีพื�นฐานมาจากทฤษฎีของเบย ์ (Bayes’s theorem) 

[12] เช่นกาํหนดใหก้ารเกิดของเหตุการณ์ต่างๆ ที�ใชใ้น

การจาํแนกกลุ่มนั�นเป็นอิสระต่อกนั แนวคิดทฤษฎีของ

เบย ์สามารถทาํนายเหตุการณ์ที�พิจารณาไดจ้ากการเกิด

ของเหตุการณ์ต่างๆ ได ้ดงัสมการที� 6 
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ขอ้สังเกต          ไม่เปลี�ยนสาํหรับค่าคลาส c ที�เปลี�ยนไป 
 

                            ความถี�สัมพทัธ์ของตวัอยา่งในคลาส c 

                                  สูงสุดกต็่อเมื�อ  

                                                              สูงสุด 
 

นาอีฟเบยค์ือการใชว้ิธีการของเบยพ์ร้อมสมมติฐาน

ของการเป็นอิสระต่อกันของตัวแปรอิสระทุกตัว ดัง

สมการที� 7 
 

           (7) 
 

ถา้ลกัษณะประจาํ i เป็น 

ประมาณดว้ยความถี�สัมพทัธ์ของตวัอยา่งที�มีค่า   

ในคลาส c 
 

ถา้ลกัษณะประจาํ i เป็น  

ประมาณดว้ยฟังกช์นัความหนาแน่น Gaussian 
 

2.3.2 เคเนียเรสต์เนเบอร์  

เคเนียเรสต์เน เบอร์ คือการตัดสินใจของคลาส

สําหรับแทนเงื�อนไขหรือกรณีใหม่ โดยการตรวจสอบ

จํานวนบางจํานวน หรือเงื�อนไขที� เหมือนกันหรือ

ใกลเ้คียงกนัมากที�สุด ใชเ้วลาในการคาํนวณสูงเพราะ

การคาํนวณเป็นการเพิ�มขึ� นแบบแฟคทอเรียลตามจุด

ทั�งหมด ขณะที� Decision Tree หรือโครงข่ายประสาท

เทียมประมวลผลเพื�อสร้างเงื�อนไขไดเ้ร็วกว่า เพราะเค
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เนียเรสต์เนเบอร์ มีการคาํนวณทุกครั� งที�มีกรณีใหม่

ดงันั�นเพื�อความรวดเร็วข้อมูลทั�งหมดที�ใชบ้่อยตอ้งถูก

เ ก็ บ ไ ว้ใ น ห น่ ว ย ค ว า ม จํ า  ชื� อ ว่ า  Memory-Based 

Reasoning [13] 

2.3.3 ซัพพอร์ตเวกเตอร์แมชชีน (SVM)  

นาํเสนอโดย [14] ใชเ้พื�อหาระนาบการตดัสินใจใน      

การแบ่งขอ้มูลออกเป็นสองส่วน โดยใชส้มการเส้นตรง

เพื�อแบ่งเขตขอ้มูล 2 กลุ่มออกจากกนัมุ่งหาผลลพัธ์ที�ดี

ที�สุดของการเรียนรู้ (Discriminative Training) บนการ

เรียนรู้จากสถิติของขอ้มูล ซึ� งทาํงานโดยการหาค่าระยะ

ขอบที�มากที� สุด (Maximum Margin) ของระนาบ

ตดัสินใจ (Decision Hyper Plane) ในการแบ่งแยกกลุ่ม

ขอ้มูลที�ใชฝึ้กฝนออกจากกนั โดยใชฟั้งก์ชนัแม็ปขอ้มูล

จาก Input Space ไปยงั Feature Space และสร้างฟังก์ชนั

วดัความคล้ายที�เรียกว่า เคอร์เนลฟังก์ชันบน Feature 

Space โดยมีวตัถุประสงคเ์พื�อพยายามลดความผิดพลาด

จากการทาํนาย (Minimize Error) พร้อมกบัเพิ�มระยะ

แยกแยะใหม้ากที�สุด (Maximized Margin)    ซึ� งต่างจาก

เ ท ค นิ ค โ ด ย ทั�ว ไ ป เ ช่น  โ ค ร งข่ า ย ป ร ะ ส า ท เ ที ย ม 

(Artificial Neural Network: ANN) ที�มุ่งเพียงทาํใหค้วาม

ผิดพลาดจากการทํานายให้ต ํ�าที� สุดเพียงอย่างเดียว 

เหมาะสาํหรับขอ้มูลที�มีลกัษณะมิติของขอ้มูลมีปริมาณ

มา ก  โ ด ย แ บ่ งแ ย ก ก ลุ่ ม จ า ก ร ะ น า บ ห ล า ย มิ ติ ใ ห้

ประสิทธิภาพที�ดีกว่าวิธีการโดยทั�วไป เคอร์เนลที�พบได้

บ่อยคือโพลิโนเมียล (Polynomial) เป็นการคาํนวณหา

เส้นแบ่งโดยใชส้มการเชิงเส้นที�มี Degree มากกว่าสอง

และเรเดียลเบสิสฟังก์ชนั (Radial basis Function) โดยมี

ค่า C เป็นค่าตวัแปรที�ปรับความสมดุลระหว่างการให้

ความสาํคญัของระยะแยกแยะสูงสุด หรือใหค้วามสาํคญั

กบัค่าความผิดพลาดที�ตอ้งการใหต้ ํ�าที�สุด โดยปกติค่า C 

จะกําหนดให้มีค่ามากส่วนค่า  Gamma มีค่าน้อย          

ซึ� งสมการทั� งหมดปรากฏในหนังสือ [15] ส่ว น            

ค่า เคอร์เนลแสดงดังสมการที� (8) และ (9) ได้แก่ 

Polynomial kernel: (SVMP) 
 

 (8) 
 

Radial basis function kernel : (SVMR)  
 

 (9) 
 

3. อุปกรณ์และวธิีการวจิยั 
วิ ธีการวิจัยเ ริ� มต้นโดยการเตรียมข้อมูล ทําการ

คดัเลือกคุณลักษณะของคาํที�ดี ประกอบด้วย 2 วิธีคือ

การกรองและการควบรวม ทาํการจาํแนกกลุ่มข้อมูล 

และประเมินประสิทธิภาพการจาํแนกกลุ่มข้อมูลเพื�อ

สร้างโมเดลดงัแสดงในรูปที� 1  

 
รูปที� 1 โมเดลการคดัเลือกคุณลักษณะและการจําแนก

ขอ้ความ 

)2|^|exp(  

ree)^v+coef deg0' 
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3.1 การเตรียมข้อมูล 

ข้อมูลที�ใช้ในการทดลองในครั� งนี� เ ป็นบทคัดย่อ

ภาษาองักฤษจากฐานขอ้มูล ACM  Digital Library [16] 

โดเมน Information System แบ่งเป็น 2  กลุ่ม คือ 

Database Management, Information Storage and 

Retrieval Information ปี 2009-2010 สกดัขอ้ความโดย

เลือกเฉพาะคอลัมน์ที�ต้องการเช่น ชื�อผู ้แต่ง ชื�อเรื� อง    

ค ําสําคัญ ฯลฯ เลือกข้อมูลที�ครบทุกคอลัมน์  และ           

1 บทความมี 1 กลุ่ม เลือกคาํสําคญัของเอกสารมาสร้าง

เป็นตวัแทนเอกสารเพื�อแทนขอ้มูลทั�งหมดของเอกสาร 

ผลการคดัเลือกบทความจํานวน 1,009  เอกสาร ทาํการ

สกดัขอ้ความโดยผ่านกระบวนกาํจัดคาํหยุด การหาราก

ศพัท ์เพื�อสร้างคาํสาํคญัแบบคาํเดี�ยวจาํนวน = 2,354 คาํ  

 

3.2 ขั�นการคดัเลือกคุณลักษณะ  

การคดัเลือกคุณลกัษณะใชเ้พื�อลดมิติขอ้มูลเนื�องจาก

จาํนวนขอ้มูลมีมากซึ� งขอ้มูลที�นาํมาลดมิติไดม้าจากการ

ตดัคาํเดี�ยวจาํนวน 2,354 คาํ ซึ� งใช ้2 วิธี ไดแ้ก่ การกรอง

และการควบรวม  

 

3.2.1 การกรอง 

 การกรอง คือ การคดัเลือกคาํที�มีลกัษณะเฉพาะตาม

การคาํนวณในแต่ละวิธีและไดค้าํที�มีอาํนาจจาํแนกมาก

ที�สุด ซึ� งในการทดลองนี� ใชส้ถิติ 3 วิธี ไดแ้ก่ อินฟอร์เม-

ชนัเกน เกนเรโช และไคสแควร์ โดยใชค้่าการคาํนวณที�

ใหผ้ลมากกว่า 0 โดยมีรายละเอียดดงัต่อไปนี�   

1) อินฟอร์เมชันเกน คือการประเมินค่าเพื�อใชใ้น 

การแบ่งขอ้มูลดว้ยการคาํนวณค่า Gain โดยเลือกขอ้มูล

เฉพาะค่า IG ที�มากกว่า 0 

2) เกนเรโช คือการประเมินความน่าเชื�อถือของมิติ

ขอ้มูลโดยการวดั Gain Ratio ในแต่ละคลาส โดยเลือก

ขอ้มูลเฉพาะค่า GR ที�มากกว่า 0 

3) ไคสแควร์ คือการประเมินค่าของแอททริบิวต ์

โดยคาํนวณค่า      เลือกข้อมูลเฉพาะค่าไคสแควร์ที�

มากกว่า 0 จาํนวนคาํที�มีลกัษณะเฉพาะของอินฟอร์เม-

ชนัเกน เกนเรโช และไคสแควร์ มีค่า = 249 คาํ 

 

3.2.2  การควบรวม  

คือ การใชเ้ทคนิคการทาํเหมืองข้อความร่วมกบัวิธี    

การคน้หา ในงานวิจยันี�ทาํการทดลอง 2 วิธี ดงันี�  

1) เปรียบเทียบการคน้หาที�ดีที�สุดดว้ยการใชเ้ทคนิค

แบบนาอีฟเบย ์ ร่วมกบัคน้หาแบบ Best First, Genetic 

Search, Greedy Stepwise, Linear Forward และ Subset 

Size Forward และทาํการจาํแนกขอ้ความ 5 โมเดลดงั

ตารางที� 1 และผลลพัธ์ดงัตารางที� 3 

2) นาํผลจากการเปรียบเทียบใน 1 มาใชค้ือ การ

คน้หาดว้ยวิธีเชิงพนัธุกรรม (GA) และการคน้หาดว้ยวิธี

ละโมบ(GD) ร่วมกบัเทคนิคซัพพอร์ตเวกเตอร์แมชชีน 

(SVM) 

 

3.3 การจําแนกประเภทข้อมูล 

ทําการจําแนกข้อความด้วยวิ ธี  นาอีฟเบย์ (NB)     

เบย์เซียนเน็ต (BN) เคเนียเรสต์เนเบอร์ (KNN) และ         

ซัพพอร์ตเวกเตอร์แมชชีน โดยใชเ้คอร์เนลฟังชนัแบบ

โพลิโนเมียล (SVMP) และเรเดียลเบสิสฟังก์ชัน 

(SVMR) ปรับค่าพารามิเตอร์ใหเ้หมาะสม ซึ� งในตารางที� 

1 แสดงรายละเอียดโมเดลที�ทดลองในการจําแนก

ขอ้ความ 

 

2
χ
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ตารางที� 1 รายละเอียดโมเดลทดลองในการจําแนก

ขอ้ความ 
โมเดล รายละเอยีดโมเดลที�ทดลอง ชื�อย่อ 

1. BayesNet BN 

2. Naive Bayes NB 

3. K-nearest neighbor KNN 

4. Support Vector Machine 

Polynomial Kernel 

SVMP 

5. Support Vector Machine Radial 

basis Function Kernel 

SVMR 

งานวิจัยนี� ใชก้ารตรวจสอบไขวก้ันหลายเท่า (K-

Fold Cross Validation) เป็นวิธีการในตรวจสอบค่า

ความผิดพลาด ในการคาดการณ์ของโมเดล โดยพื�นฐาน

ของวิ ธีการ ตรว จสอบ ไขว้กันคือ การ สุ่มตัว อย่า ง 

(Resampling) ซึ� งใช้แบบ 10 Fold เพื�อใช้การจําแนก

ขอ้ความ 
 

3.4 การประเมินประสิทธิภาพ 

การประเมินประสิทธิภาพใชว้ิธีว ัดค่าความแม่นยาํ 

(Precision: P) ค่าความระลึก (Recall: R) และการวัด

ประสิทธิภาพโดยรวม (F-measure) ดังสมการที� (10) 

(11) และ (12) ตามลาํดบั 
 

         (10) 
 

โดยที�            คือ จาํนวนขอ้มูลที�ถูกตอ้งที�คน้คืน

ออกมาได ้

       คือ จาํนวนขอ้มูลทั�งหมดที�คน้คืนออกมาได ้

              (11) 
 

 |R| คือ จาํนวนขอ้มูลที�ถูกตอ้งทั�งหมดในฐานขอ้มูล
 

 

 
PR

PR
measureF






)(2       (12) 
 

4. ผลการวจิยัและการอภปิรายผล 
การประเมินผลใชว้ิธีวดัค่าความถูกตอ้งจาก ค่าความ

แม่นยาํ ค่าความระลึก และการวดัประสิทธิภาพโดยรวม   

ดงัสมการที� (10) (11) และ (12) ตามลาํดับสามารถ

อธิบายได ้4 ขั�นตอนคือ 1) ทาํการคดัเลือกคุณลกัษณะ

แบบการกรอง 2) เปรียบเทียบการคน้หาที�ดี 3) คดัเลือก

คุณลกัษณะแบบการควบรวมโดยใชก้ารคน้หาที�ดีจาก 2 

เพื�อใชร่้วมกบัเทคนิคซัพพอร์ตเวกเตอร์แมชชีน 4) ทาํ

การเปรียบเทียบผลลพัธ์ที�ไดจ้ากการคดัเลือกคุณลกัษณะ

ทั�ง 2 แบบคือแบบการกรองและการควบรวม เพื�อนาํวิธี

ที�ดีที�สุดไปสร้างโมเดลในการลดมิติขอ้มูล ซึ� งอธิบาย

รายละเอียดไดต้ามขั�นตอนดงัต่อไปนี�  

ขั�นตอนที� 1 ทาํการคัดเลือกคุณลักษณะแบบการ

กรอง 3 วิ ธี  คือ  อินฟอร์ เมชัน เกน เกนเรโช แล ะ        

ไคสแควร์ เพื�อคดัเลือกคาํที�มีลกัษณะเฉพาะและนาํคาํ

เหล่านั� นมาใช้ในการจําแนกข้อความ 5 โมเดลตาม

ตารางที� 1 สรุปผลดงัตารางที� 2 

ตารางที� 2 ผลการจาํแนกขอ้ความร่วมกบัการคดัเลือกคุณลกัษณะแบบการกรอง 

Filter Feature SVMR NB BN KNN SVMP 

ChiSquare 249 92.2 91.7 91.4 88.7 86.5 

InfoGain 249 91.2 91.5 91.4 88.7 86.5 

GainRatio 249 91.0 91.5 91.4 88.7 86.5 
 

|| A

|| Ra
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R
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จากตารางที� 2 การคัดเลือกคุณลักษณะการกรอง

แบบไคสแควร์ ใชว้ิธีการจาํแนกประเภทแบบซัพพอร์ต-

เวกเตอร์แมชชีน โดยใช้เคอร์เนลฟังชนัเรเดียลเบสิส-

ฟังกช์นั (SVMR) ใหผ้ลการวดัประสิทธิภาพโดยรวมสูง

ที�สุดคือ 92.2% นาอีฟเบย์ 91.7% และ เบยเ์ซี�ยนเน็ต 

91.4% ตามลาํดบั ซึ� งผลลพัธ์ที�ไดม้ีความสอดคลอ้งกบั

งานวิจยัของ Saengsiri [3] และ Haruechaiyasak [1] 

ขั�นตอนที� 2 เปรียบเทียบวิธีการคน้คืนขอ้มูล โดยใช้

เทคนิคนาอีฟเบยร่์วมกับการคน้หา แบบ Best First, 

Genetic Search, Greedy Stepwise, Linear Forward และ 

Subset Size Forward ทาํการจําแนกข้อความด้วย 5 

โมเดลตามตารางที� 1 เพื�อนาํวิธีการคน้หาที�ดีไปใชง้าน

ในขั�นตอนที� 3 ผลลพัธ์ที�ไดด้งัตารางที� 3 

 

ตารางที� 3 ผลลพัธ์การใชเ้ทคนิคแบบนาอีฟเบยร่์วมกบัการคน้หาขอ้มูลแบบต่าง ๆ  

Search Feature SVMR NB BN KNN SVMP 

Best First 21 90.0 89.9 90.0 90.2 90.0 

Genetic Search 1,261 73.2 90.0 91.0 82.4 80.9 

Greedy Stepwise 21 90.1 89.8 91.1 90.2 90.0 

Linear Forward 18 90.0 87.0 89.0 89.3 89.2 

Subset Size  

Forward 
18 90.0 86.9 89.0 89.2 89.0 

 

จากตารางที� 3 การค้นหาข้อมูลที�ดีทีสุดคือ การ

คน้หาดว้ยวิธีเชิงพนัธุกรรม 91.0% จาํนวนคาํที�ใช ้1,261 

คาํ และ การคน้หาดว้ยวิธีละโมบ 91.1% จาํนวนคาํที�ใช ้

21 คาํ 

ขั�นตอนที� 3 คดัเลือกคุณลกัษณะแบบการควบรวม 

โดยเลือกใชเ้ทคนิคซัพพอร์ตเวกเตอร์แมชชีนร่วมกับ

การค้นหาด้วยวิธีเชิงพันธุกรรม (SVMGA) และการ

คน้หาด้วยวิธีละโมบ (SVMGD) และทาํการจาํแนก

ขอ้ความดว้ย 5 โมเดล ตามตารางที� 1 ผลลพัธ์ที�ไดด้ัง

ตารางที� 4 

 

ตารางที� 4 ผลลพัธ์การใชเ้ทคนิคซัพพอร์ตเวกเตอร์แมชชีนร่วมกบัการคน้หาดว้ยวิธีเชิงพนัธุกรรม (SVMGA) และการ

คน้หาดว้ยวิธีละโมบ (SVMGD) และทาํการจาํแนกขอ้ความดว้ย 5 โมเดล 

Method Feature SVMR NB BN KNN SVMP 

SVMGD 55 94.0 89.8 90.7 91.3 92.2 

SVMGA 629 77.3 86.6 87.5 85.6 84.4 

* Support Vector Machine & Greedy Stepwise (SVMGD) 

* Support Vector Machine & Genetic Search (SVMGA) 
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จากตารางที� 4 การคดัเลือกคุณลกัษณะแบบการควบ

รวมดว้ยเทคนิคซัพพอร์ตเวกเตอร์แมชชีนร่วมกบัการ

ค้นหาด้วยวิ ธีละโมบ (SVMGD) ใช้วิธีการจําแนก

ประเภทแบบซัพพอร์ตเวกเตอร์แมชชีนโดยใชเ้คอร์เนล

ฟังชันเรเดียลเบสิสฟังก์ชัน (SVMR)  ให้ผลการวัด

ประสิทธิภาพโดยรวมสูงที�สุดคือ 94% จาํนวนคาํที�นาํมา

พิจารณาในการสร้าง คลาสมีจาํนวนค่อนขา้งนอ้ย 

ขั�นตอนที�  4 ทาํการเปรียบเทียบค่าที�ได้จากการ

คดัเลือกคุณลกัษณะทั�ง 2 แบบคือแบบการกรองและการ

ควบรวม 

ผ ล ลั พ ธ์ ที� ไ ด้ จ า ก ก า ร ค ว บ ร ว ม มี ค่ า ก า ร วั ด

ประสิทธิภาพโดยรวมมากกว่าการกรอง 1.8% ซึ� งทาํให้

นักวิจัยสามารถนาํเทคนิคของการควบรวมซึ� งเกิดจาก

เทคนิคการการทาํเหมืองขอ้ความร่วมกบัการคน้หาชุด

ขอ้มูลแบบอื�น ๆ เพื�อใชป้รับค่าความถูกตอ้งของขอ้มูล

ใหเ้พิ�มมากยิ�งขึ�นต่อไป 

 

5. สรุปผลและข้อเสนอแนะ 
การเปรียบเทียบเทคนิคการคดัเลือกคุณลกัษณะแบบ 

การกรองและการควบรวมของการทาํเหมืองขอ้ความ

เพื�อการจาํแนกขอ้ความ สรุปไดว้่าการควบรวมให้ผล

การวดัค่าประสิทธิภาพโดยรวมไดด้ีกว่าแบบการกรอง 

1.8% โดยใชเ้ทคนิคซัพพอร์ตเวกเตอร์แมชชีนร่วมกับ

การค้นหาด้วยวิธีละโมบ (SVMGD) ทาํให้ได้คาํที�มี

คุณลกัษณะที�ดีและนาํคาํเหล่านั�นมาสร้างคลาสหรือซับ

คลาสของออนโทโลยีตามรูปแบบการพฒันาระบบการ

คน้คืนเชิงความหมายอนัก่อใหเ้กิดการพฒันาฐานความรู้

แบบกึ�งอัตโนมตัิและช่วยให้ผูเ้ชี�ยวชาญทาํงานน้อยลง

หรือง่ายขึ�น 

ดังนั� นระบบการค้นคืนเชิงความหมายสามารถ

ประยุกต์ใช้การคัดเลือกคุณลักษณะด้วยเทคนิคการ

จําแนกข้อความเพื�อใช้สร้างคลาสหรือซับคลาส ซึ� ง

ปัจจุบันงานส่วนนี� ส่วนใหญ่ต้องให้ผู ้เชี�ยวชาญเป็นผู ้

กาํหนด ส่วนการเชื�อมโยงบริบทของคาํต่าง ๆ ที�เกิดขึ�น

หรือมีความหมายเดียวกนัสามารถเลือกใชจ้ากการหาค่า

กฎของความสัมพนัธ์ (Association Rule)  
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