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The Journal of Applied Informatics and Technology (JIT) has published Volume 7, 
Number 2 (2025): July-December, comprising a total of 15 research articles—ten 
in English and five in Thai. Each article has undergone peer review by at least 
three experts from different institutions. The authors revised their articles based 
on the reviewers’ comments until they were approved for publication. The  
editorial team also verified the accuracy of the content, references, and language 
usage to ensure the highest quality. We sincerely thank all the reviewers for  
their valuable feedback and thoughtful recommendations.
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6)	 Classification of Guanxi Mandarin Orange Grades using Machine 
Vision Algorithms

	 Author: Fulian Huang, Jialin Xie, Shijun Jie, Nattawoot Suwannata 
(Huang et al., 2025)

7)	 Development and Cost-Effectiveness Analysis of a Fogging Pump 
Control System Commercial Prototype for Oyster Mushroom 
Cultivation based on Open-System Greenhouse

	 Author: Non Pinngern, Bhannawat Wanganusorn (Pinngern &  
Wanganusorn, 2025)
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8)	 Web Scraping-based System for E-commerce Price Comparison 
and Similar Product Segmentation

	 Author: Pongsin Jankaew, Wachirawut Thamviset (Jankaew & 
Thamviset, 2025)

9)	 A Comparative Study of Sea Lettuce Cultivation in Seawater 
and Scientific Saltwater using IoT Technology

	 Author: Suttipong Klongdee, Sriwaree Sujaritchai, Sommart Promput 
(Klongdee, Sujaritchai, & Promput, 2025)

10)	 Utilizing Association Rule Mining to Understand Phishing Risk 
Awareness Levels of Thai University Academic Staff

	 Author: Pita Jarupunphol, Wipawan Buathong (Jarupunphol & 
Buathong, 2025)

11)	 Approximate String Matching Algorithm using Single Inverted 
Lists

	 Author: Soontaree Thumsuwan, Nuanprang Sangurai, Chouvalit 
Khancome (Thumsuwan, Sangurai, & Khancome, 2025)	

12)	 Pneumonia Detection from Chest X-ray Images using  
Convolutional Neural Networks and Transfer Learning Techniques

	 Author: Pongsathorn Chedsom (Chedsom, 2025)

13)	 Feature Selection with Linear Discriminant Analysis to Improve 
the Performance of Heart Disease Classification

	 Author: Ratiporn Chanklan, Keerachart Suksut, Kedkarn Podhijittikarn 
(Chanklan, Suksut & Podhijittikarn, 2025)	

14)	 Information System for Wet Garbage Bin Data Management in 
Local Areas: A Case Study of Langu Subdistrict Administrative 
Organization, Satun Province

	 Author: Norathep Sakphet, Chatirot Jitrugtham, Annop Bunjan, 
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15)	 Rice Seed Production with Smart Farm

	 Author: chalawan Wantong, Wanida Sumranram, Utis Tahom,  
Varit Kitthanarut, Ekkaluk Salukkham (Wantong et al., 2025)

	 The editorial board of JIT sincerely hopes that the 15 articles published 
in this issue will benefit researchers and serve as a valuable source of knowledge 
for the advancement of their work. We believe that the insights and findings 
presented in this issue will contribute to academic and practical developments in 
the fields of informatics and technology. We warmly invite scholars, practitioners,  
and students to explore the articles and apply the knowledge gained to their 
own research and professional activities.

Assoc. Prof. Olarik Surinta, Ph.D.
Editor-in-Chief
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Research Article

Narit Hnoohom1,*, Konlakorn Wongpatikaseree1, Autchariya Poungkaew2,  
Junporn Kongwatcharapong3
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Abstract: Warfarin Care emerges as a transformative solution in 
digital healthcare for the elderly reliant on warfarin. Addressing 
specific needs, Warfarin Care serves as a communication and  
information exchange among medical personnel, elderly patients, 
and family members or caregivers. With a user-friendly interface, 
rigorous content evaluation, and a shared database architecture,  
Warfarin Care endeavors to mitigate medication errors and  
augment overall treatment outcomes. Through the integration 
of risk assessment, medication history, and warfarin knowledge,  
medication reminders, and educational tools, the application fosters 
a deeper understanding of proper medication behavior. The research 
is based on the clinical trial, in which 60 cases of elderly patients 
and family members, 30 elderly patients, and 30 family members or 
caregivers were selected as the sample receiving treatment in the 
outpatient department of Sakonnakhon Hospital. The study from 
the clinical trial revealed that the majority of elderly participants  
fall within the 60–69 age group, predominantly women and  
married. The data reveals high satisfaction among both elderly 
users and caregivers, underscoring Warfarin Care’s positive impact 
on enhancing knowledge, confidence, and support for proper 
medication adherence with user-friendly communication. Users 
agreed that the use and suitability of the Warfarin Care application 
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had an average of 4.57 and a S.D. of 0.57 from 
elderly users and an average of 4.67 and a S.D. 
of 0.61 from caregivers or family members. 
The robust data analysis utilizing mean and 
standard deviation values underscores the 
application’s effectiveness. 

1. Introduction

	 The primary concern in preparing 
for an era where technology plays a crucial 
role in an aging society is how to ensure 
that technological applications support and  
enhance the quality of life for the elderly 
across various dimensions. This involves 
providing access to information technology 
and innovations that contribute to health 
promotion, assistance with daily activities, 
and reduced dependency on others. The goal 
is to enable active aging, empowering the  
elderly to rely on themselves and lead  
fulfilling lives. While longer lifespans are  
indicative of advancements in medical  
technology, the changing circumstances bring 
about shifts in the types of illnesses prevalent 
among the elderly. While aging, there is an 
increased likelihood of suffering from chronic 
diseases, leading to the use of numerous 
medications with complex management  
requirements. Some elderly individuals 
are responsible for their own medication 
management, posing potential risks such 
as inappropriate use, overmedication, side  
effects, and drug interactions. This complexity 
makes disease control and the prevention 
of complications more challenging for the 
elderly. Warfarin serves as an anticoagulant 

(Choicharnchaikul, Malathi, & Kanchanachai, 
2008), employed to prevent and manage 
blood clots within blood vessels—a condition  
particularly prevalent among the elderly. 
Consequently, its usage has surged in this 
demographic. Even though it works, warfarin 
is known to be a high-risk drug (Panichsombat, 
2017), with a narrow treatment range based on 
the INR value, complicated pharmacokinetics  
and pharmacodynamics, and patients having 
different reactions to it (Warfarin Clinic, 2014). 
The general target for warfarin therapy is to 
maintain the INR within the range of 2–3. 
However, for certain diseases or specific 
patients, physicians may consider different 
INR targets, and it is advisable to consult  
the attending physician for personalized  
guidance. If the INR value exceeds 3, it  
indicates increased blood fluidity, putting the 
patient at risk of abnormal bleeding, which 
will be more critical with elderly patients. 
Conversely, if the INR is below 2, it suggests 
increased blood viscosity, leading to the  
formation of blood clots. Patients with low INR 
values are at risk of developing clots that may 
block various parts of the body. Numerous 
factors, including irregular medication intake, 
patient communication, and various drug 
interactions, pose potential complications, 
notably severe bleeding with the potential 
to cause permanent impairment or death.

	 For elderly patients undergoing warfarin 
treatment, stringent monitoring and adherence  
to prescribed behaviors are imperative due  
to the drug’s narrow treatment window. 
Inadequate dosage may result in ineffective 



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 7(2): 2568
Journal of Applied Informatics and Technology, 7(2): 2025213Warfarin Care: Warfarin Management System for Older Adults

Narit Hnoohom et al.

treatment and heightened clotting risks, 
while excessive consumption may induce 
life-threatening bleeding. Regular INR blood 
tests are crucial to assessing treatment  
effectiveness guiding physicians in adjusting 
individual dosages. While warfarin is undeniably  
valuable, its use entails considerable risks 
from the medication, patient factors, and 
healthcare service systems. Regular monitoring,  
education on proper drug use, and behavioral 
guidance are particularly crucial for the elderly 
within this patient group to ensure optimal 
treatment outcomes and safety. But there 
are still problems with how things work. For 
example, there isn’t a good way to make 
appointments for patients, lab results that 
aren’t normal aren’t being checked properly, 
and there aren’t any clear identification tools 
for warfarin patients or a full list of drugs that 
interact with warfarin in Thai hospital clinics.  
The existing warfarin clinics in Thailand  
predominantly rely on face-to-face interactions,  
with pharmacists providing counseling and 
guidance and utilizing the Line Application 
to track INR values and dispense advice. 
While applications have been developed for 
medicine reminders and basic management 
advice, they fall short in addressing the intricate  
issues associated with medication use in the 
elderly. Therefore, incorporating technology  
and innovative tools into medication  
management is pivotal to enhancing health 
outcomes, reducing adverse drug events, and 
establishing standardized practices in the care 
of elderly patients.

	 Considering the aforementioned 
reasons, the researcher has conceived the 
idea to create a mobile phone application 
tailored for elderly individuals utilizing warfarin. 
The proposed innovation seeks to enhance 
effective warfarin management by allowing 
users to regulate their INR levels and monitor 
potential adverse events from drug usage. The 
application facilitates consistent adherence 
to healthcare provider recommendations, 
enabling users to adjust warfarin dosage  
according to the treatment plan, link patient 
information systems with families, and access 
individual health information. This ensures 
accurate medication intake in terms of  
dosage, quantity, and timing, while maintaining  
optimal drug properties. The research team 
has selected Sakon Nakhon Hospital for 
its leadership in collecting patients’ data,  
warfarin information, and enrolling in the 
warfarin platform, as it aptly represents  
hospitals under the Ministry of Public Health. 
The hospital’s warfarin administration system 
and network closely mirror those of other public 
health facilities, enabling seamless integration 
with the Ministry of Public Health’s network. 
Upon completion of the research plan, the 
developed applications and websites can 
be expanded to enhance the capabilities of 
existing Warfarin clinic service systems. Espe-
cially in the critical context of the COVID-19 
outbreak, this initiative aims to improve health 
outcomes for patients using warfarin. 

	 Consequently, the primary objective  
of this research is to develop a warfarin  
management service, Warfarin Care, that  
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aims to facilitate the monitoring and  
administration of warfarin usage among elderly 
individuals. It is designed to empower elderly 
patients with knowledge about warfarin usage, 
promote collaboration in medication intake, 
and ensure self-care while using warfarin under 
supervised support. This platform relies on 
the aid of family members and coordinates 
with nurses and pharmacists, all guided by 
consultations from cardiovascular physicians.  
The application is for elderly warfarin users,  
with the dual purpose of reducing the  
occurrence and severity of medication errors  
and establishing a warfarin medication 
management and monitoring website for 
medical personnel. This Warfarin Care will 
assist medical personnel in monitoring the  
medication-taking behavior of elderly individuals,  
contributing to enhanced patient safety and 
overall well-being.

2. Related Work

	 Presently, healthcare systems globally  
are placing significant emphasis on the  
integration of digital technology and health 
innovations to enhance the efficiency of  
various components within the health system. 
Though our research topic mainly focuses on 
Warfarin’s web-based application for effective 
medication and monitoring for older adults 
patients and medical personnel, relevant 
research on Warfarin’s digital technology was 
not provided. On related surveillance and 
healthcare management systems, systems 
have been introduced to monitor and assess 
the risk of various diseases. In United States 

(US) healthcare’s dynamic landscape, the 
American Hospital Association (AHA) urges 
Congress to establish a lasting regulatory 
framework for enduring telehealth accessibility 
(American Hospital Association, 2021). Aligned 
with this, a report on COVID-19’s impact  
supports sustained policy changes for  
telehealth, emphasizing expanded care  
access and reduced disease exposure  
(Koonin et al., 2020). The eHealth system,  
a transformative tool connecting service 
providers and recipients, proves beneficial 
in Australia’s Hospital in the Home models,  
reducing readmission risks and costs (Brown 
et al., 2023; Amar, April, & Abran, 2024). 
Meanwhile, the pervasive use of mobile  
devices, defined by the WHO as Mobile Health, 
contributes significantly to healthcare delivery 
through innovative apps (Leavy, 2019; World 
Health Organization, 2020). Mobile health 
industry growth, exemplified by over 318,000 
health apps in 2018, which benefit from global  
connectivity (Leavy, 2019). In developing  
nations, internet and mobile technology  
adoption, even among low-income households,  
provides a unique opportunity to bridge 
healthcare accessibility gaps (World Bank, 
2016). This highlights mHealth’s potential 
to connect isolated regions cost-effectively.

	 In the context of Asian healthcare, 
Singapore emerges as a key player, with 
its prioritization of eHealth and innovative 
healthcare approaches. Insights from the 
European Commission’s report highlight 
Singapore’s globally recognized strategies 
and tools, showcasing the potential impact 
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of well-implemented eHealth programs, 
emphasizing the importance of addressing 
barriers and understanding user perspectives  
(European Commission, 2018). In India,  
studies unravel the transformative potential 
of Online Health Communities, technological 
integration in education, and evidence-based 
approaches for a more effective healthcare 
system (Kalra, Taneja, & Singhal, 2023; Kant 
Pal et al., 2023; Kumar et al., 2023). In Japan, 
a cross-sectional study on eHealth literacy 
among nursing students emphasizes the 
need for addressing low perceived eHealth 
literacy, providing valuable insights for nursing  
educators (Tanaka et al., 2020). In the dynamic 
landscape of eHealth research in Southeast 
Asia (SEA), a comprehensive bibliometric  
review reveals exponential growth, emphasizing  
the escalating demand for eHealth in Indonesia,  
Malaysia, Singapore, and Thailand. While  
eHealth needs comprehensive guidelines  
adaptable to local contexts, Singapore stands 
out for its inclusiveness (Lwin, Punnakitikashem, 
& Thananusak, 2023; Sabrina & Defi, 2021). In 
the pursuit of healthcare transformation in 
Vietnam, studies focus on patient-centered 
care and eHealth challenges. The evaluations 
highlight the need for strategic interventions to 
overcome challenges caused by government  
efforts (Dang et al., 2021; Nguyen et al., 2013). 
Similarly, Indonesia’s exploration of eHealth 
implementation in Surabaya Municipality  
identifies persistent obstacles and opportunities  
for improvement, emphasizing the crucial 
role of government commitment (Kusumasari, 
Setianto, & Pang, 2018). Together, these  

studies contribute valuable insights into shaping 
patient-centric healthcare models, overcoming  
challenges, and guiding effective eHealth 
interventions in diverse Asian contexts.

	 In Thailand, the “eHealth Strategy 
- Ministry of Public Health (2017 – 2026)” 
outlines Thailand’s vision for leveraging  
information and communication technologies 
(ICT) in healthcare (Ministry of Public Health, 
2017). The strategy focuses on improving 
patient care, supporting clinical practice and 
service management, and fostering research 
and policy through electronic health records. 
Challenges include the need for digital skills 
among healthcare personnel and public 
understanding of eHealth, emphasizing the 
goal of a robust eHealth strategy by 2021. 
The eHealth Open Data Platform serves as a 
centralized hub for health information from 
hospitals and patients, accessible digitally 
through websites and mobile applications. 
This platform includes crucial details such 
as a list of medicines received, drug allergy 
information, and laboratory test results for 
specified items. Furthermore, it facilitates 
the dissemination of various information to 
medical personnel, contributing to a more 
interconnected and responsive healthcare 
system. In order to assist patients and the 
elderly with knee issues during the physical  
therapy session, the knee joint muscle 
measurement application (Pintusirakun et 
al., 2023) was created. The gyroscope sensor 
recorded movement signals that were utilized 
to record leg movement degree, duration 
of treatment, and postures used in physical 
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therapy exercises. After ten participants tried 
the equipment, the results showed that, with 
a satisfaction rating of 3.95, people in their 
20s were content with the knee joint muscle 
measurement instrument for physical therapy. 

	 In the pursuit of advancing eHealth 
service systems and applications for medicine 
management, several noteworthy initiatives  
stand out. Notably, the medication reminder 
application utilizing Optical Character  
Recognition (OCR) for reading medicine labels  
demonstrated high user satisfaction,  
emphasizing the efficacy of systematic drug 
storage and adherence efforts (Lin et al., 
2013). Thai question-answering systems for 
diabetes employed advanced methods like 
Cosine, Dice, and Jaccard, with the cosine 
method achieving a remarkable precision 
value of 92.50 percent (Chamnanhan et al., 
2023). The ST-Med-Box system integrated deep 
learning methods, providing a comprehensive  
drug recognition system with a mobile  
application and cloud management platform,  
contributing to enhanced medication  
adherence and management (Chang et 
al., 2019). Additionally, the AppG health  
application’s clinical trial showcased improved 
outcomes in warfarin administration, with fewer 
bleeding events and lower weekly doses in 
the experimental group compared to the 
control group (Moraes, Winkelmann, & Colet, 
2022). Another study employing the Alfalfa  
application during the COVID-19 outbreak 
emphasized the efficiency and safety of online 
warfarin management, further underscoring 
the positive impact of digital solutions in 

healthcare (Jiang et al., 2022). These diverse 
applications exemplify the transformative 
potential of eHealth technologies in medicine 
management, providing valuable insights for 
future innovations and improvements in patient 
care. Additionally, Tang et al. (2023) explored 
Japanese consumers’ attitudes toward the 
digital transformation of over-the-counter 
(OTC) medicine purchase behavior, finding 
a preference for a hybrid digital experience 
design. The study highlighted a positive 
association between eHealth literacy and 
digital behaviors in OTC medicine information 
acquisition, emphasizing the evolving role of 
digital platforms in medicine management. 
The “Kinyalaew” application was developed 
for elderly individuals with chronic illnesses 
(Hnoohom, Yuenyong, & Chotivatunyu, 2018). 
This application provides notifications and 
knowledge about taking medicine for elderly 
patients with general chronic diseases, lacking  
specificity for those taking warfarin. While 
there is no dedicated website for managing 
and monitoring warfarin use in Thailand,  
a hospital information exchange website has 
been developed (Jirapanthong, 2016). This 
website facilitates cooperation and information 
sharing among hospitals and organizations, 
supporting various services. The research aims 
to explore the use of computer technology to 
enhance health services in Bangkok, conducting  
a survey of health services in hospitals 
and analyzing the attitudes and abilities of  
medical students and doctors. The objective 
is to provide recommendations on website 
services that support health services. A case 
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Table 1.	 Literature review of eHealthcare.

Topics Overview of the studies Author Country

Healthcare 
Land-scape

Telehealth impacts on emergence of the Pandemic. Koonin et al. 
(2020)

US

Improving of Home-based care using virtual care tech-nology. Brown et al. 
(2023)

Australia

Quality improvement of shared clinical data by struc-turing 
and mapping using Fast Healthcare Interopera-bility Resources.

Amar, April, & 
Abran (2024)

Canada

Asian 
eHealth-
care 
Dynamics

Leading Singapore eHealth policies and activities. European  
Commission 
(2018)

Singapore

Transformative potential of digital health platforms in 
empowering patients.

Kalra, Taneja, & 
Singhal (2023)

India

The integration of digital technologies for its trans-formative 
potential, contributing to a more dynamic and engaging 
educational experience.

Kant Pal et al. 
(2023)

India

Health payment system solution for student health after 
pandemic through health technology assessment.

Kumar et al. 
(2023)

India

Cross-sectional study to explore the perceived eHealth 
literacy and learning experiences among Japanese  
undergraduate nursing students.

Tanaka et al. 
(2020)

Japan

Japanese consumers' behavior and correlation toward the 
digital transformation of over-the-counter medi-cine purchase.

Tang et al. (2023) Japan

The exponential growth of demand for eHealth in SEA. Lwin,  
Punnakitika-shem, 
& Thananusak 
(2023)

SEA

Review of telemedicine guidelines in SEA. Sabrina & Defi 
(2021)

SEA

Opportunities, challenges, and necessary conditions for  
Vietnam in digital transforming for patient-centered care 
model.

Dang et al. (2021) Vietnam

Challenges of the implementation of e-Health in Sura-baya 
Municipality, Indonesia.

Kusumasari,  
Se-tianto, & Pang 
(2018)

Indonesia

Knee joint muscle measurement application for physi-cal 
therapy treatment.

Pintusirakun et al. 
(2023)

Thailand

eHealth  
with Aging 
Population

Influential factors on medicine usage in older adults. Rafhi et al. (2023) Australia

Integrating of eHealth platform for aged society. DEPA (2023) Thailand

Influential factors on eHealth utilization behaviors among 
older adults in Bangkok.

Wongkampun & 
Pani-trat (2023)

Thailand
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study focused on patients with cardiovascular  
disease, creating a prototype website to  
simulate the use of computer-based equipment 
to support clinic operations. The results show 
satisfaction with the website’s use in various 
scenarios. The CLIPS language was utilized to 
create an expert system for warfarin dosing 
management, achieving 100% accuracy in the 
evaluation with positive feedback (Olomu et 
al., 2018). Simultaneously, surveyed warfarin 
patients, particularly younger individuals with 
internet access, show interest in using mobile 
devices for improved communication with 
healthcare providers, indicating the potential 
benefits of an online or mobile application 
in enhancing care quality (Sratthaphut, 2015).

	 As the global population ages, the 
nuanced interplay of social and individual 
factors in medication use among older adults 
becomes a focal point in healthcare research, 
as evidenced by the study conducted by 
Rafhi et al. (2023) in Australia. The research 
with 24 participants sheds light on diverse 
perspectives on medicine use, uncovering 
varying scores on factors like BMQ necessity,  
specific concerns, general overuse, and 
suggested general harm. A prevalent belief 
emerged that medicines might pose more 
harm than good, underscoring the complexity  
of prescription practices among older adults 
and emphasizing the crucial role of individual 
experiences and trust in prescribers in influencing  
medication adherence. Simultaneously, 
Thailand actively addresses the challenges 
posed by an aging society, with the eHealth 
Open Data Platform poised to play a pivotal  

role (DEPA, 2023). Projected to be fully  
operational by 2021, the platform facilitates 
seamless access to health records for older 
adults, integrating with wearable devices  
for continuous health monitoring. This  
collaborative effort between the public and 
private sectors aligns with global trends in 
digital health technologies, representing a 
significant stride toward establishing a digitally 
enabled healthcare ecosystem in Thailand. In 
Bangkok Metropolitan, study of Wongkampun 
& Panitrat (2023) exploring factors influencing 
Health Information Technology Utilization  
Behaviors (HITUB) among older people  
underscores the importance of tailored  
activities and collaborative efforts involving 
family, friends, healthcare professionals, public 
health service centers, and local communities. 
These studies collectively provide valuable 
insights into addressing the multifaceted 
challenges and opportunities associated with 
medication use and healthcare technology 
adoption among the elderly.

3. Materials and Methods

3.1 Warfarin Care

	 The knowledge and expertise in  
treating patients in the warfarin clinic was  
applied from the Sakonnakhon hospital for 
the elderly who use warfarin in using the  
application and for medical personnel in using 
the website. The application and website will 
allow us to expand the scope of care and 
monitoring for the elderly and to achieve 
maximum treatment results and safety. 
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Warfarin Care was composed of a Warfarin 
application for the elderly and a Warfarin 
monitoring website for medical personnel. 
The warfarin application acted as a reminder 
and knowledge for the elderly and caregivers 
or family that use warfarin to understand and 
be conscious of the importance of warfarin 
correct usage. While the website will serve 

as a medium for medical service providers 
to track the medication intake and treatment  
history of each elderly patient, medical 
personnel can update and send information 
about treatment, precautions, and medication 
adjustments as appropriate for each patient’s 
condition. 
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	 The application is a medium for  
patients and caregivers to receive information  
or follow up on treatment, including  
sending a preliminary risk assessment to 
medical service providers to receive timely 
treatment. The application and website consist 
of three types of users:

	 1.	 Medical personnel user: the user 
responsible for controlling and 
accessing all data to analyze and 
treat patients via the website.

	 2.	 Patient user: the elderly user for 
receiving information on taking 
medicine and sending information 
on taking warfarin and symptoms 
that may be at risk from taking 
warfarin via application.

	 3.	 Caregiver/patient’s family user: 
the user who receives information 
on medication and treatment and 
risk assessment from connected 
elderly users to monitor patients 
via application.

	 In Figure 1, which illustrates the work-
flow diagram of Warfarin Care, the users will 
consist of three types of users, as mentioned 
in the previous paragraph. The diagram shows 
the in-depth information about the Warfarin 
Care process between each user. The medical 
personnel mainly provide medicine information  
and track elderly user data, which creates 
medication and risk information via application. 
While caregivers are tracking elderly data to 
provide safety action in case of emergencies. 
Warfarin Care can provide user connections 

to collect all information so that users,  
including medical personnel, service providers, 
patients, or caregivers, can access information 
efficiently and communicate across devices. 
The website can access information and make 
analysis of patient information, including 
treatment history, history of taking medicine, 
and risk assessment. The application system 
will have access to self-information, including 
treatment history, history of taking medicine, 
risk assessment, and risk assessment history. 
By doing a risk assessment or updating the 
medicine interactions list and medicine taken 
confirmation, patient information will be  
recorded and displayed on both the website 
and application. The website and application 
are composed of six main functions, which are:

	 1.	 user data authentication 
and configuration: user data  
authentication and configura-
tion are integral parts of creating  
a secure and personalized user  
experience. Authentication ensures 
the security of the system by 
confirming the identity of users, 
while configuration allows users 
to set their preferences.

	 2.	 medication treatment of patients: 
the medication treatment of 
patients is a vital component of 
healthcare, aiming for diagnosis, 
monitoring, and medical records. 
The medical personnel were the 
information providers to keep 
track of warfarin patients and 
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update medication data on the 
Warfarin Care website, as elderly 
patients and their families could 
acknowledge the data given by 
medical personnel through an 
application.

	 3.	 warfarin prescription and taken 
records of patients: the medical 
personnel provided medication 
dosage prescription and medication  
schedule to keep track of warfarin 
patients through the Warfarin Care 
website, as elderly patients and 
family used applications to confirm 
warfarin taken, as warfarin needed 
specific dose and time intake to 
maintain INR value. The warfarin 
prescription can be updated via 
the website, as patients might 
show signs and symptoms of  
important blood-related  
conditions or a heart attack.

	 4.	 risk assessment and history  
records, as warfarin was known 
to exhibit interactions with  
various foods and medications. 
The website provided a risk  
assessment questionary (Tomaselli 
et al., 2020) for medical personnel  
to adjust and confirm a list 
of risk assessments such as  
blood-related conditions, heart 
attacks, or medicine interaction 
questions for the application’s  
users. While the elderly users were 

able to submit assessments to 
evaluate preliminary assessments 
of warfarin effects via application, 
the risk assessment resulted in high 
risk, and no warfarin confirmation 
after 12 hours will be reported 
to medical personnel.

	 5.	 warfarin knowledge data contents: 
The website provides a content 
editor page for medical personnel  
to later add or edit warfarin 
knowledge for patients. Patients 
can directly access the warfarin 
knowledge content list through 
the warfarin knowledge section 
of the application.

	 6.	 Medical interaction data: The 
website provides lists of foods 
and medicines that may interact 
with warfarin intake; these include 
vitamin K-rich vegetables, specific  
fruits, alcoholic beverages,  
cigarettes, traditional medicine, 
herbal supplements, antibacterial  
medications, and other biocidal  
drugs. Non-Steroidal Anti- 
Inflammatory Drugs (NSAIDs) are 
crucial to avoid, as this combination  
heightens the risk of severe 
bleeding. Patients can directly 
access the warfarin interaction list 
through the warfarin interaction 
section in the application, as the 
elderly can add medicine or food 
to the warfarin interaction lists  
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that had to be taken. The  
medical personnel can visualize 
the list on the website and provide 
proper prescriptions to patients.

	 From Figure 2, the Warfarin Care 
had been designed to share the database to  
connect data across devices. The FastAPI 
was used to create a RESTful API to retrieve 
or send information from the PostgreSQL  
database and file storage. The website  
contained a user interface for visualized data to 
medical personnel users on a secured website, 
with a socket.io library to control notification 
of the website between the client and the 
server. While the application contained user 
interfaces for Android and iOS applications 
using the React Native framework. Firebase 
cloud messaging was in charge of controlling 
the notification service to send notifications 
to application users. As the application was 
designed for elderly patients, it helped with 
potential challenges such as decreased  
eyesight and hearing. The application provided 
readable text by using clear and legible fonts, 
maintaining a high contrast between text and 
background, a simple application layout by 
utilizing intuitive and large icons with text 
labels to enhance understanding of the  
function, touch-friendly buttons, and interactive  
elements. The website and application  
language and contents appropriation were 
adjusted and confirmed by five medical experts 
with clear and easy-to-understand language. 
The risk assessment and warfarin knowledge 
data contents can utilize the “TalkBack” or 
“VoiceOver” service on mobile devices to 
read the contents shown in the application.

3.2 Data Analysis

	 3.2.1 Data collection and  
measurement setting

	 The research questionnaire is 
prepared to evaluate an application for  
elderly people who use warfarin by  
conducting a closed-ended questionnaire 
where the respondents fill out the details 
in the questionnaire and follow the choices 
given. The study population is a group of 
elderly patients and family members from 
a total of 60 cases, with 30 elderly patients 
and 30 family members or caregivers, as the 
sample receiving treatment in the outpatient  
department of Sakonnakhon Hospital.  
An area for collecting data is distributing 
questionnaires by organizing activities for  
volunteers to test the use of the application  
for elderly people who use warfarin and making 
60 questionnaires to collect research results. 
The participants had been assigned to use 
the application for four weeks as a warfarin 
reminder, warfarin taken history, medication 
treatment, medication appointment, risk  
assessment questionnaires, warfarin interaction,  
and warfarin knowledge contents.

	 Information used in the study 
process includes data preparation, data 
collection Data analysis, interpretation, 
and conclusion include primary data. It is  
information collected directly from the source. 
By using a closed ended questionnaire, data 
was collected on the sample population.
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	 3.2.2 Data analysis interpretation

	 The researcher has set the  
statistical values for data analysis, describing 
the variables of this study as follows:

	 1.	 Analysis with descriptive statistics: 
the researcher has taken all the 
questionnaires and examined 
them. Analysis was performed 
using descriptive statistics to 
explain the results of the study 
in the following areas:

	 1.1	 Some of the sample characteris-
tics variables are age and gender. 
These are nominal measures 
because they can only describe 
the number of samples based 
on their properties and not their 
values. Therefore, appropriate 
statistics are frequency values and 
percentage values (Vanichbuncha, 
2007).

	 1.2	Opinion level variables include 
satisfaction and behavior about 
perceived benefits from the  
application, divided into two 
sections consisting of:

	 •	 user satisfaction in knowledge on 
the use of warfarin, confidence 
in using warfarin, taking medicine 
correctly, risk of adverse warfarin 
reactions management, risk of 
adverse reactions knowledge from 
the use of warfarin, and medical 
personnel can track medication 
from patients. 

	 •	 user satisfaction in using the  
application, including factors 
such as informative content, user 
interface design, use of language, 
usability, and appropriateness.
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knowledge data contents can utilize the "TalkBack” or 
“VoiceOver” service on mobile devices to read the con-
tents shown in the application. 
3.2 Data analysis 

3.2.1 Data collection and measurement setting 
 The research questionnaire is prepared to evaluate an 
application for elderly people who use warfarin by con-
ducting a closed-ended questionnaire where the respond-
ents fill out the details in the questionnaire and follow the 
choices given. The study population is a group of elderly 
patients and family members from a total of 60 cases, with 
30 elderly patients and 30 family members or caregivers, 
as the sample receiving treatment in the outpatient de-
partment of Sakonnakhon Hospital. An area for collecting 
data is distributing questionnaires by organizing activities 
for volunteers to test the use of the application for elderly 
people who use warfarin and making 60 questionnaires to 
collect research results. The participants had been as-
signed to use the application for four weeks as a warfarin 
reminder, warfarin taken history, medication treatment, 
medication appointment, risk assessment questionnaires, 
warfarin interaction, and warfarin knowledge contents. 
 Information used in the study process includes data 
preparation, data collection Data analysis, interpretation, 

and conclusion include primary data. It is information col-
lected directly from the source. By using a closed ended 
questionnaire, data was collected on the sample popula-
tion. 
 

 

3.2.2 Data analysis interpretation 
 The researcher has set the statistical values for data 
analysis, describing the variables of this study as follows: 

1. Analysis with descriptive statistics: the re-
searcher has taken all the questionnaires and ex-
amined them. Analysis was performed using de-
scriptive statistics to explain the results of the 
study in the following areas: 

1.1. Some of the sample characteristics variables are 
age and gender. These are nominal measures be-
cause they can only describe the number of sam-
ples based on their properties and not their val-
ues. Therefore, appropriate statistics are fre-
quency values and percentage values 
(Vanichbuncha, 2007). 

1.2. Opinion level variables include satisfaction and 
behavior about perceived benefits from the ap-
plication, divided into two sections consisting of: 

 user satisfaction in knowledge on the use of 
warfarin, confidence in using warfarin, taking 
medicine correctly, risk of adverse warfarin reac-
tions management, risk of adverse reactions 
knowledge from the use of warfarin, and medi-
cal personnel can track medication from pa-
tients.  

 

Figure 2. System diagram of Warfarin Care. Figure 2. System diagram of Warfarin Care.
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	 The questionnaire is a closed-ended 
question consisting of sub-answers divided 
into five levels using a rating scale and giving 
each level a score from the lowest score of 1 
to the highest score of 5. The statistics used 
are frequency, mean, and standard deviation 
(Vanichbuncha, 2007).

	 The questionnaire results were used to 
calculate floor values for data interpretation  
by determining the range of data to be  
interpreted. The calculation formula and  
explanations for each grade level are as  
follows:

	 𝐹𝑙𝑜𝑜𝑟𝑣𝑎𝑙𝑢𝑒 = (�������–�������)
������

  (1)
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	 Range interpretation can be concluded 
as:

	 • 1.00 – 1.80 : Disagreed 
	 • 1.81 – 2.61 : Slightly disagreed 
	 • 2.62 – 3.42 : Moderate 
	 • 3.43 – 4.23 : Slightly agreed
	 • 4.24 – 5.00 : Agreed

4. Experimental Results

4.1 Warfarin Care

	 Warfarin Care had been developed 
to create communication between medical 
personnel and elderly patients taking warfarin  
through a website and application. The 
website provided information about correct 
usage of warfarin, medicine interactions, 
or risk assessment criteria for receiving  
warfarin and notified medical personnel users 
when patients submitted a risk assessment  
at high risk. Figure 3 shows the risk  
assessment submitted by the elderly patient. 
The website provided high-risk notifications 
such as blood-related conditions, heart  
attacks, or medicine interaction questions, 
and no warfarin confirmation after 12 hours 
will be reported to medical personnel. The 
medical personnel can visualize the details of 
a certain notification, as shown in the image 
on the right side.

	 Figure 4 shows the interfaces of the 
Warfarin Care website for medical personnel 
and applications for patients and caregivers. 
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The main page, warfarin knowledge data 
contents, and medical interaction data,  
respectively. Patients can directly access the 
warfarin knowledge content list through the 
warfarin knowledge section and can access  
the warfarin interaction list through the  
warfarin interaction section in the application, 
as the elderly can add medicine or food to 
the warfarin interaction lists that had to be 
taken. The medical personnel can visualize 
the list on the website and provide proper 
prescriptions to patients.

4.2 Data Analysis

	 In this section, we presented the 
outcomes of an investigation into user  
satisfaction with the Warfarin Care application, 
focusing on various facets such as knowledge 

acquisition, confidence levels, guidance, risk 
awareness, and support for anticoagulation 
medication adherence. The utilization of 
mean and standard deviation as analytical 
tools offered a thorough examination of user 
sentiments.

	 4.2.1 Analysis interpretation of the 
elderly satisfactory

	 In this section, the study presents the 
findings of an examination of the personal data 
of elderly individuals, including age, gender, 
and marital status. The data is elucidated 
through frequency and percentage values. 
The results show that the majority of the 30 
participants who took the test and completed 
all 30 assessments fall within the age range of 
60–69 years (46.66 percent), then 70–79 years 
(36.66 percent), 80–89 years (13.33 percent), 
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and over 90 years (3.33 percent). Regarding 
gender, the majority are women, accounting 
for 53.30 percent, while men account for 46.70 
percent. Regarding gender, the majority are 
women, accounting for 53.30 percent, while 
men account for 46.70 percent. The study 
also categorizes participants by marital status, 
revealing that the majority are married (66.60 
percent), with 30 percent being widowed and 
3.33 percent single. 

	 In the next section of the questionnaire,  
the study focuses on evaluating user  

satisfaction with the Warfarin Care application 
in terms of awareness and support for using 
warfarin medication through the application.  
Utilizing mean and standard deviation values  
to analyze the data, Table 2 shows that  
participants are most satisfied with being 
aware of and getting help with taking their 
warfarin medications as prescribed, which is 
in line with the treatment plan. The mean 
score is 4.83 with a standard deviation of 0.38, 
indicating the highest level of satisfaction. 
The patients have gained knowledge about 
the use of anticoagulants with an average of 

Table 2.	 Satisfaction in using the application among the elderly group that affects 
the benefits received from the application and the use of the application by 
the elderly group that affects the usability and suitability received from the  
application.

Satisfaction with using the application Warfarin Care  
and the benefits received from the application

S.D. Interpretation

Have knowledge about the use of anticoagulants. 4.60 0.56 Agreed

Gain confidence in using anticoagulants. 4.66 0.55 Agreed

Take medicine correctly, both in dosage and time. 4.63 0.56 Agreed

It helps with the use of anticoagulants according to the treatment plan. 4.76 0.50 Agreed

Know the guidelines if there is a risk of adverse reactions from  
medication, such as easy bleeding or blood clots in important organs, etc.

4.63 0.56 Agreed

Reduce the risk of adverse reactions from the use of anticoagulants. 4.70 0.47 Agreed

Family members are aware and encourage the use of anticoagulants 
according to the treatment plan.

4.83 0.38 Agreed

It helps health team personnel track medication uses by patients. 4.73 0.45 Agreed

Appropriate content 4.63 0.56 Agreed

Good user interface design 4.60 0.62 Agreed

The media and content language are easy to understand. 4.67 0.55 Agreed

The application is convenient to use and not complicated. 4.47 0.68 Agreed

Overall use and suitability of the Warfarin Care application. 4.57 0.57 Agreed
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4.60 and a standard deviation (S.D.) of 0.56; 
on-time medicine taken; and understanding 
guidelines for the risk of adverse reactions 
from medication with an average of 4.63 and 
a S.D. of 0.61; family members are aware of 
and encourage the use of anticoagulants  
according to the treatment plan, with an  
average of 4.83 and a S.D. of 0.38; and Warfarin 
Care can help health team personnel track 
medication use by patients with an average 
of 4.73 and a S.D. of 0.45. Simultaneously, 
the presentation of data on application  
usage and user suitability in terms of language 

communication reveals the highest satisfaction  
level with easy-to-understand language  
communication. The mean score is 4.67 with 
a standard deviation of 0.55, indicating the 
highest level of satisfaction.

	 4.2.2 Analysis and interpretation 
of the family members or caregivers  
satisfactory

		  In this section, the study presents 
findings related to the personal data of relatives 
of elderly participants, including details such 
as age, gender, and familial relationships. The 

Table 3	 Satisfaction in using the application among the family members or caregiver 
group that affects the benefits received from the application and the use of the 
application by the elderly group that affects the usability and suitability received 
from the application.

Satisfaction with using the application Warfarin Care  
and the benefits received from the application

S.D. Interpretation

Have knowledge about the use of anticoagulants. 4.70 0.53 Agreed

Gain confidence in using anticoagulants. 4.60 0.56 Agreed

Take medicine correctly, both in dosage and time. 4.70 0.53 Agreed

It helps with the use of anticoagulants according to the treatment plan. 4.67 0.55 Agreed

Know the guidelines if there is a risk of adverse reactions from  
medication, such as easy bleeding or blood clots in important  
organs, etc.

4.67 0.61 Agreed

Reduce the risk of adverse reactions from the use of anticoagulants. 4.60 0.62 Agreed

Family members are aware and encourage the use of anticoagulants 
according to the treatment plan.

4.67 0.55 Agreed

It helps health team personnel track medication uses by patients. 4.63 0.56 Agreed

Appropriate content 4.63 0.52 Agreed

Good user interface design 4.60 0.66 Agreed

The media and content language are easy to understand. 4.67 0.58 Agreed

The application is convenient to use and not complicated. 4.47 0.78 Agreed

Overall use and suitability of the Warfarin Care application. 4.57 0.61 Agreed
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analysis involved the use of frequency and 
percentage values. A total of 30 participants  
participated in the assessment, resulting  
in the completion of thirty evaluations. 
The outcomes highlight that the majority of  
respondents fall within the age range of 20–29 
years, constituting 23.33 percent. Furthermore, 
participants aged 30-39 years account for 20.00 
percent, those aged 40–49 years make up 
33.33 percent, individuals aged 50–59 years 
represent 16.66 percent, and those over 
70 years comprise 3.30 percent. Regarding  
gender distribution, the study indicates that 
the majority of respondents are female,  
making up 63.30 percent, while males  
constitute 36.70 percent. Further categorization 
of the elderly participants’ relatives based on 
familial relationships reveals that the majority 
of respondents are children, representing 70 
percent. Other relationships include spouses 
(6.70 percent), siblings (16.70 percent), and 
sons-in-law (6.70 percent).

		  The study presented the results  
of user satisfaction with the Warfarin 
Care application concerning knowledge,  
confidence, guidelines, risks, and support 
for using anticoagulant medication through 
the application. The chosen analytical tools 
for this assessment include the calculation 
of the mean and standard deviation. The  
summarized findings are detailed in Table 3. 
With a mean score of 4.70 and a standard 
deviation of 0.53, the Warfarin Care application 
has the highest level of satisfaction when it 
comes to the benefits of learning about how 
to use anticoagulant medications and the right 

way to take them, including the right dosage 
and timing. The family members know more 
about anticoagulants and make sure they 
take their medicine on time (with an average 
score of 4.70 and a standard deviation of 0.53) 
and understand the risk of bad reactions to 
medications (with an average score of 4.67 
and a standard deviation of 0.61). The family 
members also know and encourage the use 
of anticoagulants according to the treatment 
plan (with an average score of 4.67 and a 
standard deviation of 0.55), and Warfarin 
Care can help health team members keep 
track of medication use. Additionally, the 
study examines user satisfaction with the 
Warfarin Care application in terms of usage 
and appropriateness among participants. The 
analysis results show the highest satisfaction 
levels with content suitability and easy-to-
understand language communication, with a 
mean score of 4.73 and standard deviations 
of 0.52 and 0.58.

5. Conclusion 

5.1 Summary of Warfarin Care

	 Warfarin Care represents a crucial 
advancement in digital healthcare technology  
tailored to the specific needs of the elderly 
population using warfarin. By facilitating 
efficient communication and information 
exchange among medical personnel, elderly 
patients, and their caregivers, the application 
and website aim to reduce medication errors 
and enhance overall treatment outcomes. 
The user-friendly interface, rigorous content 
evaluation, and shared database architecture 
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demonstrate a thoughtful and comprehensive  
approach to addressing the challenges  
associated with warfarin usage. Warfarin 
Care’s impact on achieving its objectives is 
evident in the successful integration of risk  
assessment, medication history, and knowledge 
of warfarin usage. The application serves as 
a medication reminder and educational tool, 
fostering a better understanding of proper 
medication behavior. Medical personnel 
benefit from real-time access to patient data, 
enabling them to make informed decisions 
and provide timely interventions.

	 However, it’s essential to acknowledge 
certain limitations. Warfarin Care’s effectiveness 
heavily relies on user adherence and regular 
engagement, which might vary among elderly 
users. Additionally, factors such as technological  
literacy and access to smartphones or tablets  
may influence the user’s reach. Ongoing  
efforts should be directed toward addressing 
these limitations, potentially through user 
training programs or alternative communication  
channels. Additionally, the Warfarin Care 
application did not offer notification sounds, 
real-time pop-up notifications, or medicine 
confirmation services to alert the elderly to 
confirm medication intake, even though us-
ers were required to do so by navigating to 
specific application pages.

	 In conclusion, while Warfarin Care 
has showcased promising potential toward 
maximizing its impact, it requires an ongoing 
commitment to refinement and adaptation. 
Warfarin Care can contribute significantly to 

the advancement of anticoagulant therapy 
management for the elderly. This commitment  
ensures that Warfarin Care remains a relevant, 
effective, and sustainable tool for both  
patients and healthcare providers in the  
dynamic landscape of digital healthcare.

5.2 Summary of the Analysis of 
Usage Data of the Users

	 In conclusion, the comprehensive  
analysis of usage data for both elderly individuals  
and their caregivers or relatives regarding the 
Warfarin Care application yielded insightful 
findings from this clinical trial. Among the 
elderly participants, the majority, particularly 
those aged 60–69 years, demonstrated a high 
level of satisfaction with the application’s  
features, emphasizing its effectiveness in  
promoting awareness and supporting  
adherence to anticoagulation medication. 
The caregivers or relatives, predominantly 
falling in the age range of 40–49 years, also 
expressed significant satisfaction, particularly 
in terms of the application’s contribution to 
knowledge, confidence, and guidance related 
to anticoagulation medication. Furthermore, 
overall user satisfaction with the application’s  
language communication and content  
appropriateness was notably high, highlighting  
its user-friendly nature. These findings  
collectively underscore the positive impact  
of the Warfarin Care application on both  
elderly users and their caregivers, emphasizing  
its effectiveness in enhancing knowl-
edge, confidence, and support for proper  
medication adherence.
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6. Discussion

	 Expanding on further research, A 
comprehensive longitudinal study could 
provide valuable insights into Warfarin Care’s 
effectiveness over an extended period of time. 
This includes assessing whether improved 
adherence to warfarin regimens translates 
into better health outcomes for the elderly 
population, such as reduced incidences of 
adverse events or hospitalizations related to 
anticoagulant therapy. Warfarin Care’s user 
experiences and insights can inform iterative 
improvements, ensuring that Warfarin Care 
remains responsive to the evolving needs 
and preferences of its diverse user base.

	 The traditional practice of nurses and 
pharmacists making phone calls to monitor  
patients’ medication adherence can be 
streamlined through the implementation of 
a dedicated mobile application. The medical 
team has expressed approval of this approach 
through its website and application. Notably, 
patients’ knowledge regarding medications 
and dietary considerations has significantly 
improved through the use of the application,  
which is curated based on information  
provided by medical personnel. Moreover, the 
involvement of family members in facilitating 
medication adherence has been instrumental. 
Users agreed that the use and suitability of 
the Warfarin Care application had an average 
of 4.57 and a S.D. of 0.57 from elderly users 
and an average of 4.67 and a S.D. of 0.61 from 
caregivers or family members. Incorporating 
user feedback mechanisms, perhaps through 

user surveys, focus groups, or usability testing,  
will enable developers to identify areas for 
enhancement and address any emerging 
challenges promptly.

	 Additionally, staying attuned to 
emerging technologies and healthcare trends 
is paramount for the sustained success of 
Warfarin Care. The field of digital healthcare is 
dynamic, with innovations and advancements  
occurring regularly. Integrating these developments  
into Warfarin Care’s service, such as incorporating  
artificial intelligence for personalized risk  
assessments or leveraging wearable devices 
for real-time health monitoring, can enhance 
its capabilities and overall impact.
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Abstract: Neck pain is an increasingly prevalent issue in the general 
population, leading to a growing incidence of chronic cases and 
potential future health risks. The economic impact is significant, as 
individuals with neck pain often cease working due to discomfort.  
Traditional assessments of treatment effectiveness involve 
the measurement of neck deformity and movement, typically  
requiring expensive and limited Cervical Range of Motion (CROM) 
equipment found primarily in large hospitals. The challenges 
posed by the COVID-19 outbreak further hinder access to such  
evaluations. This study proposes the development of a Virtual 
Reality (VR) application designed to measure neck movement 
range, enabling users to self-administer assessments under the 
guidance of the VR application. The VR application development 
process commences with storyboard creation, all components 
were designed and creates models object using Blender. The 
development of VR applications for angle measurement follows 
the storyboard, was executed using the Unity program. Prioritizing 
user satisfaction, the application capitalizes on the proven accuracy  
and reliability of VR devices. Usability experimental focused on 
user independence, with participants autonomously following  
instructional videos. Noteworthy user satisfaction, reflected in an 
average score of 4.36 ± 0.52, underscores the potential of the VR 
application in addressing neck pain symptoms. The study emphasizes 
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meticulous design considerations, including 
character and scene elements, aiming to 
enhance user engagement and immersion in 
the virtual environment. Users demonstrated 
focused attention during the measurement 
process, unaffected by external factors. 

1. Introduction

	 Neck pain is a symptom caused by 
defects in the cervical spine joints, neck 
muscles, and shoulder blade muscles. It 
is prevalent in the general population and 
tends to increase annually (Guo et al., 2023). 
Incorrect postures in everyday life have been 
a long-standing cause of neck pain (Nainate, 
2020). Individuals experiencing neck pain may 
also encounter complications such as a fear 
of movement, which can significantly impact 
their daily lives. If neck pain becomes chronic, 
it may lead to other future health issues, such 
as rheumatoid arthritis, osteoporosis, etc. 
(Sarig Bahat et al., 2018). Additionally, this 
symptom can affect other mental illnesses, 
such as stress-related disorders.

	 According to the Global Burden 
of Disease (GBD) report, an estimated 124  
million cases of neck pain increased worldwide 
from 1990 to 2017 (Sarig Bahat et al., 2018). 
Neck pain is a symptom that is commonly 
attributed to musculoskeletal system and 
connective tissue disorders. Many patients 
suffer from the disease, which is ranked 3rd 
out of 10 in the 2021 annual case report 
by the Ministry of Public Health of Thailand 
(Strategy and Planning Division. Ministry of 
Public Health, 2019). According to studies on 

the prevalence of neck pain at the Faculty of 
Medicine, Chiang Mai University, and medical 
colleges in Malaysia, 65% of personnel and 
1% of students, respectively, experienced 
neck pain from long periods of computer 
use (Punwaree, Klaphajone, & Kovindha, 
2009; Alshagga et al., 2013). In 2011, a study 
at Thammasat University found that 46% of 
undergraduate students between the ages of 
18 and 25 had neck pain (Kanchanomai et al., 
2011). Subsequently, a study at government 
health facilities in Yala Province, Thailand, 
found that a total of 136 people had neck, 
back, or shoulder pain (Ahmadmusa, 2020). 
Today, neck pain is the most common health 
problem among students in the 4th and 5th 
years of the Faculty of Allied Health Sciences 
at Naresuan University (Lertsinthai et al., 
2020). These studies suggest that neck pain 
is a prevalent problem that can affect people 
of all ages, from teenagers to working adults. 
Therefore, neck pain treatment is crucial and 
should be widely available.

	 Furthermore, the increasing number 
of patients with neck pain has an indirect 
impact on the economy because they must 
stop working due to pain (Kazeminasab  
et al., 2022). The assessment of treatment  
effectiveness involves the measurement of neck 
deformity and movement, which necessitates 
the use of cervical range of motion (CROM) 
equipment, as shown in Figure 1. However, 
CROM equipment is not only expensive but 
also limited in availability, typically found 
only in large hospitals. The challenges have 
been exacerbated by the COVID-19 outbreak, 
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further complicating access to evaluations 
for neck pain utilizing such equipment in 
hospitals (Parasate et al., 2022). 

	 The medical field has adopted  
virtual reality (VR) technology to treat the 
symptoms of various diseases. VR head-
sets take users out of the real world by  
immersing them in a simulated environment, 
as shown in Figure 2. These VR headsets 
contain sensors that can track various types 
of movement, including head tracking, 
which utilizes gyroscopes, accelerometers, 
and magnetometers (Freeman et al., 2017).  
The accuracy of these sensors has been  
demonstrated in a study conducted by Xu 
et al. (2015).

	 The VR Oculus Rift presents only a 
slight degree of deviation when compared 
to the motion tracking system (Xu et al., 
2015), and the VR device can be seamlessly 
integrated with sensors on mobile phones 
through the app. Furthermore, a study by 
Chang et al. suggests that the measurement 
of neck angles using a goniometer sensor 
from a mobile phone is highly reliable (Chang  
et al., 2019). 

	 In 2021, Yan et al. (2021) concluded 
that VR can still measure neck angles with 
an expected deviation of no more than 
2 degrees compared to measurements 
with goniometers. Along with the accuracy  
between VR and medical devices for measuring 
the angle of neck movement such as CROM, 
according to the Santos-Paz study, VR is still 
very accurate, but the size of VR devices is 

large and expensive (Santos-Paz et al., 2022). 
Addressing this concern, Trinidad-Fernández et 
al. developed an application for the VR Meta 
Quest 2 HMD device. They chose this device 
due to its affordability, popularity, and excel-
lent quality and accuracy in measuring neck 
angles (Trinidad-Fernández et al., 2023). VR 
applications for measuring neck movement, 
as discussed in the above articles, typically 
require expert guidance during usage.

	 Virtual reality (VR) applications de-
veloped for use with head-mounted displays 
(HMD) are typically customized to suit the 
specific application and intended purpose. 
Tao et al. (2021) conducted a literature review 
focusing on the design of VR applications 
within the healthcare domain. They asserted 
that effective VR application design enhances 
user comprehension, leading to increased 
user retention and repeated usage (Tao  
et al., 2021). However, prolonged usage of 
VR applications with HMDs can have adverse 
effects on user health, including eye strain, 
dizziness, and the potential for neck injuries. 
Therefore, it is imperative for VR applications 
to be meticulously designed to mitigate these 
health-related concerns.

	 VR demonstrates high accuracy 
and reliability when compared to medical  
measurement devices. VR is becoming  
exponentially more popular, and most people 
are aware of this technology. Additionally,  
the equipment used for measuring neck 
movement angles, CROM is both expensive 
and limited in quantity, often only available 
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in larger hospitals. This means that a physical 
therapist or specialist must be present while 
using the equipment. COVID-19 has made 
it even more difficult to access neck pain 
assessment using such devices at hospitals.

	 This study aims to develop a VR  
application for initial neck injury assessment, 
leveraging the accuracy and reliability of 
VR equipment. Therefore, the focus of this  
research is on designing the application to be 
user-friendly with the goal of achieving user 
satisfaction. The application is designed and 
developed for users to utilize independently, 
aiming to alleviate the workload of experts 
and the limitations of CROM devices. 

2. Materials and Methods

2.1 VR Device

	 There are now several varieties of 
VR technologies, which are grouped into 
three categories (Heizenrader, 2023). Firstly, 
Non-Immersive VR: this type of virtual reality 
is often integrated into daily activities, such 
as gaming on platforms like PlayStation. 
Users may not be fully aware that they are 
experiencing VR. While interacting with the 
virtual environment through a screen, they 
control characters without physically entering 
the virtual world. Secondly, Semi-Immersive 
VR: this category provides a 3D-viewable  

virtual world. Users can manipulate the virtual 
environment using a computer mouse, but 
their body movements are not tracked and 
replicated within the virtual space. Thirdly, 
Fully Immersive VR: this is the most advanced 
form of VR, offering users a complete and 
immersive experience. Users can move their 
bodies within the virtual world through motion  
detection technology. High-resolution  
head-mounted display (HMD) glasses and  
various VR controllers are essential for optimal 
vision and interaction. 

	 In this study, we utilized fully immersive  
VR through the PICO 4 VR device (PICO, 
2023), which is conducive to application 
development due to the availability of an 
SDK (Software Development Kit) for creating 
applications. The device is reasonably priced, 
making it a cost-effective choice compared 
to other VR models. Additionally, the device 
boasts a balanced design where its weight is  
symmetrically distributed towards the back. 
This design facilitates prolonged usage as the 
weight is concentrated towards the front only, 
and a cushion supports the entire device, both 
in the front and back, reducing discomfort 
for the user. The PICO 4 weighs a light 350 
grams and offers adjustable pupil distance 
to accommodate individual user needs.  
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neck angles with an expected deviation of no more than 2 
degrees compared to measurements with goniometers 
(Yan et al., 2021). Along with the accuracy between VR and 
medical devices for measuring the angle of neck move-
ment such as CROM, according to the Santos-Paz study, VR 
is still very accurate, but the size of VR devices is large and 
expensive (Santos-Paz et al., 2022). Addressing this con-
cern, Trinidad-Fernández et al. developed an application 
for the VR Meta Quest 2 HMD device. They chose this de-
vice due to its affordability, popularity, and excellent qual-
ity and accuracy in measuring neck angles (Trinidad-Fer-
nández et al., 2023). VR applications for measuring neck 
movement, as discussed in the above articles, typically re-
quire expert guidance during usage. 
 Virtual reality (VR) applications developed for use with 
head-mounted displays (HMD) are typically customized to 
suit the specific application and intended purpose. Tao et 
al. (2021) conducted a literature review focusing on the 
design of VR applications within the healthcare domain. 

They asserted that effective VR application design en-
hances user comprehension, leading to increased user re-
tention and repeated usage (Tao et al., 2021). However, 
prolonged usage of VR applications with HMDs can have 
adverse effects on user health, including eye strain, dizzi-
ness, and the potential for neck injuries. Therefore, it is 
imperative for VR applications to be meticulously de-
signed to mitigate these health-related concerns. 
 Virtual reality (VR) demonstrates high accuracy and re-
liability when compared to medical measurement devices. 
VR is becoming exponentially more popular, and most 
people are aware of this technology.  Additionally, the 
equipment used for measuring neck movement angles, 
cervical range of motion (CROM) is both expensive and 
limited in quantity, often only available in larger hospitals. 
This means that a physical therapist or specialist must be 
present while using the equipment. COVID-19 has made it 
even more difficult to access neck pain assessment using 
such devices at hospitals. 
 This study aims to develop a VR application for initial 
neck injury assessment, leveraging the accuracy and relia-
bility of VR equipment. Therefore, the focus of this re-
search is on designing the application to be user-friendly 
with the goal of achieving user satisfaction. The applica-
tion is designed and developed for users to utilize inde-
pendently, aiming to alleviate the workload of experts and 
the limitations of CROM devices.  

2.  Materials and Methods 

2.1  VR device 
 There are now several varieties of VR (virtual reality) 

technologies, which are grouped into three categories 
(Heizenrader, 2023). Firstly, Non-Immersive VR: this type 
of virtual reality is often integrated into daily activities, 
such as gaming on platforms like PlayStation. Users may 
not be fully aware that they are experiencing VR. While 
interacting with the virtual environment through a screen, 
they control characters without physically entering the vir-
tual world. Secondly, Semi-Immersive VR: this category 
provides a 3D-viewable virtual world. Users can manipu-
late the virtual environment using a computer mouse, but 
their body movements are not tracked and replicated 

 

Figure 1. Cervical Range of Motion (CROM) 

 

Figure 2. VR device (PICO 4) 
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It also features tracking and positioning  
sensors, including optical sensors on the  
sensor board, an AKM Semiconductor three-axis,  
six-axis MEMS gyroscope, and an accelerometer  
from TDK-InvenSense.

2.2 VR Application Design

	 The VR application has been designed  
to align with the process of measuring 
neck pain levels using the CROM device, as  
illustrated in Figure 3.

	 The initial phase of the physical 
therapy assessment for neck abnormalities 
involves the completion of a visual analog 
scale questionnaire (VAS). This instrument 
prompts the assessor to delineate their pain 
level on a horizontal 10-centimeter line, 
the parameters of which range from no pain 
on the left end to excruciating pain on the 
right, as illustrated in Figure 4. Subsequently, 
the measurement of CROM device will be 
conducted to quantify angles in six distinct 
directions: Flexion, Extension, Right Lateral 

Flexion, Left Lateral Flexion, Right Rotation, 
and Left Rotation. The data obtained from 
both the VAS questionnaire and CROM device 
are subsequently utilized to comprehensively 
evaluate the assessor’s neck condition.

	 Furthermore, a well-designed VR  
application has a positive impact on user  
usability, reducing the occurrence of  
discomfort during device utilization, such as 
neck strain and eye fatigue from prolonged 
VR usage. Deserver’s study (Park, Lee, & Ko, 
2013) suggests that VR game design should 
include a user guide to provide users with a 
foundation and understanding of how the 
game works for a more enjoyable experience. 
Another interesting aspect of VR is its ability  
to immerse users in a simulated reality,  
creating a more engaging and realistic experience. 
Therefore, based on the above conclusions, 
our study designed a VR application featuring  
a step for measuring neck pain levels in  
alignment with CROM device and designed 
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within the virtual space. Thirdly, Fully Immersive VR: this 
is the most advanced form of VR, offering users a complete 
and immersive experience. Users can move their bodies 
within the virtual world through motion detection tech-
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 In this study, we utilized fully immersive VR through 
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application development due to the availability of an SDK 
(Software Development Kit) for creating applications. The 
device is reasonably priced, making it a cost-effective 
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user. The PICO 4 weighs a light 350 grams and offers ad-
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The data obtained from both the VAS questionnaire and 
CROM device are subsequently utilized to comprehen-
sively evaluate the assessor's neck condition. 

 
 Furthermore, a well-designed VR application has a 
positive impact on user usability, reducing the occurrence 
of discomfort during device utilization, such as neck strain 
and eye fatigue from prolonged VR usage. Deserver’s 
study (Park,  Lee, &  Ko, 2013) suggests that VR game design 
should include a user guide to provide users with a foun-
dation and understanding of how the game works for a 
more enjoyable experience. Another interesting aspect of 
VR is its ability to immerse users in a simulated reality, cre-
ating a more engaging and realistic experience. Therefore, 
based on the above conclusions, our study designed a VR 
application featuring a step for measuring neck pain levels 
in alignment with CROM device and designed the internal 
environment to be interesting and user-friendly. 
 Storyboarding is a crucial aspect of application devel-
opment as it provides a visual representation of the appli-
cation's direction. It allows for a comprehensive view of 
the development path, showcasing the overall picture of 
its progression. Moreover, it outlines the work process in 
a step-by-step manner, facilitating easy editing and incor-
poration of additional components within the application. 
 In this study, the storyboard of the application has 
been designed, comprising key scenes as follows: user 
guidance, VAS measurement, measurement of cervical 
range of motion in Flexion and Extension directions, and 
measurement of cervical range of motion in Right Lateral 
Flexion and Left Lateral Flexion directions. The procedural 
steps for each scene adhere uniformly to the guidelines 
derived from VAS and Cervical Range of Motion (CROM) 
measurements, as outlined in Table 1. Place tables at the 
top or bottom of pages. Avoid placing them in the middle 
of pages. Table heads should be above the tables. Insert 
tables after they are cited in the text. Use 9-point Calibri 
for Table labels as shown in Table 1.  
 

 
Figure 3. CROM procedure to measure neck abnormalities. 

 
Figure 4. CROM procedure to measure neck abnormalities. 
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the internal environment to be interesting 
and user-friendly.

	 Storyboarding is a crucial aspect of 
application development as it provides a visual 
representation of the application’s direction. 
It allows for a comprehensive view of the 
development path, showcasing the overall 
picture of its progression. Moreover, it outlines 
the work process in a step-by-step manner, 
facilitating easy editing and incorporation of 
additional components within the application.

	 In this study, the storyboard of the 
application has been designed, comprising 
key scenes as follows: user guidance, VAS  

measurement, measurement of CROM 
in Flexion and Extension directions,  
and measurement of CROM in Right Lateral 
Flexion and Left Lateral Flexion directions. 
The procedural steps for each scene adhere 
uniformly to the guidelines derived from VAS 
and CROM measurements, as outlined in 
Table 1. Place tables at the top or bottom 
of pages. Avoid placing them in the middle 
of pages. Table heads should be above the 
tables. Insert tables after they are cited in 
the text. Use 9-point Calibri for Table labels 
as shown in Table 1. 

Table 1. Storyboard for VR application

1. Introduction

Physical therapist VR Application

Explain details about the process of assessing neck 
pain levels.

S. Tirakoat et al.     Journal of Applied Informatics and Technology,  2024,  7(1),  1–5 4 

 

 
Table 1.  Storyboard for VR application 

1. Introduction 
Physical therapist VR Application 

Explain details about the process of assessing neck pain 
levels. 

 
 
Introducing the Application Functionality: 
Upon clicking "Enter," a video showcasing the entire opera-
tional process, including equipment usage and necessary 
user actions, will be displayed on the introduction page. Ad-
ditionally, users have the option to pause and repeat the video 
for enhanced comprehension and convenience. 

2. Visual Analog Scale questionnaire (VAS) 
VAS VR Application 

 
In the process of utilizing VAS measurement, users are in-
structed to mark symbols on a 10-centimeter straight line 
on paper. The positioning of the mark corresponds to the 
intensity of pain experienced by the user at the specific 
moment of assessment. 

 

 
The design for measuring pain levels involves a horizontal 
straight line similar to VAS. Users can use the controller to 
mark their pain level, following the same conditions as VAS. 
After the user makes their selection, an auditory signal will 
notify them of the chosen pain level. 

3. Measure the angle of neck movement in the directions of extension and flexion 
CROM VR Application 

 
During the measurement process in this particular 
direction, the assessor is seated and wearing the CROM 
device. They are instructed to elevate and lower their 
head while the physical therapist orchestrates the 
movement to gauge the angle. It is imperative for the 
physical therapist to initially set the starting angle and 
posture to 0 degrees, ensuring consistency across all 
measured directions. This meticulous approach is 
essential to prevent inaccuracies in the subsequent 
measurements. 

 
Design a central red dot, configuring angles to 0 degrees in all 
directions (x, y, z). Following this, create a duck model to sym-
bolize the user's head, dynamically orienting itself based on 
the user's head movements in all directions. The measure-
ment process includes integrating a guiding pipe to demar-
cate the permissible range of movement, directing users to 
maneuver the duck within the confines of the pipe. It is im-
perative to ensure that the duck, representing the user's 
head, remains within the pipe before angle measurement, as 
deviation may result in inaccurate angle measurements. After 
conducting angle measurements in each direction using VR, a 
display screen will present the obtained angles and the dura-
tion of use. 

 
 

Introducing the Application Functionality: Upon clicking 
"Enter," a video showcasing the entire opera-tional 
process, including equipment usage and necessary 
user actions, will be displayed on the introduction 
page. Additionally, users have the option to pause 
and repeat the video for enhanced comprehension 
and convenience.
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2. Visual Analog Scale questionnaire (VAS)

VAS VR Application
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conducting angle measurements in each direction using VR, a 
display screen will present the obtained angles and the dura-
tion of use. 

 
 

In the process of utilizing VAS measurement, users 
are instructed to mark symbols on a 10-centimeter 
straight line on paper. The positioning of the mark 
corresponds to the intensity of pain experienced 
by the user at the specific moment of assessment.
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The design for measuring pain levels involves a 
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the controller to mark their pain level, following 
the same conditions as VAS. After the user makes 
their selection, an auditory signal will notify them 
of the chosen pain level.

3. Measure the angle of neck movement in the directions of extension and flexion
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directions (x, y, z). Following this, create a duck model to sym-
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the user's head movements in all directions. The measure-
ment process includes integrating a guiding pipe to demar-
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head, remains within the pipe before angle measurement, as 
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conducting angle measurements in each direction using VR, a 
display screen will present the obtained angles and the dura-
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During the measurement process in this particular 
direction, the assessor is seated and wearing the CROM 
device. They are instructed to elevate and lower 
their head while the physical therapist orchestrates 
the movement to gauge the angle. It is imperative 
for the physical therapist to initially set the starting 
angle and posture to 0 degrees, ensuring consistency 
across all measured directions. This meticulous ap-
proach is essential to prevent inaccuracies in the 
subsequent measurements.
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movement to gauge the angle. It is imperative for the 
physical therapist to initially set the starting angle and 
posture to 0 degrees, ensuring consistency across all 
measured directions. This meticulous approach is 
essential to prevent inaccuracies in the subsequent 
measurements. 

 
Design a central red dot, configuring angles to 0 degrees in all 
directions (x, y, z). Following this, create a duck model to sym-
bolize the user's head, dynamically orienting itself based on 
the user's head movements in all directions. The measure-
ment process includes integrating a guiding pipe to demar-
cate the permissible range of movement, directing users to 
maneuver the duck within the confines of the pipe. It is im-
perative to ensure that the duck, representing the user's 
head, remains within the pipe before angle measurement, as 
deviation may result in inaccurate angle measurements. After 
conducting angle measurements in each direction using VR, a 
display screen will present the obtained angles and the dura-
tion of use. 

 
 

Design a central red dot, configuring angles to 0 
degrees in all directions (x, y, z). Following this, 
create a duck model to symbolize the user's head, 
dynamically orienting itself based on the user's 
head movements in all directions. The measure-
ment process includes integrating a guiding pipe 
to demarcate the permissible range of movement, 
directing users to maneuver the duck within the 
confines of the pipe. It is imperative to ensure that 
the duck, representing the user's head, remains within 
the pipe before angle meas-urement, as deviation 
may result in inaccurate angle meas-urements. After 
conducting angle measurements in each direction 
using VR, a display screen will present the ob-tained 
angles and the duration of use.

Table 1. Storyboard for VR application (cont.)
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4. Measure the angle of neck movement in the directions of right lateral flexion and left lateral 
flexion

CROM VR Application
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2.3.  Satisfaction assessment  
 Utilizing the precise head movement tracking features 
of VR devices, this research focuses on designing and de-
veloping user-friendly VR applications. To assess the user-
friendliness of the developed VR application, a question-
naire will be employed in this study. The questionnaire 
aims to evaluate user satisfaction and collect feedback on 
various aspects of the application's usability. 
 This study examined the satisfaction levels of VR appli-
cation usage among voluntarily participating health-con-
scious individuals, encompassing both females and males 
aged between 20 and 59 years. The sample size consisted 
of 50 participants, excluding individuals experiencing neck 
pain, those with recent neck or back surgeries, or any 
other discomfort related to the neck. The selection of the 
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2.3. Satisfaction Assessment

	 Utilizing the precise head movement  
tracking features of VR devices, this research  
focuses on designing and developing  
user-friendly VR applications. To assess 
the user-friendliness of the developed VR  
application, a questionnaire will be employed 
in this study. The questionnaire aims to  
evaluate user satisfaction and collect feedback  
on various aspects of the application’s usability.

	 This study examined the satisfaction  
levels of VR application usage among  
voluntarily participating health-conscious 
individuals, encompassing both females and 
males aged between 20 and 59 years. The 
sample size consisted of 50 participants, 
excluding individuals experiencing neck pain, 
those with recent neck or back surgeries, or 
any other discomfort related to the neck. 
The selection of the sample was based on 
the COSMIN methodology for evaluating the 
content validity of Patient-Reported Outcome 
Measures (PROMs) User Manual version 1.0. 
(Terwee et al., 2018).

	 Satisfaction Assessment Form: The 
questionnaire will be organized into four 
sections for a comprehensive evaluation. 
These 4 sections include sections 1 VR 
design 4 questions: 1) Patterns of using the  
application with realistic technology devices 
that are easy to use. 2) The design of the  
application is beautiful and interesting. 3) The 
colors in the application design. 4) The font style 
and size are appropriate., sections 2 application 
usability 2 questions: 1) The speed of using the 

application with realistic technology devices. 
2) The arrangement of menus or categories is 
appropriate., sections 3 model and animation  
design 3 questions: 1) 3D modeling and 
animation styles suitable for the content.  
2) The 3D model and animation are interesting 
and beautiful. 3) 3D modeling and animation 
convey accurate meaning and are easy to 
understand., and sections 4 The effectiveness 
of utilizing applications with VR devices 5 
questions: 1) VR device are user-friendly and 
convenient. 2) The sound of the subtitles is 
clear. 3) The content is well-organized. 4) The 
content is explained clearly. 5) The content 
is easy to understand. Participants will rate 
their satisfaction levels on a rating scale from 
1 to 5, where 1 denotes very unsatisfied,  
2 denotes unsatisfied, 3 denotes moderate 
satisfied, 4 denotes satisfied, and 5 denotes 
very satisfied. The evaluation of satisfaction 
with VR applications will entail computing 
both the mean and standard deviation of 
satisfaction scores. This approach aims to 
offer a concise overview of the average  
satisfaction level among participants while 
also providing insights into the range of  
variability in the satisfaction scores. 

	 The analysis will employ the mean 
and standard deviation (SD) to assess the level 
of satisfaction among the participants. The 
results will be compared against predefined 
criteria for interpretation: a score range of 
4.51-5.00 indicates very satisfied, 3.51-4.50 
indicates satisfied, 2.51-3.50 represents  
moderate satisfaction, 1.51-2.50 implies  
unsatisfied, and 1.00-1.50 represents very  
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unsatisfied. Specifically, in the context of 
user application satisfaction assessment, it is 
essential to ensure that the mean score is at 
least 3.51, and the standard deviation is not 
less than 1.00 (Collado-Mateo et al., 2020).

3. Results and Discussion 

3.1 VR Application

	 VR application development, the 
BLENDER program is utilized to craft models 
in alignment with the intended application 
format. These model files are then imported 
into the Unity Engine for further development,  
given its widespread usage as a game  
development platform, commonly employed 
for VR games and applications. Integration of 
sensors into Unity for VR games allows for 
the incorporation of various sensor types. To 
enhance user interaction, motion tracking  
features such as head tracking are implemented 
within the Unity engine. This enables users to 
explore virtual environments by tracking head 
movements effectively, thereby facilitating  
the creation of three-dimensional games in 

diverse formats. In the VR application, an 
initial video will serve as an introduction, 
providing users with step-by-step guidance on 
the measurement procedures for values such 
as the Visual Analog Scale (VAS) and various 
angular metrics. The primary objective is to 
acquaint users with the assessment process  
and anticipate the forthcoming steps,  
encompassing detailed instructions on  
utilizing the controller in conjunction with the 
interactive elements of the game, as shown 
in Figure 5. After the introductory video,  
users will proceed to measure their pain levels 
using the Visual Analog Scale (VAS). On the 
user interface (UI) page, a horizontal straight 
line, similar to the CROM measurement,  
will be displayed. Figure 6 illustrates the 
VAS measurement process. Users will be 
prompted to select the point on the line that 
corresponds to the severity of pain they are 
experiencing at that moment.

	 The next step involves measuring 
head movement in all six directions. A red 
circular spot, denoting 0 degrees in the x, y, 
and z axes, serves as the focal point for each 
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each direction. A duck model is used to simulate user head 
movements. The user is prompted to perform the motion 
to evaluate neck pain. The VR application will provide au-
dio cues indicating the direction before each the measure-
ment. Additionally, the user is instructed to align their 
head with the line of sight or guide tube to maintain 
proper posture in each direction, as shown in Figure 7. 
 The VR application is designed to utilize the left con-
troller for start and stop the measurement of the range of 
head movement. Simultaneously, it captures the time 
taken for each movement. The outcomes, comprising the 
measurable degrees of motion, along with the corre-
sponding durations, are then displayed on the screen. Us-
ers can subsequently press the button on the right control-
ler to enter the angle measurement in other directions. 
This process is repeated until users have measured the 
range of head movement in all six directions, including 
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Figure 5. Video screen for introducing the usage of the VR 
application. 

 

Figure 6. VAS measurement in the VR application 

Figure 5. Video screen for introducing the  
usage of the VR application
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direction. A duck model is used to simulate 
user head movements. The user is prompted 
to perform the motion to evaluate neck 
pain. The VR application will provide audio 
cues indicating the direction before each the  
measurement. Additionally, the user is  
instructed to align their head with the line  
of sight or guide tube to maintain proper  
posture in each direction, as shown in  
Figure 7.

	 The VR application is designed to 
utilize the left controller for start and stop 
the measurement of the range of head  
movement. Simultaneously, it captures the 
time taken for each movement. The outcomes,  
comprising the measurable degrees of  
motion, along with the corresponding durations, 
are then displayed on the screen. Users can 
subsequently press the button on the right 
controller to enter the angle measurement 
in other directions. This process is repeated 

until users have measured the range of head 
movement in all six directions, including 
Flexion (Figure 7(a)), Extension (Figure 7(b)), 
Right Lateral Flexion (Figure 7(c)), Left Lateral 
Flexion (Figure 7(d)), Right Rotation (Figure 
7(e)), and Left Rotation (Figure 7(f)).

3.2 Satisfaction Assessment 
Results

	 The effectiveness of the VR  
application was evaluated through user 
testing, as shown in Figure 8. During user 
testing, participants were provided with VR 
headsets and instructed to interact with the 
application. Their feedback was collected 
to assess the usability, effectiveness, and 
overall experience of the VR application. 
From the user satisfaction assessment of the  
application, the mean and SD values were 
presented and separated into 4 categories, 
as shown in Tables 2- 5.
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Table 5.	 The effectiveness of utilizing applications with VR devices

Question Mean ± SD Level

1. VR device are user-friendly and convenient. 4.06 ± 0.77 Satisfied

2. The sound of the subtitles is clear. 4.26 ± 0.85 Satisfied

3. The content is well-organized. 4.52 ± 0.61 Very satisfied

4. The content is explained clearly. 4.54 ± 0.61 Very satisfied

5. The content is easy to understand. 4.56 ± 0.67 Very satisfied

Average 4.39 ± 0.57 Satisfied

Table 4.	 Model design and animation satisfaction

Question Mean ± SD Level

1. 3D modeling and animation styles suitable for the content. 4.4 ± 0.70 Satisfied

2. The 3D model and animation are interesting and beautiful. 4.36 ± 0.88 Satisfied

3. 3D modeling and animation convey accurate meaning and are easy 
to understand.

4.36 ± 0.66 Satisfied

Average 4.37 ± 0.63 Satisfied

3.3 Discussion	

	 In the usability testing of the application, 
it was observed that users have the ability to 
watch an instructional video explaining how 
the application operates and can follow the 
steps autonomously. Those who participated 
in the testing phase conveyed a notable sat-
isfaction level in all aspects, reflected by an 
average score of 4.36 ± 0.52. Throughout this 
study, careful attention was given to crafting 
character and scene designs, aiming to elicit 
excitement and interest, thereby fostering 
a heightened sense of immersion into the 
virtual world. Furthermore, users exhibited 
focused attention during the measurement 
process, undisturbed by external factors.

	 However, the researchers have received  
user suggestions regarding the design of the 
VR application. It is recommended to adjust 
the size of the animation to be larger. In 
terms of application usability, it should be 
designed to be user-friendly. Additionally, 
regarding the efficiency of using applications 
with virtual reality technology, feedback  
suggests that controlling the controller remains 
difficult to use. 

3.4 Limitations and Future Works

	 Although user satisfaction with the use 
of the application is at a high level, there are 
still limitations to the VR application. These 
include the necessity of calibrating the VR 
equipment accurately before proceeding 
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with various measurements to minimize angle 
measurement errors. It is also crucial to align 
the gaze with the application. This research 
employed measurements and satisfaction 
evaluations for participants with good health. 
Consequently, the derived satisfaction level 
can only be extrapolated to this specific  
demographic and cannot be directly compared 
with the satisfaction levels of individuals  
experiencing genuine neck injuries. Despite the 
VR application demonstrating reliable accuracy 
in angle measurements, there exists a slight 
deviation when compared to CROM device. 

	 Based on the above limitations, we 
will focus on developing VR applications that 
can measure degrees more accurately and 
reliably compared to standard tools in the 
medical field and test them with a sample 
group of people with real neck pain.

4. Conclusion

	 Neck pain, arising from issues in cervical  
spine joints, neck muscles, and shoulder 
blade muscles, often results from prolonged 
incorrect postures in daily life. The traditional 
method of measuring neck deformities and 
assessing treatment levels involves expensive 
and limited cervical range of motion (CROM) 
device, primarily available in large hospitals 
and it is necessary to have experts in using the 
equipment. Therefore, this study has developed 
Measuring Neck Abnormalities for Preliminary 
assessment of neck pain disease using virtual 
reality (VR). VR technology, known for its sensors 

and tested accuracy, is reliable in measuring 
neck angles. The primary focus of this study 
is on the design of the application, aiming to 
ensure user satisfaction and usability. Users 
should be able to operate it independently, 
with efforts made to minimize any potential 
impact on their health. User satisfaction, 
based on a sample of 50 users without neck 
pain, indicated satisfied (average score of 
4.36 ± 0.52). However, this study necessitates  
a comparative analysis of precision  
measurement and device reliability between 
VR and CROM to validate accuracy. This  
verification is crucial for determining the  
potential future usability of the VR application.
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1. Introduction

	 Human Resource Management (HRM) 
is an essential part of businesses, regardless 
of their size. HRM focuses on activities like 
recruiting, hiring, deploying and managing an 
organization’s employees. To help simplify 
the HRM processes, companies can utilize 
the Human Resource Information System 
(HRIS) to assist in the storing and processing 
of employees’ data without needing to spend 
too many resources. Available software in 
the market costs ranging from $20-$40 per 
user per month for a basic plan to $80-$100 
per user per month for a pro plan (Empeo, 
2024; Gusto, 2024). Plus, the adoption of new 
technologies comes with switching costs, 
which include not just the software but also 
associated expenditures like learning and 
training (Avlonitis & Panagopoulos, 2005). 
Due to these costs of information system 
acquisition, some organizations still apply a 
traditional method with paper-based, which 
is resource-intensive. In this work, we focus 
on time recording and leaves submission 
functions in HRM. 

	 Many low-to-no code platforms have 
been introduced to facilitate non-technical 
users. Data analysis software such as Power 
BI, Tableau, and RapidMiner were introduced 
to allow an end-user to complete the task by 
drag and drop procedures without requiring 
any complicated coding. With user interfaces 
and understanding of data, the users are able 
to produce a dashboard for a descriptive  
analysis and perform a simple predictive 

analysis. In addition, software for simple data 
management from data entry, data storage, 
and data retrieval was proposed. Application 
development software like Power Apps and 
Google AppSheet were proposed for building 
cross-platform applications. With a connection 
to the available database or spreadsheet, 
the users can create their own application 
that can be executed on mobile devices and 
web sites. One advantage of low-to-no code 
platforms is that the end users are able to 
create their own applications and the cost of 
software or applications acquisition is lower 
than a software development or installation. 

	 This work demonstrates how a low-to-no  
code application is applied to implement 
simple function of HRM without establishing a 
company database. The developed application 
can facilitate employees recording working 
hours, and submission of absence requests, 
which is one of the functions in HRM. The 
proposed application is built using the Google 
AppSheet which is a no-code platform. The 
development of the application requires low 
technical knowledge in programming and can 
be integrated well with widely used tools such 
as spreadsheets. The completed application  
has been implemented and tested with  
a small business. The result shows that the 
learnability and the usability of the proposed 
is satisfactory. 

2. Previous Work

	 Human Resource Management (HRM) 
is the strategic strategy which firms employ 
to manage their employees efficiently. HRM 
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includes the policies, processes, and systems  
that are set up to recruit, instruct, and  
manage company personnel. To perform HRM, 
a human resource information system (HRIS) 
performs an essential part in facilitating the 
effective integration of technology solutions 
(Thite, Kavanagh, & Johnson, 2012). The main 
purpose of HRIS is to ensure data integrity, 
provide up-to-date information, and keep 
track of the employees that the company 
can use to support daily operations such as 
monitoring personnel work time and leave 
requests. Applications of HRM have been 
incorporated through HRIS to assist HRM at 
different levels within an organization. While 
HRIS primarily focuses on the technological 
aspects of managing HR information, a human 
resource management system (HRMS) takes a 
step further by integrating these technologies 
into a more comprehensive framework. HRMS 
not only ensures data integrity and real-time 
information but also actively contributes to 
the strategic management of human resources. 

	 Low-code and no-code (LCNC) data 
analysis platforms offer advanced analytical 
capabilities, seamless data integration, and 
interactive visualization tools. These platforms  
can help users make the data analysis  
processes more efficient since manual efforts 
are less required to complete each task, 
making it easy for data-driven businesses 
seeking for insights without relying only on IT 
expertise. For example, Power BI, as a LCNC 
platform, is available for users to perform 
data analysis without extensive knowledge 
in programming. However, the limitations of 

the LCNC platforms include vendor lock-in 
concerns, complex use cases handling, and 
a lack of on-premises support (Sufi, 2023). 

	 Low-to-no-code platform expedites  
the development of applications by  
reducing the amount of coding and resources 
associated with building an application from 
scratch. For businesses, this technology helps 
in terms of speed to market and little cost 
of creating software (Sattar, 2018). One of 
the low-code platforms is Microsoft Power 
Apps. Power Apps combines the positives of 
low-code development with the capacity of 
integration with Microsoft products such as 
Excel. Despite that, one of its setbacks comes 
in the form of subscription cost; since to 
use Power Apps, the user needs a Microsoft 
Dynamic subscription with the add-on of 
Power Apps billing. On the contrary, Google 
AppSheet offers similar services at a lower 
subscription fee. Platform called OutSystems  
is a user-friendly interface that can be  
developed using pre-built templates. The 
platform enables across devices accessibility  
which helps developers with streamline  
delivery of mobile and application (Martins  
et al., 2020). The developed applications using 
a low-code platform has advantages of minimal 
coding and short time to market. However, 
the vendor-lock effects lead to challenges 
of governance plan and design limitations. 
Though the low-code development platform 
possesses limitations, it is applicable for the 
secondary business activities (Ledl, 2022). 
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3. Material and Method

	 In this work, we adopt the business 
rules of one small association in Thailand 
to develop the application accordingly. We 
employ cloud software called AppSheet to 
develop a mobile application. There are 3 
main functions that allow a small business 
owner to perform an employee management: 
1) working hours record, 2) leave request, and 
3) a monthly report. The application applies 
spreadsheets to read and record the data. 

	 To implement the HRM management 
software with AppSheet, spreadsheet files for 
recording employees’ profiles, working hour 
reports, leave availability and transactional 

data are required. The entity relationship 
diagram of the organization is depicted in 
Figure 1. 

3.1 Data

	 The HRM of organization relates to 
6 entities that are ‘Staff’, ‘Time_record’, 
‘Leave_request’, ‘Leave_available’, ‘Work-
ing_hour_report’, and ‘Generate_work_hour’ 
as shown in Figure 1. The record of each entity 
is stored in a spreadsheet file. The ‘Staff’ file 
stores the record of each employee that are 
an employee ID, name-surname, phone num-
ber, and start working date. The employee 
ID is used as a key. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Entity Relationship Diagram 
 

  

 Figure 2. Application’s Use Case Diagram 

 

 For each working day; date, clock-in time, clock-out time, and location entered by each employee are 
recorded in the daily working hour file called ‘Time_record’. This file is a transactional data that collects timestamp 
records when staff clock in and clock out. The organization’s employees have 3 types of leave: 1) annual leave, 2) 
sick leave, and 3) business leave. The file ‘Leave_request’ collects transaction of requests submitted that record the 
data of transaction ID, employee ID, leave duration, leave type, and approved status. The number of leave days 
available for each employee can be retrieved from the file ‘Leave_available’. The records in the spreadsheet files 
‘Time_record’ and ‘Leave_request’ are used to calculate the total working hours of each employee at the end of the 
month and stored in the file ‘Working_hour_report’. The file ‘Generate_working_report’ is a master file for generating 
the working hour report since it stores the required number of working days of each month.   

Figure 1. Entity relationship diagram
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are used to calculate the total working hours 
of each employee at the end of the month 
and stored in the file ‘Working_hour_report’. 
The file ‘Generate_working_report’ is a master 
file for generating the working hour report 
since it stores the required number of work-
ing days of each month. 

3.2 Application Development

3.2.1 Users 

	 For data access control, the applica-
tion manages data access by enabling users 
to both retrieve and update specific data 
according to their assigned roles. The appli-
cation has 2 roles of users: staff and admin. 
Staff is a normal user as depicted in Figure 2. 
Admin is a super user, who can approve the 
leave request, generate a monthly report, and 
edit some data files that store the records. 
Staff is a user who can access the working 
time stamp, submitting leave requests, and 
retrieve his working hours. 

3.2.2 Function 

	 Our designed application has six functions 
in total as shown in Figure 2. Three functions 
are used by a normal user: 1) clock-in and 
clock-out, 2) leave request, and 3) personal 
working hours. The other three functions are 
used by a super user: 1) staff management, 
2) generate working reports, and 3) approve 
leave requests. The detail of each function 
is described below.
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 Figure 2. Application’s Use Case Diagram 

 

 For each working day; date, clock-in time, clock-out time, and location entered by each employee are 
recorded in the daily working hour file called ‘Time_record’. This file is a transactional data that collects timestamp 
records when staff clock in and clock out. The organization’s employees have 3 types of leave: 1) annual leave, 2) 
sick leave, and 3) business leave. The file ‘Leave_request’ collects transaction of requests submitted that record the 
data of transaction ID, employee ID, leave duration, leave type, and approved status. The number of leave days 
available for each employee can be retrieved from the file ‘Leave_available’. The records in the spreadsheet files 
‘Time_record’ and ‘Leave_request’ are used to calculate the total working hours of each employee at the end of the 
month and stored in the file ‘Working_hour_report’. The file ‘Generate_working_report’ is a master file for generating 
the working hour report since it stores the required number of working days of each month.   

Figure 2. Application’s use case diagram

	 For each working day; date, clock-in 
time, clock-out time, and location entered 
by each employee are recorded in the daily 
working hour file called ‘Time_record’. This file 
is a transactional data that collects timestamp 
records when staff clock in and clock out. 
The organization’s employees have 3 types 
of leave: 1) annual leave, 2) sick leave, and 
3) business leave. The file ‘Leave_request’ 
collects transaction of requests submitted that 
record the data of transaction ID, employee 
ID, leave duration, leave type, and approved 
status. The number of leave days available for 
each employee can be retrieved from the file 
‘Leave_available’. The records in the spread-
sheet files ‘Time_record’ and ‘Leave_request’ 
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3.2 Application Development 
3.2.1 Users  

 For data access control, the application manages data access by enabling users to both retrieve and update 
specific data according to their assigned roles. The application has 2 roles of users: staff and admin. Staff is a normal 
user as depicted in Figure 2. Admin is a super user, who can approve the leave request, generate a monthly report, 
and edit some data files that store the records. Staff is a user who can access the working time stamp, submitting 
leave requests, and retrieve his working hours.  

3.2.2 Function  

 Our designed application has six functions in total as shown in Figure 2. Three functions are used by a 
normal user: 1) clock-in and clock-out, 2) leave request, and 3) personal working hours. The other three functions are 
used by a super user: 1) staff management, 2) generate working reports, and 3) approve leave requests. The detail 
of each function is described below. 
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Figure 3. User interface of (a-b) clock-in function and (c-d) clock-out function of each staff 

 

3.2.3 Clock-In and Clock-Out 

 The aim of this function is to ensure that the date and time entered at the time of the clock in, clock out, 
and location of each member of staff. The values of every employee are recorded in the same file named ‘Time_record’.   

 To ensure the integrity of working hours such as the time entered the system, a staff press a button labeled 
as ‘clock-in’ when arrived the company and ‘clock-out’ before leaving then the timestamp and location are automatically 
inserted into the record. The user interface of the function is shown in Figures 3(a) and 3(c). The values of current 
date, clock-in time, clock-out time are automatically retrieved from the system and saved into the file with the employee 
ID. To ensure that the employee is in the office premises, the value of location is also recorded in the file ‘Time_record’ 
but it will not be seen by the staff. The clock-in and clock-out time of each day? can be checked by the staff on the 
application as depicted in Figures 3(b) and 3(d).  

 

3.2.4 Leave Request 

 The leave request feature is available for users to submit leave requests to the system. Then the leave 
requests will be proceeded further by the admin. Figure 4 shows an interaction diagram for managing leave requests 
(Adamu, 2020). When the request was submitted by the staff, it can be canceled if it has not been approved by the 
admin. If the request has been approved, only an admin can cancel the approved request.  

 

	  (c) Clock-out function 	  (d) Clock-out history

Figure 3. User interface of (a-b) clock-in function and (c-d) clock-out function of each staff

	 (a) Clock-in function	 (b) Clock-in history
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3.2.3 Clock-In and Clock-Out

	 The aim of this function is to ensure 
that the date and time entered at the time 
of the clock in, clock out, and location of 
each member of staff. The values of every 
employee are recorded in the same file 
named ‘Time_record’. 

	 To ensure the integrity of working 
hours such as the time entered the system, 
a staff press a button labeled as ‘clock-in’ 
when arrived the company and ‘clock-out’ 
before leaving then the timestamp and 
location are automatically inserted into the 
record. The user interface of the function is 
shown in Figures 3(a) and 3(c). The values of 
current date, clock-in time, clock-out time 
are automatically retrieved from the system 
and saved into the file with the employee 

ID. To ensure that the employee is in the 
office premises, the value of location is also 
recorded in the file ‘Time_record’ but it will 
not be seen by the staff. The clock-in and 
clock-out time of each day? can be checked 
by the staff on the application as depicted 
in Figures 3(b) and 3(d). 

3.2.4 Leave Request

	 The leave request feature is  
available for users to submit leave requests 
to the system. Then the leave requests will 
be proceeded further by the admin. Figure 
4 shows an interaction diagram for managing  
leave requests (Adamu, 2020). When the 
request was submitted by the staff, it can be 
canceled if it has not been approved by the 
admin. If the request has been approved, only 
an admin can cancel the approved request.  

 

 
Figure 4. An interaction diagram for managing leave requests 

  

 To submit a leave request with the developed application (Fortich & Marcial, 2014), the users will begin with 
the "+" button and it will lead the users to the request form. This form requires users to provide specific details, 
including the type of leave (e.g., sick, annual, or business), the start date of the leave, and the leave duration. The 
users will be informed of their leave availability, ensuring it remains within the available leave balance. If the leave 
duration exceeds the leave balance, the warning message will be shown, and the user cannot submit the leave request 
until the error is fixed. The conditions for each leave type are as follows: 

 - For sick leave, the leave date should be either the current date, yesterday, or before yesterday. Requests 
must be submitted within two days after the sick leave date. If the sick leave is two days or longer, the users will be 
required to attach medical evidence as shown in Figure 5(a). 

 - For annual leave, the users must submit requests at least two days in advance without attaching any files 
as depicted in Figure 5(b). 

 - For business leave, the users are required to submit requests at least two days in advance and must 
attach a business leave document before submission in any case as represented in Figure 5(c). 

 When a leave request is submitted, it will initially display a "Pending" status. According to the approval 
status, there are four types of results that will be shown on the "Send Leave Request" page including "Rejected", 
"Canceled", and "Approved" status. While a request is in the "Pending" status, users have the option to cancel it before 
the admin decides. If a user cancels their request, the status changes to "Canceled." 

 

Figure 4. An interaction diagram for managing leave requests
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	 To submit a leave request with the 
developed application (Fortich & Marcial, 
2014), the users will begin with the “+” button  
and it will lead the users to the request form. 
This form requires users to provide specific 
details, including the type of leave (e.g., 
sick, annual, or business), the start date of 
the leave, and the leave duration. The users 
will be informed of their leave availability, 
ensuring it remains within the available leave 
balance. If the leave duration exceeds the 
leave balance, the warning message will be 
shown, and the user cannot submit the leave 
request until the error is fixed. The conditions 
for each leave type are as follows:

	 - For sick leave, the leave date should 
be either the current date, yesterday, or  
before yesterday. Requests must be submitted 
within two days after the sick leave date. If 
the sick leave is two days or longer, the users 
will be required to attach medical evidence 
as shown in Figure 5(a).

	 - For annual leave, the users must 
submit requests at least two days in advance 
without attaching any files as depicted in 
Figure 5(b).

	 - For business leave, the users are 
required to submit requests at least two days 
in advance and must attach a business leave 
document before submission in any case as 
represented in Figure 5(c).

	 When a leave request is submitted, 
it will initially display a “Pending” status. 
According to the approval status, there are 
four types of results that will be shown on 

the “Send Leave Request” page including 
“Rejected”, “Canceled”, and “Approved” 
status. While a request is in the “Pending” 
status, users have the option to cancel it  
before the admin decides. If a user cancels their 
request, the status changes to “Canceled.”

3.2.5 Personal Working Hours

	 This feature allows staff members to 
access their individual work record report in 
a particular month and year. After the admin 
generates the monthly work report at the end 
of each month, the new monthly report of 
each employee will show up on the personal 
work report page. In this page, the data is 
retrieved from the ‘Working_hour_report’ 
sheet, showing the expected and actual 
working hours of each month. Also, the users 
can review the number of leave days used 
in each month as shown in Figure 6. 

3.2.6 Staff Management

	 These functions are restricted to the 
admin and revolve around supervising staff’s 
information. Staff records are stored in the 
‘Staff’ file. Actions to manage information 
of staff include adding, viewing, and editing. 
Figure 6(a) shows the list of existing staff. 
On each row, there are shortcut buttons for  
editing, looking for staff’s address using Google 
Maps, e-mailing, making a phone call, and 
sending a text message. 

	 To add a new staff, tap the plus 
icon. It will bring up the form in Figure 7(b). 
Information required to create a new staff 
record comprises of ID, name, address, phone 
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Figure 5. User interface of submitting leave request of each type. (a) Sick leave, (b) Annual leave, (c) Business 
leave, and (d) request history 
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Figure 5. User interface of submitting leave request of each type. (a) Sick leave,  
(b) Annual leave, (c) Business leave, and (d) request history
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number, email, date of birth, and date of start 
work. The staff ID is automatically populated 
by incrementing the last staff’s ID by one. 
For staff to be able to use this application, 
the inputted email must match the email 
the staff uses to log in. When a new staff 
is added to the ‘Staff’ file, an automated 
script will be called to generate a record in 
the ‘Leave_available’ data file telling how 
many days that staff has for sick, business, 
and annual leave. To view information about 
the staff, tapping the record of the staff in 
Figure 7(a) navigates you to the detail screen 
shown in Figure 7(c). For editing, the admin 
can either tap on the first shortcut icon on 
the staff record in Figure 7(a) or enter the 

Figure 6. Personal work record

 

 

3.2.5 Personal Working Hours 

 This feature allows staff members to access their individual work record report in a particular month and 
year. After the admin generates the monthly work report at the end of each month, the new monthly report of each 
employee will show up on the personal work report page. In this page, the data is retrieved from the 
'Working_hour_report' sheet, showing the expected and actual working hours of each month. Also, the users can 
review the number of leave days used in each month as shown in Figure 6.  

 

 

Figure 6. Personal work record 

 

3.2.6 Staff Management 

 These functions are restricted to the admin and revolve around supervising staff’s information. Staff records 
are stored in the ‘Staff’ file. Actions to manage information of staff include adding, viewing, and editing. Figure 6(a) 
shows the list of existing staff. On each row, there are shortcut buttons for editing, looking for staff’s address using 
Google Maps, e-mailing, making a phone call, and sending a text message.  

 To add a new staff, tap the plus icon. It will bring up the form in Figure 7(b). Information required to create 
a new staff record comprises of ID, name, address, phone number, email, date of birth, and date of start work. The 
staff ID is automatically populated by incrementing the last staff’s ID by one. For staff to be able to use this application, 
the inputted email must match the email the staff uses to log in. When a new staff is added to the ‘Staff’ file, an 
automated script will be called to generate a record in the ‘Leave_available’ data file telling how many days that staff 
has for sick, business, and annual leave. To view information about the staff, tapping the record of the staff in Figure 
7(a) navigates you to the detail screen shown in Figure 7(c). For editing, the admin can either tap on the first shortcut 
icon on the staff record in Figure 7(a) or enter the Figure 7(c) detail screen and tap the floating edit button. Both will 
bring up the edit screen depicted in Figure 7(d). 

 

Figure 7(c) detail screen and tap the floating 
edit button. Both will bring up the edit screen 
depicted in Figure 7(d).

3.2.7 Generate Working Report 

	 This function generates monthly 
working reports for all staff. The related 
data files are ‘Generate_work_hour’ and 
the ‘Working_hour_report’. The purpose of  
‘Generate_work_hour’ is to manage the creation 
of working reports of staff in specific months 
and years with the status of either Generated 
or To Generate. The ‘Working_hour_report’ is 
used to hold the generated reports. 

	 This function executed JavaScript 
code in the Google Apps Script. To generate 
the staff’s working report for the previous 
month, the admin clicks the add button on 
the bottom-right corner in Figure 8(a) which 
brings up the form shown in Figure 8(b). Inside 
the form, there are 3 input fields: month, year, 
and number of working days. Despite that, the 
admin is required to fill in only the number of 
working days. After the number-of-working-day  
field is entered, and the Save button is 
clicked, it triggers the JavaScrip written in 
the Google Apps Script. However, if there 
is not report generated in last two months 
which has the status of ‘To Generate’ in the 
record, the application does not allow the 
admin to proceed. 

	 The Apps Script’s function iterates over 
‘Leave_request’, ‘Staff’, and ‘Time_record’. 
The ‘Staff’ is used as the dimension table with 
staff ID as the primary key. Firstly, the function 
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Figure 7. Example of user interface of functions that can be accessed by admin of the organization. (a) Viewing 
every staff detail, (b) Adding a new staff, (c) Detail of each staff, and (d) Editing information of each staff 
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goes over ‘Leave_request’ to sum up the 
approved leave date based on leave types 
by all staff. If there is a record of the month 
the admin is generating the report having 
the status of Pending, the process ends and 
notifies the admin through email to approve 
or reject that request. Otherwise, the process 
continues to iterate over the ‘Time_record’ 
to calculate the working time of staff. After 
finishing the process, the function now has 
the number of leave days of each leave type 
and the working time of all staff. It then inserts 
these records into ‘Working_hour_report’. 
After new records generated from the Apps 
Script function were appended, the admin can 
view all staff’s working hour reports shown 
in Figure 8(c).

3.2.8 Approve Leave Requests 

	 This enables admins with the ability 
to accept, reject, and cancel leave requests 

made by normal users. The function will be 
available only for super users’ applications. 

	 As depicted in Figure 9(a), it will 
display the following features: Pending,  
Approved, Rejected, and Canceled. Admin 
clicks the ‘Pending’ option to view leave 
requests made by normal users following to 
Figure 9(b). Next, choose the user’s request 
to modify the requested status by clicking on 
it. It will lead admin to the page as seen in 
Figure 9(c). By selecting the “edit” button in 
the bottom right, the admin can modify the 
desired status and also update the desired 
status. The status will indicate ‘Pending’ as 
a default value. Only super user may modify 
a status to ‘Approved’ or ‘Rejected.’ The 
status cannot be changed from “Pending” to 
“Canceled”. The program will show a mistake 
as anything that appears in Figure 9(e). The 
status will change when the admin clicks the 

 

 

staff in specific months and years with the status of either Generated or To Generate. The ‘Working_hour_report’ is 
used to hold the generated reports.  

 This function executed JavaScript code in the Google Apps Script. To generate the staff’s working report 
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Figure 8. User interface of monthly working report generation 
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Figure 8. User interface of monthly working report generation
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‘save’ button. The date of the leave will be 
deducted from ‘Leave_Available’ sheet. For 
the ‘canceled’ status, it can be available only 
when normal user wants to cancel the leave 
request with ‘approve’ status only. To cancel 
a request, the administrator will select the 
‘Approve’ option in Figure 9(a), click on the 
request, select “Edit”, change the status to 
‘Canceled’, and then click “Save”. The leave 
date will be restored to the ‘Leave_Avail-
able’ sheet and the status will change to 
the ‘Canceled’.

4. Results and Discussion

4.1 Results

	 The result of the application is  
assessed by its usability. After the development  
phase, the application went through testing 
by the business staff members. We evaluate 

three firm customers in varying age ranges 
(21–30, 31–40, and 41–50), in sequence, 
based on Table 1. Before the actual testing, 
staff members had around 15 minutes to 
experience and navigate functions inside the 
application. The main test cases are clocking  
in and out; sending and canceling leave 
requests; and viewing the details of work 
reports. The clock-in-clock-out function was 
fulfilled by all test pilots easily. The staff were 
also asked to carry out the task of sending 
three types of leave requests. These actions 
were done in under 2 minutes. The last test 
case is to view the individual working report 
where testers navigate effortlessly. However, 
the AppSheet limitation of no background 
refresh put a hindrance for test persons in 
using the application by leaving the status 
unchanged after the action was completed. 

 

 

 This enables admins with the ability to accept, reject, and cancel leave requests made by normal users. 
The function will be available only for super users’ applications.  

 As depicted in Figure 9(a), it will display the following features: Pending, Approved, Rejected, and Canceled. 
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Figure 9: User interface of Approve Leave Request Method 
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Figure 9: User interface of approve leave request method
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Table 1.	 Usability test and learnability test with 3 users in the company

Case 
No. 

Task 
Test 

Result 
User 1 
(Sec) 

User 2 
(Sec) 

User 3 
(Sec) 

Average
(sec) 

  Usability Test                

1  Click Clock-in  PASS  5  6.2  5.2  5.8 

2  Look at the clock-in history from Case No. 1  PASS  4.6  15  8.9  9.5 

3  Click to see working report  PASS  2.8  6.7  5.5  5 

4 

Users ask for sick leave for 2 days, 
counting as the testing day is first day 
of leave, and attached file which is not 
more than 2mb 

PASS  51.6  136.  82.2  90 

5 
Users ask for annual leave for 2 days in 
the next week 

PASS  31.7  80  68.3  60 

6 
Users ask for business leave for 3 days 
in 2 days advance with attached file  
(file size must less than 2mb) 

PASS  21  44.3  24.7  30 

7 
Users cancel their own leave requests 
which are still on pending status. 

PASS  42  75.2  56.8  58 

 Learnability Test                

8  Click Clock-out   PASS  3.2  5.4  4.1  4.2 

9 
Look at the clock-out history from Case 
No. 8 

PASS  1.3  3  1.7  2 

10 
Users ask for sick leave 2 days, 2 days 
before the testing day 

PASS 3.3  11.7  9  8 

4.2 Discussion

	 The results of this paper indicate that, 
for small businesses: (1) the development of 
an HRM application for in-house use using the 
LCNC platform is simple and does not demand 
high technical skills; (2) the application built 
with this technology is cost-effective in both 
development and maintenance; and (3) the 
finished application imposes a very low learning 
curve for new users. The application is able 

to perform essential functions of clocking, 
calculating working hours, staff management, 
and submitting leave requests. With Google 
Sheet as the database, it simplifies the process 
for small businesses in terms of database 
maintenance. Although this study presents 
the feasibility of utilizing the LCNC platform 
for the implementation of HRM applications, 
there are some limitations to the platform. 
Some of them are the trade-off between 
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streamlining the development process and 
the level of customizability; and concerns 
about the scalability of using Google Sheet 
as the database. 

	 For future research, it could explore  
the use of alternative LCNC platforms 
that offer similar benefits plus additional  
customizability and scalability. The results  
section presents the raw data, the  
experimental data, and the results after  
applying the techniques outlined in the 
methods section.

5. Conclusion

	 In summary, the HRIS implementation 
through Google AppSheet offers a cost-effective 
and efficient solution for small businesses. 
According to usability and learnability testing,  
its results confirm the user-friendliness and 
effectiveness of this application, proven by 
users performing the key tasks with ease, 
including clocking in and out, managing leave 
requests, and accessing working reports. The 
feedback from real users also emphasizes 
the application’s efficiency in streamlining HR 
management. The integration of AppSheet 
with spreadsheets, along with its automated 
features, ensures data accuracy and reduces 
manual tasks. Despite its minor limitations,  
AppSheet, as a no-code platform, demonstrates 
its potential to enhance HR management and 
productivity. This work highlights the importance  
of low-code and no-code platforms in  
facilitating HR management to be accessible 
and practical for businesses of all sizes.
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Abstract: The objective of this study is to compare the  
performance of sentiment analysis models for Thai online text  
using the existing PyThaiNLP libraries. For extracting text from online 
sources to create a dataset, the text was manually categorized 
into positive, neutral, and negative sentiments. Data preprocessing 
involved removing punctuation marks, tokenizing, removing non-
Thai characters, and bag of words creation. The data was then 
divided into training and testing sets to build models using three 
algorithms: logistic regression, logistic regression with stochastic 
gradient descent (SGD), and support vector machine (SVM). Upon 
comparison, the logistic regression model was found to perform 
the best – achieving accuracy of 80.73% with a 90:10 train-test 
split using the newmm word tokenization tool and the augmented  
dictionary. The accuracy for analyzing positive sentiment was  
81.10%, for neutral sentiment, 80.16%, and for negative  
sentiment, 80.97%.

1. Introduction

	 The popularity of social media and online platforms 
in Thailand has fueled a vast amount of user-generated data  
expressed in Thai. Analyzing the sentiment within this data  
offers valuable insights into public opinion, brand perception,  
and social trends. However, sentiment analysis for online Thai 

Leveraging PyThaiNLP for Sentiment Analysis of Thai Online Text:  
A Comparative Study of Logistic Regression and  

Support Vector Machine

Received: 
	 3 May 2024 
Revised: 
	 28 June 2024 
Accepted: 
	 19 September 2024

Keywords: 

PyThaiNLP, Sentiment Analysis, 
Thai Online Text.

Journal of Applied Informatics and Technology, 7(2), 268-282.



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 7(2): 2568
Journal of Applied Informatics and Technology, 7(2): 2025269Leveraging PyThaiNLP for Sentiment Analysis of Thai Online Text:...

Sunisa Duangtham et al.

text presents unique challenges due to the 
dissimilarity from the formal written Thai. Thai 
language used in online media mostly does 
not adhere to the correct principles of the 
Royal Institute Dictionary. Instead, it often 
consists of intentional misspellings, newly 
coined words, and phonetic alterations to 
convey emotions (Noro-a et al., 2018). Previous  
sentiment analysis models may not fully 
support the analysis of sentiment from Thai 
text in online media.

	 Furthermore, Thai relies on diacritics  
for tone differentiation, which can be easily  
omitted in an informal online setting.  
Additionally, Thai sentiment often incorporates  
cultural nuances and sarcasm, making  
automated analysis even more intricate. 

	 The unique challenges in sentiment 
analysis for online Thai text stem from its  
informal nature, including intentional misspellings  
and phonetic alterations, complicating accurate 
interpretation. Omission of diacritics, crucial 
for tone differentiation, and the integration of 
cultural nuances and sarcasm further hinder 
automated systems from effectively analyzing  
sentiment.

	 This research aims to leverage the  
existing PyThaiNLP library of Python, which 
already includes functions for text preparation,  
such as word tokenization, Thai character  
checking, a Thai dictionary, and stopword  
removal. The study will explore the effectiveness  
of the following sentiment analysis techniques: 
logistic regression, stochastic gradient descent, 
and support vector machine on online Thai 

text, in order to create a modern sentiment 
analysis model for Thai language used on 
the internet, addressing the challenges of 
informal text, omitted diacritics, cultural  
nuances and sarcasm.

2. Related Work

	 This section provides an overview of 
the background for this study which includes 
challenges of online sentiment analysis, 
PyThaiNLP, literature review and the three 
chosen sentiment analysis models.

2.1 Online Sentiment Analysis

	 Online sentiment analysis is challenging 
for several reasons. Online text often utilizes 
informal language, slang, abbreviations, and 
emoticons that can be difficult for traditional  
sentiment analysis models to interpret  
accurately. These elements don’t always 
adhere to formal grammar rules, making it 
harder for machines to understand the true 
sentiment.

	 Sarcasm and irony in online  
communication can also be hard for sentiment 
analysis tools to detect. Sarcastic statements 
might use positive words to express negative 
sentiment, confusing the model. Similarly, 
online communication can be ambiguous. 
Some words or phrases can have multiple 
meanings depending on the context. For 
example, “that’s cool” could be positive or 
negative depending on the situation, posing 
a challenge for sentiment analysis models.
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	 Understanding the sentiment of 
online text often requires considering the 
broader context of the conversation or post.  
Sentiment can be influenced by humor,  
cultural references, or the relationship  
between the participants. Moreover, online 
discussions within specific communities  
(e.g., gamers, K-Pop, financial forums, etc.) 
might have their own jargon and slang,  
requiring domain-specific knowledge for 
accurate sentiment analysis. Pang, Lee, & 
Vaithyanathan (2002) explored the difficulties  
of sentiment analysis for online movie reviews, 
highlighting the impact of informal language, 
subjectivity, and domain-specific vocabulary 
-- laying the groundwork for further research on 
sentiment analysis techniques that can handle 
the complexities of online communication.

	 Online Thai writing style vastly differs 
from formal Thai writing style. Noro-a et al 
(2018) discussed that formal Thai writing uses 
more complex vocabulary and adheres to 
stricter grammatical rules. Online Thai often 
incorporates slang, abbreviations, and emoticons 
for a more casual tone. It also uses shorter 
sentences, fragments, and informal sentence 
structures for quicker communication. Formal 

Thai writing employs a system of honorifics to 
show respect to the recipient. This involves 
using specific pronouns and sentence starters 
depending on the social hierarchy between 
the writer and reader. Online Thai tends to be 
less strict with honorifics, especially in casual 
conversations with less frequent courtesy 
markers. The majority of negative comments 
online tends to be very impolite. Table 1 
summarizes the key differences between 
formal and online Thai writing styles.

2.2 PyThaiNLP

	 PyThaiNLP (2024) is an open-source 
Python library specifically designed for  
processing and analyzing Thai text. Its tool 
set consists of word tokenization, part-of-
speech tagging, named entity recognition, text 
normalization, stemming and lemmatization, 
machine translation, and sentiment analysis. 
While PyThaiNLP offers sentiment analysis 
functionalities, online Thai text presents its 
own challenges mentioned previously. This 
study uses PyThaiNLP word tokenization during 
the data preparation process to break down 
text into individual words or meaningful units.

Table 1.	 Summary of key differences in formal vs online Thai

Feature Formal Thai Writing Online Thai Writing

Vocabulary Complex, formal, correctly spelled.
Slang, abbreviations, emoticons, newly 
coined, intentionally misspelled

Sentence Structure Complete, proper grammar Shorter, informal structures

Honorifics Used extensively Less strict, more casual

Courtesy Language Frequent politeness markers Less frequent, less polite, more direct
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2.3 Literature Review

	 Bowornlertsutee & Paireekreng (2022) 
proposed a study titled “ The Model of 
Sentiment Analysis for Classifying the Online 
Shopping Reviews” utilizing techniques such 
as word tokenization, bag of words, and  
Stop-word Removal with the PyThaiNLP 
library in Python. They employed machine  
learning techniques including LSTM, SGD,  
logistic regression, and SVM for text analysis.  
The variables considered were positive  
sentiment, neutral sentiment, and negative 
sentiment. The accuracy of the analysis  
results was as follows: LSTM 81.27%, logistic 
regression 69%, SGD 66%, and SVM 65%.  
However, the model had limitations in  
analyzing ambiguous words.

	 Lisirikul & Numpradit (2018) proposed 
a study titled “ Opinion Analysis System to 
Business by Text Mining On Twitter” utilizing  
techniques such as word tokenization and 
stop-word removal with the THSplitlib library 
in PHP. They employed naïve Bayes and 
SVM techniques for text analysis using the 
RapidMiner program. The variables considered 
were positive sentiment and negative senti-
ment. The accuracy of the analysis results 
was as follows: naïve Bayes 56.66% and SVM 
76.47%. However, the model had limitations 
in analyzing neutral sentiment.

	 Chaisanguan & Romsaiyud (2018) 
proposed a study titled “ Development of 
a Real-time Sentiment Analysis System of 
Students on Facebook Using Naive Bayes 
Classifier in Thai Language” They utilized 

the longest matching and maximal matching 
techniques for data preparation, and naïve 
Bayes classification for sentiment analysis with 
the RapidMiner program. Variables included 
positive sentiment, neutral sentiment, and 
negative sentiment. Data were collected using 
the Facebook Graph API. The analysis yielded 
the following accuracy metrics: Accuracy 
97.60%, Precision 96.61%, Recall 96.50%, and 
F-measure 96.55%. However, the system had 
limitations: 1. It couldn’t analyze conflicting 
sentences, and 2. It couldn’t analyze incorrect 
text, leading to potential misinterpretations.

	 Aliman et al (2022) proposed a study 
titled “Sentiment Analysis using Logistic 
Regression,” analyzing potential mental 
health crisis tweets using data preprocessing  
techniques based on Singh & Kumari (2016), 
including removing URLs, slang words,  
misspelled words, and “@” mentions. They 
employed support vector classifier, SGD,  
naive bayes, and logistic regression models for 
text analysis, The variables considered were 
positive sentiment and negative sentiment. 
The accuracy of the analysis results was as 
follows: logistic regression 81%, naive Bayes 
77%, SGD 71%, and support vector classifier 
69%. However, a limitation of this model is 
that it was developed for English, Filipino, 
and Taglish, not for Thai language.

2.4 Sentiment Analysis Model

	 Sentiment analysis models are  
algorithms that automatically identify the 
emotional tone (positive, negative, or neutral) 
within a piece of text. Learning from labeled 
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data, the models can be more adaptable 
to different types of text and can improve 
over time with more data. Common machine 
learning models used for sentiment analysis  
(Wankhade, Rao, & Kulkarni, 2022;  
Scikit-learn, 2024) are logistic regression,  
support vector machine (SVM), naïve Bayes, 
and neural networks. The latter two models  
can be effective for sentiment analysis;  
however, they require significant amount 
of data. Logistic regression estimates the 
probability of a text belonging to a specific 
sentiment class and can be effective for 
smaller datasets. SVM excels at finding clear 
boundaries between different sentiment 
classes, even for non-linear data – making 
it suitable for complex online text analysis.

1) Logistic Regression

	 Logistic regression is a statistical 
method commonly used in machine learning 
for classification tasks, especially when dealing  
with binary outcomes and interpretability 
is a concern. The core of logistic regression 
lies in finding the optimal coefficients for 
the linear equation that best separates the 
classes. This is achieved through an iterative 
process called gradient descent, where the 
model continuously adjusts the coefficients 
to minimize the error between predicted 
probabilities and actual class labels even 
in the small training data set – making it  
suitable to estimate the probability of an 
online text belonging to a specific sentiment 
class (positive, negative, neutral).

	 One approach to enhance logistic 
regression models is to use an optimization 
algorithm such as stochastic gradient descent 
(SGD) to train various models. SGD iteratively 
adjusts the model’s internal parameters 
to minimize the error between predicted  
sentiment and actual labels in the training 
data. However, it can be slow to converge 
and often requires careful tuning of learning 
rate parameter to avoid overfitting.

2) SVM

	 SVM is another statistical method 
commonly used for classification tasks in 
machine learning. Unlike logistic regression, 
which excels with linearly separable data, 
SVMs can effectively handle both linearly 
separable and non-linearly separable data. 
An SVM aims to find a clear hyperplane 
that separates these positive, negative, and 
neutral classes with the maximum margin. A 
larger margin indicates a clearer separation 
between the classes -- making it easier to 
classify new data points accurately and is 
better for generalization on unseen data. 

	 Moreover, when dealing with non-linearly  
separable data, SVMs employ a kernel trick 
that involves transforming the data into a 
higher-dimensional space where it becomes 
linearly separable. The SVM then operates in 
this higher dimension to create the optimal 
separation hyperplane. Common kernels used 
include linear, polynomial, and radial basis 
function (RBF).
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	 In sentiment analysis of online Thai 
text, both logistic regression and SVM models  
have their merits. If the dataset is small 
with potentially linear relationships, logistic  
regression might be effective enough. However, 
for complex, non-linear language nuances 
often present in online text, SVMs could 
be a more robust choice, especially with 
larger datasets. Hence, this study experiments  
with both models and compares their  
performance on our data to determine the 
best approach for this sentiment analysis  
task for online Thai text.

3. Materials and Methods

	 This section details the approach 
employed to analyze sentiment within the 
chosen dataset. The steps taken to prepare 
the text for analysis are described. Following 

this, the specific sentiment analysis techniques  
utilized are explained, along with the  
evaluation metrics chosen to assess the  
model’s performance, as summarized in the 
system overview diagram in Figure 1 and 
elaborated further in sections 3.1 to 3.5.

3.1 Dataset

	 The data collection process involved 
amassing a corpus of 15,000 Thai-language 
texts. These texts were sourced from comments 
on YouTube, Pantip, and a subset from the 
Wisesight Sentiment dataset (Suriyawongkul 
et al., 2019). The collected texts were free 
topics to ensure that the sentiment analysis 
model created could comprehensively predict 
online texts. The collection period spanned 
from March 2023 to September 2023. These 
texts were manually edited to correct the 
wrong typing, except for those intentionally 
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Figure 1. Illustration of system overview diagram Figure 1. Illustration of system overview diagram
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wrong typing to convey emotions. They were 
manually categorized into three sentiment 
categories: positive, neutral, and negative, with 
each category comprising 5,000 records. The 
text that expresses admiration, care, interests, 
and likes were classified as positive. Questions,  
commands, and ordinary narratives were 
classified as neutral. Texts containing insults 
or provocations were classified as negative. 
These texts were then recorded into a .csv 
file in their corresponding category. Examples 
of each text category can be seen in Figure 2. 
for positive, neutral, and negative respectively. 

3.2 Data Preparation

	 1) Removing punctuation marks such 
as ?, . ; : ! “ๆ ฯ > < / - . These punctuation 
marks were omitted in this study to simplify 
the model; however, they will be taken into 
consideration in our future works.

	 2) Tokenization using the word  
tokenize function from the PyThaiNLP library 
(Kanoktipsatharporn, 2020). The words were 
tokenized according to the existing PyThaiNLP 
dictionary with three word-tokenization tools, 
which are already available in PyThaiNLP  
and are low computational resource:  
longest matching, newmm (maximal matching 
with Thai Character Cluster), and multi_cut 
(maximal matching). The accuracies of each 
tokenization method were then compared.

	 3) Parsing only Thai characters by 
removing non-Thai characters was achieved 
using the Thai character checking function 
from PyThaiNLP library. This step also involved 

removing emojis since they are not considered 
Thai characters.

	 The example results from the first 
three steps of data preparation are compared 
with their original text in Table 2.

	 4) Data splitting by dividing the  
dataset into training and testing sets using 
three different ratios: 80% training and 20% 
testing, 85% training and 15% testing, and 
90% training and 10% testing, to compare 
their accuracy.

	 5) Bag of words (BoW) creation by 
constructing a vocabulary from the words 
in the training data. The BoW was achieved 
by converting the words into numerical  

Figure 2. Example of (a) positive, (b) neutral, 
and (c) negative text

ของดีมากครับร้านเจ้า pos

ของแถมอีกอย่างนึงคือตรงที่ช่วยยืดอายุแบตเตอรี่แหละ ผมคิดมาจะ 3 ปี
และแบยังใช้อยู่

pos

ของโปรด. อร่อยทุกอย่างงๆๆ. หิวทีไรก็นึกถึงทุกทีเลย pos

ขอชื่นชม สว.อำ�พค่ะ pos

ขอชื่นชมพนักงานส่งพัสดุพิเศษและพนักงานรับยอดเดือนได้มากค่ะ ส่งที่
อยุธยา เก่งมากที่หาบ้านเราเจอ 

pos

(a)

ชุดความคุมพรัอุปสมาจากนอกไม่ได้ถูกปรับแต่งมาสำ�หรับทีมส์ที่ดีดใน
เมืองไทย

neu

ชุดคัสสรร.ราคาเท่าไหร่คะ neu

ชุดดอกไม้ยังมีอยู่ไหมคะ neu

ชุดเท่าไรคะแบบนี้ neu

ชุดนี้กิน 3 คนจะอิ่มป่าว neu

(b)

กรรมการเลือกตั้งไม่ใช่กรรมการวิจารณ์ที่จะมาโกงกันครับ neg

กรรมาฯสั่งข้าราชการปิดโอกาสประชาชนและประชาชน neg

กรรมใดใครก่อกรรมมันย่อมตามสนอง neg

กรรมดอนแท้ neg

กรรมย้อนหลังของมีผ้านาจากศิลธรรมมานำ�ดอนของตอนนี้ neg

(c)
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representations. Then, using this vocabulary 
as features to count the occurrences of each 
word in the text, resulting in a sparse matrix 
representation.

3.3 Model Creation

	 To conduct a comparative analysis, 
three sentiment analysis models for Thai 
text were constructed utilizing the existing  
PyThaiNLP libraries for the algorithms  
mentioned in section 2.4: logistic regression, 
logistic regression with SGD, and SVM. The 
selection of these three algorithms is based on 
their low computational resource requirements  
for training, their ability to handle high- 
dimensional datasets, and the ease of using 
their functions from scikit-learn. Their parameter  
settings with the following details.

1) Logistic Regression 

	 The models were created with 
penalty = ‘l2’, dual = False, tol = 0.0001, C 
= 1.0, fit intercept = True, intercept_scaling 
= 1, class_weight = None, random_state = 
None, solver = ‘lbfgs’, max_iter = 10,000, 
multi_class = ‘auto’, verbose = 0, warm_start 
= False, n_jobs = None, l1_ratio = None. 
These parameters are all default values from  
scikit-learn, except for max_iter, which was 
set to 10,000 to increase the iterations and 
ensure the solutions converge with the scale 
of the dataset.

2) Logistic Regression with SGD 

	 The models were created with loss = 
‘hinge’, penalty = ‘l2’, alpha = 0.0001, l1_ratio 

Table 2.	 Example results from first three steps of data preparation

Data preparation step Example 1 Example 2 Example 3

Original text
ซ้ือของจากออนไลน์ราคา
น่ารักส์ๆ ไม่แพง:D

พวกคุณเป็นความหวัง
ของพวกเรานะคะ <3

ไปไกลๆตีนเลยย 😠

1) Removing punctuation
ซ้ือของจากออนไลน์ราคา
น่ารักส์ๆไม่แพงD

พวกคุณเป็นความหวัง
ของพวกเรานะคะ 3

ไปไกลตนีเลยย 😠

2) Tokenization

longest
['ซือ้', 'ของ', 'จาก', 'ออนไลน'์, 
'ราคา', 'น่า', 'รัก', 'ส์', 'ไม่', 
'แพง', 'd']

['พวกคุณ', 'เป็นความ', 
'หวัง', 'ของ', 'พวกเรา', 
'นะคะ', ' ', '3']

['ไป', 'ไกล', 'ตนี', 'เลย', 
'ย', ' 😠']

newmm
['ซือ้', 'ของ', 'จาก', 'ออนไลน'์, 
'ราคา', 'น่า', 'รักส์', 'ไม่', 
'แพง', 'D']

['พวกคณุ', 'เปน็', 'ความ
หวัง', 'ของ', 'พวกเรา', 
'นะคะ', ' ', '3']

['ไป', 'ไกล', 'ตนี', 'เลย', 
'ย', ' ', '😠]

multi_cut
['ซือ้', 'ของ', 'จากออนไลน'์, 
'ราคาน่ารัก', 'ส์', 'ไม่', 
'แพง', 'D']

['พวกคุณ', 'เป็นความ
หวัง', 'ของ', 'พวกเรา', 
'นะคะ', ' ', '3']

['ไป', 'ไกล', 'ตนี', 'เลย', 
'ย', ' ', '😠']

3) Parsing only Thai 
characters

ซือ้ ของ จาก ออนไลน ์ราคา 
น่า รักส์ ไม่ แพง เลย

พวกคุณ เป็น ความหวัง 
ของ พวกเรา นะคะ

ไป ไกล ตีน เลย ย
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= 0.15, fit_intercept = True, max_iter = 10,000, 
tol = 0.001, shuffle = True, verbose = 0, epsilon 
= 0.1, n_jobs = None, random_state = None, 
learning_rate = ‘optimal’, eta0 = 0.0, power_t 
= 0.5, early_stopping = False, validation_frac-
tion = 0.1, n_iter_no_change = 5, class_weight 
= None, warm_start = False, average = False. 
These parameters are all default values from 
scikit-learn, except for max_iter, which was 
set to 10,000 to increase the iterations and 
ensure the solutions converge with the scale 
of the dataset. 

3) SVM 

	 The models were created with C = 
1.0, kernel = ‘rbf’, degree=3, gamma=’scale’, 
coef0=0.0, shrinking=True, probability=False, 
tol=0.001, cache_size=200, class_weight=None, 
verbose=False, max_iter=-1, decision_func-
tion_shape=’ovr’, break_ties=False, random_ 

state=None. These parameters are all default 
values from scikit-learn.

3.4 Dictionary Augmentation for 
Word Tokenization

	 After the models were built, it was 
observed that words prefixed with “ไม»่ (mean-
ing “not”), e.g. “ไม่ชอบ» (not like), “ไม่หล่อ» 
(not handsome), “ไม่แพง» (not expensive),  
and “ไม่รัก» (not love) were incorrectly  
segmented. Additionally, some words, such 
as abbreviations, slang, proper nouns, and 
commonly misspelled words, e.g. “อิดอก» 
(bitch), “ทปอ» (CUPT), “กกต» (ECT), “ลาซาด้
า» (Lazada), and “แปลงสีฟัน» (toothbrush) 
were also incorrectly segmented. Forty of 
these words, comprising 14 words prefixed 
with “not”, 2 abbreviations, 2 slangs, 5  
loanwords, 11 proper nouns, and 6 commonly 
misspelled words, were augmented into the 

Table 3.	 Accuracy and precision results before dictionary augmentation

Precision 
(%)

Trian 
(%)

Logistic Regression Logistic Regression with SGD
Support Vector Machine 

(SVM)

Accu-
racy 
(%)

Precision (%) Accu-
racy 
(%)

Precision (%) Ac-
curacy 

(%)

Precision (%)

pos neu neg pos neu neg pos neu neg

longest 80 78.80 80.10 77.16 79.15 77.80 80.20 76.27 76.92 74.13 71.74 73.19 77.53

85 79.47 80.96 78.84 78.54 78.93 80.96 79.51 76.25 74.62 71.71 73.85 78.41

90 80.33 81.30 79.38 80.36 79.53 80.49 79.38 78.74 75.47 73.17 73.74 79.55

newmm 80 78.00 79.40 76.46 78.14 78.37 79.70 76.46 78.95 74.30 71.54 72.99 78.44

85 79.11 80.83 78.44 78.00 78.62 80.44 77.49 77.87 74.67 72.23 73.32 78.54

90 80.33 81.30 79.18 80.57 80.33 80.08 80.35 80.57 75.47 73.98 72.76 79.76

multi_cut 80 76.07 77.01 74.18 77.02 76.07 77.01 75.17 76.01 72.37 67.46 72.10 77.63

85 77.11 78.36 75.61 77.33 77.07 79.66 75.61 75.84 73.07 68.71 73.18 77.46

90 77.87 78.66 76.65 78.34 77.33 77.85 76.26 77.94 73.80 69.51 73.35 78.54
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original tokenization dictionary. These forty 
words were identified by examining the test 
data to see whether the model’s predictions 
were correct. All models were then recreated 
using this enhanced dictionary. The analysis 
results were compared with those obtained 
from the original dictionary to assess the  
accuracy improvement. 

3.5 Result Testing and Analyzing

	 Accuracy and precision are commonly 
used matrices for sentiment analysis. There 
mathematical representations are shown in 
equations (1) and (2), respectively. Accuracy 
measures the overall correctness of the model 
by indicating what percentage of sentiment 
classifications the model is correct. Precision 
focuses on the positive predictive value, i.e. 
out of the instances the model classified as 

positive sentiment, what percentage were, 
indeed, positive. Thus, while accuracy is  
desirable, precision is also needed to analyze 
the performance of the models. 

	 For example, in sentiment analysis 
for social media, a model with high accuracy 
might classify most tweets correctly, but also 
label many neutral tweets as positive. This 
inflates its accuracy but misses the mark. A 
lower accuracy model with high precision 
might miss some relevant tweets, but excels 
at identifying true positive sentiment, which 
might be more valuable for the company.
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4.  Experimental Results 
 As explained in the previous section, three different 
algorithms were used to create the sentiment analysis 
models.  The tokenization dictionary was also enhanced to 
improve the model performance. The accuracy and 
precision performance of each model is reported here. 

4.1 Model Comparison 
 Upon building sentiment analysis models for Thai text 
from the existing PyThaiNLP libraries to perform word 
tokenization, various train-test splits, algorithm selections, 
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following accuracy percentages (%). The results of 
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and after dictionary augmentations. From Tables 3 and 4, 
it can be observed that the model providing the highest 
accuracy is generated from the logistic regression 
algorithm after dictionary augmentation, using the 
newmm tokenization tool with a 90:10 split for training 
and testing data. Additionally, the model yielding the 
highest precision for predicting positive and negative texts 
is generated from the logistic regression with SGD 
algorithm after dictionary augmentation, using the 
newmm tokenization tool with 85:15 and 90:10 splits for 
training and testing data, respectively. Moreover, the 
model providing the highest precision for neutral texts is 
generated from the logistic regression algorithm before 
dictionary augmentation, using the newmm tokenization 
tool with a 90:10 split for training and testing data. 

4.2 Results of Sentiment Analysis Precision Selected 
Model  
 Based on the comparison of models, it was found that 
the Logistic Regression model with a 90:10 train-test split 
using the newmm word tokenization tool and an 
augmented dictionary consistently exhibits the highest 
accuracy for both before and after dictionary 
augmentation. Therefore, this model was selected to 
evaluate precision, recall, and f-measure using equations 
(2), (3), and (4) to determine if the values were sufficiently 
high for practical use. The model's computational time per 

text was also assessed using equation (5) to measure the 
speed of text prediction.  
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 The confusion matrix of the best model is shown in 
Figure 3. From the 1,500 test samples, this model correctly 
predicted 399 positive texts, misclassifying 66 as neutral 
and 27 as negative. It correctly predicted 412 neutral texts, 
misclassifying 53 as positive and 49 as negative. It 
correctly predicted 400 negative texts, misclassifying 27 as 
positive and 67 as neutral. The precision of predicting 
positive, neutral, and negative texts, calculated using 
equation (2), was 81.10%, 80.16%, and 80.97%, 
respectively. The recall for positive, neutral, and negative 
texts, calculated using equation (3), was 83.30%, 75.60%, 
and 84.30%, respectively. The f-measure for positive, 
neutral, and negative texts, calculated using equation (4), 
was 82.18%, 77.81%, and 82.47%, respectively.  
 The model calculated the total computational time for 
the test set as 0.0010001659393310547 seconds with 
1,500 texts in the test set. Therefore, using equation (5), 
the computational time per text was 0.0000006668 
seconds. 

 The model’s performance before and after dictionary 
augmentation were improved throughout the board as a 
result of only additional forty new words in the existing 
data. Furthermore, the accuracy, precision, recall, and f-
measure are high for the best performance model 
indicating that the model performs well across different 
sentiment categories. Additionally, the computational 
time per text is very low, making this model suitable for 
practical use. 
 
 
 

 
Figure 3. Confusion Matrix: Results of the analysis of texts by 
the best performance model. 
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Table 4.	 Accuracy and precision results after dictionary augmentation

Tokeniza-
tion

Trian 
(%)

Logistic Regression Logistic Regression with SGD
Support Vector Machine 

(SVM)

Accu-
racy 
(%)

Precision (%) Accu-
racy 
(%)

Precision (%) Accu-
racy 
(%)

Precision (%)

pos neu neg pos neu neg pos neu neg

longest 80 78.77 80.10 77.36 78.85 78.10 80.70 75.77 77.83 74.80 72.34 73.49 78.64

85 80.36 81.49 79.38 80.16 80.09 81.49 80.19 78.54 74.98 72.62 73.99 78.41

90 80.40 81.10 79.38 80.77 80.47 81.30 79.18 80.97 75.87 73.98 73.15 80.57
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90 80.73 81.10 80.16 80.97 80.67 80.69 79.96 81.38 76.00 74.19 73.54 80.36

multi_cut 80 76.67 77.31 75.17 77.53 76.57 78.21 75.27 76.21 72.83 67.96 73.09 77.53

85 78.00 78.10 77.49 78.41 77.56 78.62 75.88 78.14 73.56 69.10 74.26 77.46

90 78.27 78.86 76.26 79.76 78.00 78.05 76.07 79.96 74.07 69.92 73.74 78.54
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4. Experimental Results

	 As explained in the previous section,  
three different algorithms were used to 
create the sentiment analysis models. The 
tokenization dictionary was also enhanced 
to improve the model performance. The 
accuracy and precision performance of each 
model is reported here.

4.1 Model Comparison

	 Upon building sentiment analysis  
models for Thai text from the existing  
PyThaiNLP libraries to perform word tokenization,  
various train-test splits, algorithm selections, 
and dictionary augmentations, the comparison 
yields the following accuracy percentages 
(%). The results of comparison can be seen 
in Tables 3 and 4 for the before and after 
dictionary augmentations. From Tables 3 
and 4, it can be observed that the model 
providing the highest accuracy is generated 
from the logistic regression algorithm after 
dictionary augmentation, using the newmm 
tokenization tool with a 90:10 split for train-
ing and testing data. Additionally, the model 
yielding the highest precision for predicting 
positive and negative texts is generated from 
the logistic regression with SGD algorithm after 
dictionary augmentation, using the newmm 
tokenization tool with 85:15 and 90:10 splits 
for training and testing data, respectively. 
Moreover, the model providing the highest  
precision for neutral texts is generated from 
the logistic regression algorithm before  
dictionary augmentation, using the newmm 
tokenization tool with a 90:10 split for training 
and testing data.

4.2 Results of Sentiment Analysis 
Precision Selected Model 

	 Based on the comparison of models, it 
was found that the Logistic Regression model 
with a 90:10 train-test split using the newmm 
word tokenization tool and an augmented 
dictionary consistently exhibits the highest 
accuracy for both before and after dictionary  
augmentation. Therefore, this model was 
selected to evaluate precision, recall, and 
f-measure using equations (2), (3), and (4) to 
determine if the values were sufficiently high 
for practical use. The model’s computational 
time per text was also assessed using equation 
(5) to measure the speed of text prediction. 
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using equation (2), was 81.10%, 80.16%, and 
80.97%, respectively. The recall for positive,  
neutral, and negative texts, calculated  
using equation (3), was 83.30%, 75.60%, 
and 84.30%, respectively. The f-measure for  
positive, neutral, and negative texts, calculated 
using equation (4), was 82.18%, 77.81%, and 
82.47%, respectively. 

	 The model calculated the total 
computational time for the test set as 
0.0010001659393310547 seconds with 
1,500 texts in the test set. Therefore, using  
equation (5), the computational time per text 
was 0.0000006668 seconds.

	 The model’s performance before and 
after dictionary augmentation were improved 
throughout the board as a result of only 
additional forty new words in the existing 
data. Furthermore, the accuracy, precision, 
recall, and f-measure are high for the best 
performance model indicating that the model 
performs well across different sentiment 

categories. Additionally, the computational 
time per text is very low, making this model 
suitable for practical use.

5. Discussion 

5.1 Comparison of Data Splitting

	 From the comparison of accuracy 
values of sentiment analysis models for online 
Thai text, it was found that the amount of  
data used for training has an impact on  
accuracy. The more data used for training, the 
higher the accuracy of the model. As seen 
from Tables 3 and 4, models trained with 
90% of the data have higher accuracy than 
those trained with 85%, and models trained 
with 85% of the data have higher accuracy 
than those trained with 80%.

5.2 Comparison of Word  
Tokenization

	 In comparing the accuracy values of 
sentiment analysis models for online Thai text, 
it was found that the multi_cut tokenization  
tool, which employs maximal matching, resulted 
in the lowest accuracy. This was observed 
when compared with models using longest 
matching and newmm tokenization tools, 
which provided similar accuracy values. The 
models using the newmm tokenization tool 
consistently showed the highest accuracy, as 
seen in Table 4.

5.3 Comparison of Dictionaries

	 The addition of vocabulary words to 
the existing dictionary from the PyThaiNLP  
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library resulted in an increase in the accuracy 
of the model. This can be seen from the results 
in Table 3 (before dictionary augmentation) 
and Table 4 (after dictionary augmentation). 
The same algorithm, tokenization tool, and 
train-test split were used, but the accuracy 
in Table 4 is higher because the model 
in Table 4 had an augmented dictionary  
before tokenization. This allowed the model 
to recognize more words, leading to more 
accurate tokenization and predictions. For 
example, before the dictionary augmentation,  
the text “ไมห่ลอ่เลย” (“not handsome at all”) 
was tokenized as “[ไม่, หล่อ, เลย]” (“[not, 
handsome, at all]”), leading to an incorrect 
prediction of positive sentiment because 
the word “หล่อ” (handsome) was present 
in the text. However, the true sentiment of 
this text is negative as it conveys an insult. 
With the augmented dictionary, the text was 
tokenized as “[ไมห่ลอ่, เลย]” (“[not handsome, 
at all]”) and correctly predicted as negative 
sentiment. This illustrates why models with 
an augmented dictionary before tokenization  
predict texts more accurately and have 
higher accuracy compared to models without  
dictionary augmentation.

5.4 Comparison of Algorithms

	 In comparing the accuracy values of 
sentiment analysis models for Thai text, it 
was found that the SVM algorithm yielded 
the lowest accuracy. This was observed that 
the models using logistic regression (with 
or without SGD) provided similar accuracy  
values. Logistic regression without SGD yielded 

the highest accuracy, while logistic regression 
with SGD achieved the highest precision for 
each text category.

	 Algorithms used in the model  
comparisons utilized default parameters from 
scikit-learn. This resulted in the SVM algorithm 
having the lowest accuracy, followed by logistic 
regression with SGD and then without SGD. 
Adjusting the parameters in future research 
might yield different results.

6. Conclusion

	 The comparison of models revealed 
that the model generated from the logistic 
regression algorithm, with a 90:10 split for 
training and testing data, using the newmm 
tokenization tool with an augmented dictionary,  
achieved the highest accuracy of 80.73%.  
Additionally, it exhibited a precision of 81.10% 
for analyzing text with positive sentiment, 
80.16% for text with neutral sentiment, and 
80.97% for text with negative sentiment. 
The dictionary augmentation shows a clear 
improvement for all the models despite  
adding only a few words. The future direction 
of this work will be improving the dictionary 
for better performance of the online Thai 
text sentiment analysis. 

	 This model is suitable for predicting 
sentiment in Thai texts on online media. 
However, it may not be appropriate for 
predicting sentiment in academic articles or 
articles requiring deep understanding. This is 
because the dataset consists of Thai language 
texts from online media with free topics, and 
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the data preparation was specifically tailored 
for such texts.
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Abstract: This research paper discusses the new process for public 
participation of 7 local administrative organizations in Tha Wang 
Pha District, Nan Province in preparedness for flooding situation. 
Activities for the knowledge and technology transfer of a flood 
simulation system were conducted and attended by 50 invited 
representatives, who were presented with 5 questionnaires to 
test their acquired knowledge and skills. The willingness to apply  
the knowledge and skills to flood situation preparedness of 
their workplace or missions was analyzed through sub-questions 
and illustrated in a series of tables. The results showed that the  
contents of the knowledge sharing were comprehended between 
82-90%. Following the technological workshop, the participants 
planned to use the knowledge to flood preparedness at 100% 
with measured skills at 100%. The paper concluded that 100% 
of the respondents agreed with the use of the flood simulation 
system in terms of building cooperation upon the knowledge and 
technology exposure, collaboration with relevant agencies, and 
support for the implementation of the flood simulation system. 
The official coordination of agencies and institutes was the key for 
the successfully organized activities, thus be it the new process 
for the focus-group public participation of local administrative 
organizations.
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1. Introduction

	 Situated between mountains running  
North-South, the area of Tha Wang Pha  
District, Nan Province, is a basin (Figure 1 left) 
in the north of Nan Province that supports 
the whole Nan River flowing downwards and 
into the Chao Phraya River. Therefore, the 
study area about 60.83 sq.km. of Tha Wang 
Pha District (Figure 1 right) is the first lowland 
area, painted in blue representing frequent 
flooding risk. Recurring flooding problems in 
Tha Wang Pha District directly and indirectly 
affect 50,519 people, for example, the Kon 
Son Tropical Storm in 2010 affecting 2,437 
people in 5 villages, from heavy rains on 7 
August 2011. Soil and mud flood kept villagers  
stranded and unable to lift electrical  
appliances, vehicles and agricultural equipment 
to higher ground. There were also landslides 
and fallen trees blocking the road in Ban Sop 
Khun - Doi Tiw and Ban San Charoen, making 
villagers of more than 6 villages unable to 
pass through.

	 Government officials in Tha Wang 
Pha District recognize the importance of 
encouraging people and localities to take 
care of themselves. However, as far as the 
discussion with authorities in the district 
was concerned, access to the technology 
that helps local communities to prepare for 
and deal with the flood situation has never 
been provided. This paper gives the aspect 
of the people willingness to adopt the flood 
simulation system already delivered to a 
military unit in the area rather than tries to 
deliberately explain the creation of the system 
itself. The flood simulation system was used 
as a medium for activities of transferring the 
knowledge and technology and technical 
workshop in order to study a new process 
for the invited and focus-group participation 
of 7 local administrative organizations in Tha 
Wang Pha District, Nan Province.

	 Banks (1998) defined simulation as 
the imitation of the operating of a real-world 
process or system over time to describe 
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and analyze the behavior of the system, 
ask what-if questions about a real system, 
and aid in the design of real systems. The 
flood simulation system in this study was 
developed to imitate real flooding situations 
in which its users can simulate a what-if- 
the-flood-level-was-x.xx-meters-from- 
a-reference-station question and realize the 
damage the people might anticipate, that is, 
simulating to achieve subjective goals. Balci 
(1998) stated that the reason for subjectivity  
was twofold: modelling was an art and  
credibility assessment was situation dependent, 
and further required that a unifying approach 
to measure qualitative as well as quantitative 
aspects of a simulation be studied. Since the 
public participation in this study was to include 
various decision making groups, the results 
needed to constitute a form of supporting 
their decision making. Following the work 
of Musselman (1998) closely, the activities 
detailed in this paper were to reflect how 
comprehensive the decision makers were 
towards their results when the welfare of 
the people of Tha Wang Pha District was at 
stake amidst flooding situations.

	 This research paper described the 
knowledge and technology transfer of the 
flood simulation system which was the 
product of the cooperation between Defence  
Technology Institute and Chiang Mai University, 
previously delivered to Mobile Development 
Unit 31 in Nan Province. Literature review on 
public participation and significant leadership 
coordination during emerging incidents was 
emphasized and on remote sensing and GIS 

for a reliable simulation system was sampled. 
The activities to transfer knowledge and 
technology on the flood simulation system 
to 7 local administrative organizations in Tha 
Wang Pha District and Nan Provincial Office 
of Disaster Prevention and Mitigation, Chiang 
Klang Branch was presented by the proposed 
methodology. The flood simulation system 
was demonstrated with its founding knowledge 
bodies, being both creditable advocacy and 
delivered knowledge contents. Processes to 
arrive at the dashboard was presented in a 
cartographic modelling diagram. The activities  
and their results were summarized and discussed 
towards the end of the paper. Conclusion  
and recommendations were provided at 
the end.

2. Related Work

	 Disasters have an impact on the life 
of communities. Negative effects lead many 
communities to engage in disaster mitigation, 
for example Cambria, Ca. The study of Lucett 
(2002) revealed the treatments (chipping,  
limbing, invasive species removal, and prescribed 
fire) that were accepted in the community of 
Cambria as well as identifying common areas 
of management priorities among Cambrians. 
Yeo & Comfort (2017) examined the structural 
characteristics of large-scale, inter-sector and 
multi-jurisdictional flood response coordination 
during the 2011 Thailand floods and identified  
three major gaps including the highly  
fragmented coordination structure, the poorly 
leveraged inter-sector relationships, and the 
weak liaison of provincial organizations to 
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serve upper and lower actors. As the literature 
suggested, the flood simulation system was, 
then, used as the medium of coordination 
in this research paper.

	 Duan et al. (2020) employed a  
structural equation model to study the 
influencing factors of public participation in 
the meteorological disaster prevention and 
mitigation. They found that the behavior of 
the government had a significant positive  
influence on the public’s participative  
willingness. When it came to individual  
response to disaster prevention and  
mitigation, Abdulkasan et al. (2021) determined 
the extent of participation among citizens of 
Cotabato City, Philippines in five participation 
goals: inform, consult, involve, collaborate, 
and empower. Conclusively, government,  
community and down to individual  
participation played an important role in 
disaster management. Thus, there was the 
need to study for the process that every 
engaging party would participate to anticipate 
successful disaster prevention and mitigation, 
and this paper tried to respond to that need.

	 To meet the complex needs of 
vulnerable populations, Adams et al. (2022) 
developed a free online course to draw on 
decades of research to examine the factors  
that influenced social vulnerability to  
disasters. Back in 2007, Bryman stated that 
the widely held principle of social research 
was questionable as a representation of  
social research practice. Ismail & Zubairi (2022) 
examined the content validity evidence of 

an instrument to measure the reading ability 
of university students using Item Objective 
Congruence (IOC) analysis. Therefore, this  
current research for public participation included 
formulating questionnaires that underwent 
the IOC analysis for questionnaire liability. 

	 Gultom (2016) investigated how 
the culture and network ties of an affected  
community encouraged trust and participation 
in disaster communication. Kamarudin et al. 
(2018) explained one of 5 strategic results 
for disaster risk reduction from focus group  
discussion was to improve the level of  
cooperation and risk communication between 
agencies to identify victims’ status, facilities/
property affected or damaged during the 
disaster. Hsu (2017) examined village heads’ 
information seeking and decision making in 
2014 Kaohsiung Blast and found that they 
received regular disaster trainings but acted 
like lay people during the incident. To sum 
up, with the increasingly common occurrence 
of unprecedented disasters, researchers and 
practitioners need to study how community  
leaders reacted differently to different  
disasters and how their authority, knowledge, 
and social capital interacted. 

	 Recently, Marchezini et al. (2022) 
aimed to identify gaps and the potentialities 
of citizen-generated data in an international  
virtual dialogue that engaged 40 public  
servants, practitioners, academics and  
policymakers from Brazilian and British  
hazard and risk monitoring agencies during  
the Covid-19 pandemic. The common  
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challenges identified were lack of local data, 
data integration systems, data visualization 
tools and lack of communication between 
flood agencies. Tamang et al. (2014) introduced 
a method to predict the area vulnerable to 
flood and integrated MIKE 11 GIS to provide 
surface geometry modeling. Bibi, Nawaz, & 
Abdul (2018) reported that the Union Council 
Agra in Pakistan vulnerability to flood hazard 
was due mainly to its geographical location 
and the lack of pre-disaster preparedness 
activities. There was an immense need of 
prevention and mitigation measure as floods 
were frequently occurring disaster in the area. 

	 Khamutova et al. (2021) presented 
main components, models and methods 
of forecasting and the structure of a typical 
flood monitoring and forecasting system. The  
simulation results provided a more complete 
picture of the flood development in the  
dynamics and allowed decision makers 
to plan actions aimed at preventing and  
eliminating the effects of floods made  
effectively. Samdaengchai et al. (2022)  
analyzed disasters caused by flood via data 
from Sentinel-1 Satellite in Sukhothai Province,  
Thailand. At this provincial level, data on 
flood analyzed from optical data was at flood 
areas of 106.632 sq.km. and at 96.751 sq.km. 
from radar Sentinel-1 Satellite at around 
9.593% difference. More criteria on sensors,  
acquisition time, to name a few, needed 
intensive consideration if accurate flooded 
area results were anticipated.

	 van den Bout et al. (2023) explained 
FastFlood model with the potential to alter 
the field of flood modelling. It showed two 
orders of magnitude of increase in simulation 
speed, while obtaining highly similar accuracy 
as full dynamic models in presented case  
studies. With the reported increase in simulation  
speed, many avenues of research and  
application might be unlocked, from ensemble 
modelling for uncertainty, user-interactivity 
in web interfaces, or real-time modelling of 
large areas in early warning systems. However, 
the report reminded research communities to 
note that the aim of the FastFlood method 
was not to provide the most accurate flood 
hazard prediction and not with fine resolution.  
Therefore, the validity of the underlying  
assumptions were more focused to risk  
reduction planning or early warning at a large 
flooded area extent.

3. Method and Materials

3.1 Method

	 The flood simulation system was the 
product of the agreement between Defence 
Technology Institute and Chiang Mai University 
institutionalized cooperation already delivered  
to Mobile Development Unit 3 and was  
affirmative upon military acceptance for  
use. In 2021, data collection included 
UAV terrain modelling, ground survey for  
construction, buildings and seasonal  
agricultural products, making the data for 
damage assessment dashboard with GIS 
analysis an obvious and temporal drawback. 



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 7(2): 2568
Journal of Applied Informatics and Technology, 7(2): 2025288The Flood Simulation System as a New Process for Public Participation of...

Chamnan Kumsap et al.

The understanding of the system provided 
by bodies of knowledge and technology 
underlying the system was seen as the key 
to open the door to local administrative  
acceptance. Therefore, it is hypothetical that 
knowledge and technology transfer activities 
of the flooding simulation system will gain 
acceptance from representatives of invited 
local administrative organizations to embrace 
the system as the tool for flood situation 
preparedness and risk reduction and also 
bring a new process for focus-group public 
participation of the invited local administrative  
organizations.

	 The research methodology for the 
knowledge and technology transfer of flood 
simulation system is illustrated in Figure 2. 
It is a target group-participatory approach. 
There were two frameworks in the activities. 
Framework 1: knowledge sharing among 
researchers from DTI, Chiang Mai University 

and officials of Chiang Klang Branch for a  
common understanding of the flood  
simulation system. The bodies of knowledge to 
share included field survey, terrain modelling  
with unmanned aerial vehicle, creation of  
a geo-spatial database, creation of 3D common 
operating picture, damage assessment from 
flood situations, and creation of a dashboard 
to support damage assessment from flood  
situations. Framework 2: technological workshop 
to transfer technology from the researchers 
to the officials of Chiang Klang Branch and 
representatives of the 7 local government 
organizations. Questionnaires were used to 
assess skills of the target groups capable of, 
for example, locating each flooded house in 
the system, and checking how the house/
property is damaged when simulating the 
flood level x meters high from the reference 
station.

 
Figure 3. The flood simulation system dashboard 

 
 
3.2.2 Cartographic Modelling for Damage Assessment Dashboard 
  The dashboard creation illustrated in Figure 4 was a novel cartographic modelling diagram 
that consisted of 4 main steps towards the damage assessment tool. In data preparation, the study 
area was first acquired by UAV at 10 m. resolution with equal positional accuracy to ASPRS 
standard 1:500 map of no less than 0.125 m. This UAV terrain modelling yielded 10 cm ortho-
imagery with horizontal and vertical accuracy of no less than 8 cm. and 15 cm. respectively, 
allowing the spatial analysis for contour intervals of 20 cm. as incremental flood simulation levels. 
Residential and agricultural areas were thoroughly surveyed to accommodate accurate and real 
values in 2021 and to attain reliable and verifiable flooding scenario analysis. Damage assessment 
values, for example, rice at 1,113 baht/rai and house each at 49,500 baht, followed guidelines for 
the damage assessment of Ministry of Agriculture and Cooperatives regarding flood-caused 
damages. 
 

Figure 2. The research methodology flow chart
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3.2 Materials

3.2.1 The Flood Simulation 
System

	 The flood simulation system for Tha 
Wang Pha District, Nan Province, was the product  
from the application of the knowledge shared 
in Framework 1 to the local officials of Chiang 
Klang Branch and the 7 sub-district administrative  
organizations of Tha Wang Pha District, Nan 
Province consisting of 10 villages of Tan 
Chum, 9 villages of Rim, 8 villages of Si Phum, 
7 villages of Tha Wang Pha, 5 villages of Pa 
Kha, 2 villages of Pha Tor, and 2 villages of 
Saen Thong. 

	 The flood simulation system made 
available by ArcGIS online as shown in Figure 3 
consists of three main components: 1) toolbar  
shown as the left dotted box of Figure 3 

working in conjunction with map display 
and links commands to display flood level 
simulation, agricultural activity data, water 
level reference stations, village locations, 
and administrative data; 2) map component 
shown as the middle dotted box of Figure 3 for 
controlling the display of 2D/3D maps, details 
of affected villagers, agricultural data, and 
weather forecast; and 3) damage assessment  
providing the analysis of the area and the 
simulation of flood level by determining the 
water level in the situation at every input 
20 cm. interval from reference stations of 
the Nan River. This information was used to 
analyze the flood situation effecting buildings  
and agricultural areas. The value of the building  
and its assets, and the crop yield per rai 
and the value were calculated for damage 
assessment, as shown in the enlarged inset 
on the left of Figure 3.

 
Figure 2. The research methodology flow chart 
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Figure 4. Cartographic modelling for the dashboard 

 
 
 
 
 
 
 
 
 
 

Figure 4. Cartographic modelling for the dashboard

3.2.2 Cartographic Modelling for 
Damage Assessment Dashboard

	 The dashboard creation illustrated in 
Figure 4 was a novel cartographic modelling  

diagram that consisted of 4 main steps towards  
the damage assessment tool. In data  
preparation, the study area was first acquired by 
UAV at 10 m. resolution with equal positional 
accuracy to ASPRS standard 1:500 map of no 
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less than 0.125 m. This UAV terrain modelling 
yielded 10 cm ortho-imagery with horizontal 
and vertical accuracy of no less than 8 cm. 
and 15 cm. respectively, allowing the spatial  
analysis for contour intervals of 20 cm.  
as incremental flood simulation levels.  
Residential and agricultural areas were  
thoroughly surveyed to accommodate accurate 
and real values in 2021 and to attain reliable 
and verifiable flooding scenario analysis.  
Damage assessment values, for example, rice 
at 1,113 baht/rai and house each at 49,500 
baht, followed guidelines for the damage 
assessment of Ministry of Agriculture and 
Cooperatives regarding flood-caused damages.

3.2.3 Questionnaire

	 Questionnaires were to respond to the 
designed frameworks where questionnaire no.1 
tried to create the common understanding 
towards the system and questionnaire no. 2 
tried to assess skills of the target groups in 
linking the acquired knowledge to utilization 
of the system for trial use. Ratings were set 
from the most (5), much (4), moderate (3), 
little (2), and the least (1). Purposely, the  
questionnaire no.1 was to assess the  
anticipation of the knowledge sharing that 
included the knowledge and skills of each 
training topic both before and after the 
training and most importantly on applying  
the knowledge to prepare for flood  
situations, the questionnaire no. 2 was to collect 
technological details of the flood simulation 
system that the target group received before 
and after the workshop.

3.2.4 Index of Item Objective 
Congruence (IOC)

	 The questionnaires were presented to 
5 experts to determine content validity, the 
index of consistency between questions and 
the objectives or IOC; being 1 interpreted as 
consistent with the objectives, 0 as uncertain 
and -1 as inconsistent with the objectives. 
The IOC was calculated by:
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  The activity was held on 13 – 14 June 2023 at Si Phum sub-district conference center for 
50 experts and authorities from the 7 invited sub-districts. The results of before and after 
knowledge sharing was summarized in Table 1. The result on field survey showed the knowledge 
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most, 5 respondents with much, 32 respondents with moderate, and 13 respondents with little and 
least knowledge and skills. After participating the activity, 5 respondents had the most level of 
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questions indicated in the questionnaires. 
Copies of the manual were also distributed  
at the activities of knowledge sharing,  
technological workshop, and focus group 
apart from the QR code or URL.

4. Experimental Results 

4.1 Knowledge Sharing

	 The activity was held on 13 – 14 
June 2023 at Si Phum sub-district conference  
center for 50 experts and authorities from the 
7 invited sub-districts. The results of before 
and after knowledge sharing was summarized  
in Table 1. The result on field survey showed 
the knowledge of the respondents on the  
subject. Before the event participation, there was 
no respondent with the most, 5 respondents  
with much, 32 respondents with moderate, 
and 13 respondents with little and least 
knowledge and skills. After participating the 
activity, 5 respondents had the most level 
of knowledge and skill, respondents with  
increased knowledge and skills rising up to 40, 
and 5 respondents had the moderate level 

of knowledge and skills. Therefore, it can be 
seen that 45 out of 50 of the respondents 
had knowledge and skill on the field survey 
at the most and much levels or at 90%.

	 On UAV based terrain modeling, Table 
1 shows 1 respondent with much knowledge 
and skill, 29 respondents with moderate 
knowledge and skill, and 20 respondents with 
little and least knowledge and skill. Upon 
the activity participation, the Table shows 1 
respondent with the most knowledge and 
skill, 40 respondents at the much, and 9 
respondents on the moderate level. Totally, 
82% of the respondents had the knowledge 
and skill at most and much levels. 

	 For geo-spatial database creation, 
Table 1 shows no respondents were with 
the most level, only 2 persons with much 
level, 33 persons with moderate level, and 15 
respondents with little and least level. After 
the activity ended, the Table shows 2 persons 
were at the most level, 42 persons at the 
much level, and 6 persons at the moderate  
level. Therefore, 88% of the respondents 

Table 1.	 Summary of before and after knowledge sharing

Shared knowledge bodies

Knowledge on the topic before  

the knowledge sharing

Knowledge on the topic after  

the knowledge sharing

Most Much Moderate Little least Most Much Moderate Little least

Field survey - 5 32 12 1 5 40 5 - -

UAV based terrain modeling - 1 29 12 8 1 40 9 - -

Geo-spatial database creation - 2 33 12 3 2 42 6 - -

Flood damage assessment 

and dashboard creation
- 1 39 9 1 2 41 7 - -
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had the knowledge and skill at the most and 
much levels.

	 Table 1 shows the results on flood 
damage assessment and dashboard creation. 
Before participating in the event, there was 
no person with the most knowledge and 
skill, only 1 person with the much level, 39 
persons with the moderate level, and 10 
persons with the little and least levels. After 
the activity ended, the Table shows that 2 
persons were with the most level, 41 persons 
with the much level, and 7 persons with the 
moderate level, making 86 percent with the 
much and most levels.

4.2 Plan to Apply the Knowledge 
and Skills to Flood Situation 
Preparedness	

	 On questionnaire questions of how 
the participants planned to apply the gained 
knowledge and skills, Table 2 shows that 13 
persons were ready at the most level, 31 
persons at the much level and 6 persons at 
the moderate level. Therefore, the participants 
were able to apply the gained knowledge and 
skills at 88 percent. For their own use, the 
Table says that 14 persons were able to at 

the most level, 29 at the much level, and 7 
persons at the moderate level, meaning that 
the participants were able to use the received 
knowledge and skills at 86 percent. Finally, 
Table 2 says that 14 persons were able to 
disseminate the acquired knowledge and skills 
to their agencies with 29 and 7 persons at the 
much level and moderate level, respectively. 
Therefore, 86 percent of the participants were 
able to disseminate knowledge/transfer to 
their agencies at the most and much levels.

4.3 Technological Workshop

	 Four questions on the use of the 
dashboard were as follows: 1) determining 
reference station to increment the flood level; 
2) inputting house or building coordinates in 
the study area on the system; 3) investigating  
the value of damaged buildings and  
agricultural areas; and 4) checking the number 
of affected people in the area. The measured 
numbers are summarized in Table 3.

	 With the measured skill to determine 
reference station to increment the flood level, 
Table 3 shows one respondent with the most, 
7 with the much, 17 with the moderate, 21 
with the little, and 4 with the least level, 

Table 2.	 Summary of plan to use the knowledge to flood preparedness

Knowledge application
Knowledge on the topic before the knowledge sharing

Most Much Moderate Little least

Work back in office 13 31 6 - -

Apply for own use 14 29 7 - -

Disseminate/transfer further 14 29 7 - -
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meaning that 50 percent of the respondents 
having the little or least levels.

	 However, the Table shows 13  
respondents having the most level with 29 
having the much level, 8 having the moderate  
level, and no respondents with the little or 
least level after the workshop. Therefore, 
the respondents, at least, were able to set 
a reference station at the moderate level 
after the activity.

	 For the skill to input house or building 
coordinates of the study area on the system, 
the Table reveals 8 respondents with the 
much, 17 with the moderate, 21 with the little, 
and 4 with the least level, meaning that 50 
percent of the respondents having the little 
or least levels. But after the workshop, the 

Table says 12 respondents having the most 
level, 32 having the much level, 6 having the 
moderate level, and none having the little or 
least level, meaning that the respondents, at 
least, were able to input house or building 
coordinates of the study area on the system 
at the moderate level.

	 With the skill to investigate the value of 
damaged buildings and agricultural areas, the 
Table shows none with the most knowledge  
and skills, 9 with the much level, 14 with the 
moderate level, 24 with the little, and 3 with 
the least level, meaning that 54 percent of the 
respondents having little or least knowledge 
and skills. But after the workshop, the Table 
says 14 respondents having the most level, 30 
having the much level, 6 having the moderate 

Table 3.	 Summary of measured skills

Activities
Levels of measured skill

Most Much Moderate Little least

Determining reference station

  Before workshop 1 7 17 21 4

  After workshop 13 29 8 - -

Inputting coordinates

  Before workshop - 8 17 21 4

  After workshop 12 32 6 - -

Investigating values

  Before workshop - 9 14 24 3

  After workshop 14 30 6 - -

Checking the number of affected people

  Before workshop - 7 17 23 3

  After workshop 15 30 5 - -
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level, and none having little or least level, 
meaning that the technical training allowed 
the respondents to, at least, detect the  
damage to buildings and agricultural areas at 
the moderate level.

	 For the skill to check the number of 
affected people in the area, Table 3 has no 
respondents with the most knowledge and 
skills, 7 with the much level, 17 with the 
moderate level, 23 with the little level, and 3 
with the least level, meaning that more than 
50 percent of the respondents having little but 
no least knowledge and skills. But after the 
workshop, the Table shows 15 respondents 
having the most level, 30 having the much 
level, 5 having the moderate level, and none 
having the little nor least level, meaning 
that the flood simulation system enabled 
the respondents to monitor the number of 
affected people in the area, at least, at the 
moderate level.

4.4 Collaborative Workshop

	 To assess the attitude of the  
respondents to embrace the flood simulation 
system in their work routine for collaboration 
among local administrative organizations, the 
questionnaire was designed to evaluate the 
results in terms of building cooperation on 
the acquired knowledge and technology, the 
collaboration of engaged agencies, and the 
support for implementation of the system.

4.4.1 To Embrace the System 
for Building Cooperation on 
the Acquired Knowledge and 
Technology

	 Table 4 shows the prospect of how 
cooperatively the respondents reacted when 
exposed to the knowledge and technology. 
There were sub-questions to extract on the 
point of the respondents using the internet 
to find information about floods and other 
disasters. Ten respondents rated most to 

Table 4.	 Summary of cooperating the acquired knowledge and technology

Cooperative activities
Levels of agreement

Most Much Moderate Little least

Using the internet for information about 
floods and other disasters

10 33 6 1 -

Information obtained from internet to 
help make decisions

12 27 11 - -

Technology and information used in deal-
ing with flood situations/other disasters

2 26 21 1 -

Technology to deal with the flood situation 
and reduce the damage to the people

22 22 6 - -
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the question, 33 gave much for an answer, 
6 gave moderate for an answer, and 1 gave 
least for an answer. The result shows that 
98 percent of the respondents used the  
internet to search for information about flood 
situation and other disasters. Therefore, the 
internet played a key role on reaching out 
to an outside source.

	 The second cooperative activity was 
measured on how useful the respondents 
viewed on the information obtained from 
internet searches that would help make 
decisions. Twelve respondents gave most 
for an answer, 27 gave much for an answer, 
and 11 responded moderately. The Table 
shows that 100 percent of the respondents 
used the information obtained from internet 
searches to make decisions with the plan to 
deal with various flood/disaster situations.

	 For the question of technology and 
information from the internet being used in 
dealing with flood situations/other disasters, 
two respondents gave most for an answer, 
26 respondents gave much for an answer, 21 
persons gave moderate for an answer, and 
only 1 person gave the least for an answer. 
The Table shows that 98 percent of the 
respondents in use of the technology and 
information from the internet were able to 
say useful in dealing with flood situations/
other disasters.

	 For the question of whether the  
technology could help the respondents plan 
to deal with the flood situation to help reduce 

the damage to the people, 22 respondents 
gave most for an answer, 22 persons gave 
much for an answer, and 6 respondents gave 
moderate to the answer. The Table also shows 
that 100 percent of the respondents believed 
technology could help the respondents plan 
to deal with the flood situation to help reduce 
the damage to the people.

4.4.2 To Build Cooperation on 
the Acquired Knowledge and 
Technology

	 Table 5 shows the prospect of how 
the respondents build cooperation on the 
acquired knowledge and technology. There 
were sub-questions to show how they built 
such cooperation.

	 To cherish network and cooperation 
with stakeholders or other relevant agencies, 
the respondents would request assistance from 
relevant agencies when a flood situation took 
place. Twelve respondents gave most for an 
answer, 32 gave much for an answer, and 6 
gave moderate for an answer. The Table shows 
that no respondents or responsible agencies 
worked alone during the flood situation.

	 The Table shows a strong tie of the 
respondents with other local government 
agencies. Nineteen respondents gave most 
for an answer, 28 gave much for an answer, 
and 3 gave moderate for an answer. It reveals 
that 100 percent of the respondents agreed 
that their agencies had good relationships 
with other government agencies.



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 7(2): 2568
Journal of Applied Informatics and Technology, 7(2): 2025297The Flood Simulation System as a New Process for Public Participation of...

Chamnan Kumsap et al.

	 From Table 5, it shows whether the 
agencies of respondents had a network of 
cooperation to provide help for each other 
when flooding occurs. Nine respondents gave 
most for an answer, 36 persons gave much for 
an answer, and 5 persons gave moderate for 
an answer. They all agreed that the agencies 
had a network of cooperation to help each 
other when flooding occurred.

	 Finally, the Table shows whether the 
agencies of respondents dealt with the flood 
situation by demanding the cooperation of 
many agencies. Seventeen respondents gave 
most for an answer, 31 gave much for an 
answer, and 2 gave moderate for an answer. 
They all agreed that coping with the flood 
situation required the cooperation of many 
agencies.

4.4.3 To Support the Implemen-
tation of the Flood Simulation 
System

	 Table 6 summarizes the encouragement  
of the respondents to use the system to cope 

with flooding or other disasters. It shows good 
encouragement of the respondent agencies 
to use modern technology to cope with  
flooding or other disasters. Ten respondents 
gave most for an answer, 18 respondents gave 
much for an answer, and 22 respondents 
gave moderate for an answer. Most of them 
agreed that the activities encouraged them 
to use the technology in dealing with flood 
situations or other disasters.

	 The Table reveals the respondents’ 
support of having devices or technologies and 
in support of the use of technology. Only 1 
respondent gave most for an answer, 20 gave 
much for an answer, 20 gave moderate for an 
answer and 9 gave little for an answer. Thus, the 
respondents believed that there were devices  
and technology for disaster management  
and supported the use of technology.

	 The Table shows the ability of the 
respondents to share the flood simulation 
technology with others. Two respondents 
gave most for an answer, 37 respondents gave 
a much for an answer, and 11 respondents 

Table 5.	 Summary of building cooperation on the acquired knowledge and technology

Building cooperation activities
Levels of agreement

Most Much Moderate Little least

Requesting assistance from relevant agencies 12 32 6 - -

Strong tie of the respondents with other local 
government agencies

19 28 3 - -

Having a network of cooperation to provide 
help for each other

9 36 5 - -

Dealing with flood situation demanding the 
cooperation of many agencies

17 31 2 - -
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gave a moderate for an answer. Assumedly, 
the respondents were certain to distribute 
the flood simulation system to others.

	 The Table shows respondents’  
willingness to recommend/transfer the flood 
simulation system to others. Five respondents 
gave most for an answer, 39 respondents gave 
much for an answer, and 6 respondents gave 
moderate for an answer. It can be anticipated 
that the flood simulation system will be  
recommended/transferred to others.

	 Table 6 also shows the respondents’ 
view of whether the flood simulation system 
could help to reduce the loss/damage from 
the flood situation. Seventeen respondents 
gave most for an answer, 33 gave much for 
an answer. Therefore, 100 percent of the 
respondents agreed that the flood simulation  
system could reduce the loss/damage of 
flooding situations.

	 Finally, Table 6 shows if the respon-
dents thought that the simulation system was 
useful for planning for flooding. Seventeen 
respondents gave most for an answer, 27 
respondents gave much for an answer, and 
6 respondents gave moderate for an answer. 
Therefore, 100% of the respondents agreed 
that when the flood situation occurred, 
the flood simulation system was useful for  
planning for flooding situations.

	 Therefore, it can be concluded from 
the summary of Table 6 that 100% of the 
respondents agreed with the use of the 
flood simulation system in terms of building  
cooperation through knowledge and technology  
exposure, collaboration with relevant agencies,  
and support for the implementation of the 
system.

Table 6.	 Summary of the support for use of the system to cope with flooding or other 
disasters

Activities of supporting the use of the system
Levels of support

Most Much Moderate Little least

Encouragement to use modern technology to cope 
with flooding or other disasters

10 18 22 - -

Having devices or technologies and supporting the 
use of technology

1 20 20 9 -

Ability to share the flood simulation technology 
with others

2 37 11 - -

Recommending/transferring the flood simulation 
system to others

5 39 6 - -

The system helped to reduce the loss/damage from 
the flood situation

17 33 - - -

The system was useful for planning for flooding 17 27 6 - -
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5. Discussion 

	 Table 7 gives the results in percentage 
of after knowledge and technology transfer 
activities for focus-group public participation.  
Where the acquired knowledge was  
concerned, only much and most levels were 
cited as significant for the following activities 
and deemed crucial to the decisiveness to 
embrace the technology for later routine use. 
Where technological and technical skills were 
involved, the moderate up to most level 
were summed up in the Table, given just a 
few day activities but that much picked up 
technical skill. Answers for sub-questions as 
seen in the last three rows of the Table were 
in an overall. 

		  From Table 7, the knowledge sharing 
was considered a success. The knowledge of 
the respondents after attending the activity on 
field survey was rated 90% at most and much 

levels, on UAV based terrain modelling rated 
82% at most and much levels, on geo-spatial 
data creation rated 88% at most and much 
levels, and on flooding damage assessment 
and dashboard creation rated 86% at most 
and much levels. Therefore, the knowledge 
sharing delivered the good understanding of 
the representatives of the local organizations 
towards the flood simulation system. That 
was the crucial key for them to embrace the 
system for their flood situation preparedness.

	 As the activity was conducted to  
assess whether the respondents were certain 
to apply the knowledge and skills to flood 
situation preparedness, 100 percent of the 
participants were able to apply the gained 
knowledge and skills to work in their units, 
100 percent confident and able to apply 
the received knowledge and skills, and 100 
percent able to disseminate knowledge/
transfer to their agencies. Therefore, it was 

Table 7.	 Results in percentage of after knowledge and technology transfer activities for 
focus-group public participation

Activities of knowledge  
and technology transfer

Levels of knowledge and technology  
comprehension

Most Much Moderate Little least

Knowledge sharing 82-90% - - -

Plan to use the knowledge to flood preparedness 100% - -

Measured skills after the technological workshop 100% - -

Willingness to cooperate the acquired knowledge 
and technology

98-100% - -

Building cooperation on the acquired knowledge 
and technology

100% - -

Support for use of the system to cope with  
flooding or other disasters

82-100% - -
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increasingly convincing that the participants 
were certain to apply the knowledge and 
skills to the flood situation preparedness.

	 For the technological workshop, the 
results showed that they managed to determine  
the reference station, to increment the flood 
level, to set the reference station, and to 
increment the height of the flood level at 
least at the moderate level and showed none 
at little or least levels. That may have led 
to the assumption that they could use the 
system at ease and could have had positive 
implication where the building cooperation 
was concerned. Indeed, that linked to the fact 
that 100% of the respondents agreed with the 
use of the flood simulation system in terms 
of building cooperation through knowledge 

and technology exposure, collaboration 
with relevant agencies, and support for the  
implementation of the flood simulation system.

		  It was gathered from the literature 
review that the weak liaison to serve upper and 
lower actors indicated the lack of coordination  
to the need for the process in that every 
engaging party could participate to achieve 
successful disaster prevention and mitigation. 
When the activity was successfully organized, 
the questionnaire commonly used to extract 
the required essence should undergo the 
IOC analysis for questionnaire liability. The 
contents should not discard the point where 
community leaders would react differently 
to different disasters and how their authority, 
knowledge, and social capital would interact.

  It was gathered from the literature review that the weak liaison to serve upper and lower 
actors indicated the lack of coordination to the need for the process in that every engaging party 
could participate to achieve successful disaster prevention and mitigation. When the activity was 
successfully organized, the questionnaire commonly used to extract the required essence should 
undergo the IOC analysis for questionnaire liability. The contents should not discard the point 
where community leaders would react differently to different disasters and how their authority, 
knowledge, and social capital would interact. 
  Thus, all the results summarized above were affirmative that the flood simulation system 
could be used as the tool among decision makers such as the officials of Chiang Klang Branch and 
the local authorities in flood situation preparedness and risk reduction. The activities also hugely 
contributed to the creation of the new process for invited and focus-group public participation of 
local administrative organizations such as those in Tha Wang Pha District, Nan Province as 
illustrated in Figure 5. The system was the product previously delivered to the military unit for test 
and evaluation and used in this current study as the tool for formally coordinated public 
participation.  
 

 
Figure 5. The new process for public participation of local administrative organizations 

 
 
 
 
 

Figure 5. The new process for public participation of local administrative organizations
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		  Thus, all the results summarized  
above were affirmative that the flood 
simulation system could be used as the 
tool among decision makers such as the  
officials of Chiang Klang Branch and the local  
authorities in flood situation preparedness 
and risk reduction. The activities also hugely 
contributed to the creation of the new process 
for invited and focus-group public participation  
of local administrative organizations such as 
those in Tha Wang Pha District, Nan Province 
as illustrated in Figure 5. The system was the 
product previously delivered to the military 
unit for test and evaluation and used in 
this current study as the tool for formally  
coordinated public participation. 

	 The official coordination among relevant  
agencies and institutes was the key for the 
successfully organized activities. Official 
documents signed by organization CEOs often 
viewed as the enormous document workload 
but strictly exercised in this study acted as 
the evidence that all involved parties were 
formally committed and to act accordingly to 
arrive at the same goal of public services for 
flooding situations. The analysis conducted on 
the questionnaires after the activities played 
the major role in accomplishing the success 
of the knowledge and technology transfer 
activities of the flood simulation system.

		  A few drawbacks of the flood 
simulation system were realized and  
periodically conveyed to the participants 
while the activities being run. The 2021 data 
collection especially for the field survey of the 

construction, buildings and seasonal agricultural 
products may have carried temporal errors 
to yield current damage assessment at time 
of using the simulation system, making the 
seasonal updates of land use map containing 
agricultural products necessary and the topic 
worthy of further investigation. In addition, 
the water level was mandatory to input each 
incremental 20 cm interval from the reference 
station to avoid clumsy online processing of 
the simulation, making the damage assessment  
to yield average values at that specific  
input water level not anywhere in between. 
The principles of modelling to simulating 
that involve sampling to projecting may be 
excusable in this study. In this regard, the 
participants were aware and reminded early 
in the knowledge sharing activity.

6. Conclusion and  
Recommendations

	 The knowledge and technology transfer 
was the process adopted to bring the flood 
simulation system to the door steps of the 
7 local administrative organizations in Tha 
Wang Pha District, Nan Province. The district 
is the first floodplain with repeated flooding 
problems to have either directly or indirectly 
effected 50,519 people. The knowledge 
sharing and technology transfer via technical 
workshop were introduced to create the new 
way for 7 local administrative organizations to 
represent as focus-group public participation  
in the flooding situation preparedness.  
Official documents were central to all the 
necessary coordination and to have all  
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involved parties committed to the same goal 
of the local administrative preparedness for 
flooding situation.

	 Having the respondents hugely valued 
good relationships with other government 
agencies, worked with and through the  
network of cooperation to cope with the flooding  
situation, and required the cooperation  
of many agencies, other local administrative 
organizations of Nan Province especially 
those located along both sides of Nan river 
banks should have the similar and extended 
simulation system to push the results to a 
larger extent. Where the respondents vastly 
agreed with the use of the system for building  
cooperation through knowledge and  
technology exposure, required the collaboration  
with relevant agencies, and encouraged 
the support for the implementation of the 
flood simulation system, the extension and 
suggestion of this best practice should be 
recommended to other local administrative 
organizations.

	 From an insight into the flood  
simulation system, the UAV based terrain 
modeling and geo-spatial database creation 
were technology dependent, and the focus 
was prompted to the need of the field survey, 
and flood damage assessment and dashboard 
creation. The latter two processes had to be 
equipped with seasonal changes as a result of 
agricultural and manmade activities. Frequent 
field survey is suggested in order for the flood 
damage assessment and dashboard creation 

to yield accurate and up-to-date results. 
A complete circle of public participation 
throughout the simulation process is seen to 
reflect resilience and sustainability in disaster 
preparedness and risk reduction. The damage 
assessment and dashboard creation need to 
really enjoy high performance computation 
in order to make the utmost use of ultra-fine 
resolution of the UAV terrain modelling. The 
water level being allowed for users to input 
incrementally much less than 20 cm interval 
from the reference station will arguably yield 
even more accurately averaged values, that 
is, applying finer modelling to achieve more 
realistically simulating results.
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Abstract: This article proposes a method for categorizing Mandarin 
orange grades based on Chinese standards using a computer vision 
system that integrates both hardware and software components. 
A mechanical roller-flipping device adjusts the Mandarin orange’s 
position in various orientations. Subsequently, a machine vision 
system acquires thirty photographs of mandarin orange skin from 
various viewpoints and employs many processing approaches,  
such as image acquisition, blob analysis, preprocessing,  
segmentation, and feature extraction. The process of classifying 
oranges involves applying techniques such as morphology, median 
filtering, and the Fourier transform to identify and analyze pixels 
that represent imperfections on the surface of the orange. Then 
the faulty pixels are transformed into the diameter and the area 
of the faults in order to classify them for grading. The experiment 
demonstrates that the diameter and rectangular regions can be 
utilized to categorize Mandarin oranges into three grades: Special 
Grade, Grade 1, and Grade 2. Grade 3 can be determined by 
measurement of the diameter and calculation of the percentage 
of the faulty region in the orange peel. The overall recognition 
accuracy by the system is 87.5%. This experimental method can 
accurately identify defects in the skin of oranges, reducing labor 
costs and the error rate of manual identification for enterprises.
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1. Introduction

	 Citrus cultivation covers an area of 
1.85 million mu (123,333 hectares) in Guangxi, 
China, yielding an output of 4.7 million tons. 
China is the foremost global producer of  
citrus fruits and maintains a substantial role as 
an exporter of oranges (Spreen et al., 2020). 
Nevertheless, the primary challenge is devising 
a method to differentiate ill or contaminated 
oranges from high-quality oranges, with 
the aim of maintaining quality control over 
mandarins throughout the whole process. 
The key types of diseases that impact citrus 
include oil spot disease, penicillium, scab 
disease, Mal secco disease, anthrax, melanin 
diseases, brown spot disease, phytophthora, 
and citrus ulcers (Garg et al., 2023; Batuman  
et al., 2020). This article primarily concentrates 
on the visual categorization and arrangement 
of orange skin resulting from melanosis and 
melanin synthesis.

	 Machine vision is currently a key  
technology in the field of intelligent devices and 
automation (Kamalakannan & Rajamanickam,  
2012; Dey, Biswas, & Le, 2023; Sangkatip, 
2024). In order to improve the efficiency of 
orange defect detection and to avoid the 
following shortcomings of manual inspection:  
1) Inefficiency. 2) High error rate. 3) Impact on 
the well-being of inspectors. 4) Citrus is easily 
damaged (Huang et al., 2021). In this study, 
taking the skin characteristics of citrus as the 
research object, a hardware system consisting 
of an industrial camera (Hikvision Industrial 
Camera MV-CU013-21UM), a conveyor belt, 

and a computer was constructed, and the 
photographs captured by the industrial camera 
were transmitted to the computation, and 
the Halcon software was used to process the 
images for image processing, and according  
to the Chinese orange epidermal defects 
evaluation criteria, and finally output the grade 
of the detected oranges. Compared with the 
existing thesis design, the main innovation of 
this thesis is the use of hardware with rollers 
that can automatically flip Mandarin orange, 
and the camera automatically captures 30 
photos of Mandarin orange with different 
sides for analysis. Through this method of 
detection, it can greatly save the labor cost 
and improve the detection efficiency.

2. Literature Review

	 In recent years, the advancement of 
machine vision research has led to a significant 
increase in its potential uses in agriculture.  
Chen, Wu, & Cui (2018) first applied  
preprocessing and segmentation on the orange 
photographs to extract their relevant features. 
Subsequently, they utilized neural networks 
to automatically classify orange grades.  
The classification strategy achieves an accuracy  
of 94.38%. Dharmasiri & Jayalal (2019)  
successfully detected passion fruit illness with an 
accuracy rate of 79% using the Support Vector 
Machine (SVM) algorithm. They also classified 
the disease environment into three categories: 
mild, moderate, or severe. Prabhu, Likhitha, 
& Sangeetha (2021) suggested a classification 
model that was 97% accurate after looking 
at how well KNN, SVM, and DT classifiers did 
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at putting oranges into groups. Dheeraj et al. 
(2023) utilized convolutional neural networks 
to analyze the imperfections in okra. They 
achieved an impressive accuracy of 98.63% 
for VGG-16. Hafiz & Fatema (2023) achieved 
a final accuracy of 96.17% in identifying wax 
apple disease by utilizing machine learning 
approaches to forecast preprocessed pictures. 
In the study, Mojumdar & Chakraborty (2021) 
got an overall classification accuracy of up to 
82.3% by taking 13 features from segmented 
photos and using the gray scale co-occurrence 
matrix in image processing. Behera, Jena, Rath 
& Sethy (2018) utilized multi-class SVM and 
K-means clustering to classify citrus illnesses  
with 90% accuracy. These techniques,  
basically, require preprocessing the image 
before adding the algorithm for training. This 
design is analyzed based on the captured 
images and combines the image processing 
methods from the above literature to finalize 
the defect detection.

	 Until recently, machine vision technology  
has not employed many photographs of 
each fruit to identify defects in citrus or 
other crops. Hence, the analytical results do 
not cover the complete surface of the fruit. 
This article presents a technique for taking  

comprehensive photographs of whole oranges 
utilizing an automated rolling apparatus. 
Afterward, all pictures underwent image  
processing procedures to detect imperfections 
in the texture of the orange peel. The least 
desirable results from each shot were then 
compared to categorize the quality of the 
oranges based on Chinese criteria.

3. Methodology

3.1 Orange Grade Classification 
Standard 

	 Currently, the orange industry and 
the Chinese government have established  
guidelines for the Mandarin orange  
classification. The national standard, GB/T 
40752-2021 (2021), holds significant importance 
in this classification. Table 1 shows the spot 
diameter of the Mandarin orange according 
to the Chinese standard.

3.1 Machine Vision Inspection 
Systems

	 The techniques for detecting a flaw 
in Mandarin oranges are based on machine 
vision technology. Specific image processing 
algorithms are used to detect the size of the  

Table 1.	 Defected spot diameter of Mandarin orange

Grade Spot diameter

Special grade No flower skin, no festering, no scars.

Grade 1 D > 0 - 1.6 mm

Grade 2 D > 1.6 – 7 mm.

Grade 3 D > 7 mm. Defect area > 10% 



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 7(2): 2568
Journal of Applied Informatics and Technology, 7(2): 2025308Classification of Guanxi Mandarin Orange Grades using Machine...

Fulian Huang, Jialin Xie, Shijun Jie, Nattawoot Suwannata

defect diameter from the industrial  
camera-captured pictures and then determine 
the grade of mandarin oranges according 
to Chinese standards. Figure 1 shows the  
Mandarin orange machine vision detection 
system’s hardware. The process of automatic 
defect detection is as follows:

	 1) The conveyor system loads the 
Mandarin oranges onto the rollers upon  
activation. The light source automatically turns 
on. While the roller is rolling, the industrial 

camera captures pictures of each Mandarin 
orange from various angles, as shown in 
Figure 2.

	 2) The computer processes the images 
of 30 pictures from various angles for defect 
detection using image processing algorithms 
written by Halcon software.

	 3) The classification of orange grades 
is determined by comparing the diameter size 
of defects in pixels with the actual diameter 
in millimeters, as indicated in Table 1.

3. Methodology 

 
3.1 Orange Grade Classification Standard  

Currently, the orange industry and the Chinese government have established guidelines for 
the Mandarin orange classification. The national standard, GB/T 40752-2021 (2021), holds 
significant importance in this classification. Table 1 shows the spot diameter of the Mandarin 
orange according to the Chinese standard. 
 
 
Table 1. Defected spot diameter of Mandarin orange 

Grade Spot diameter 

Special grade No flower skin, no festering, no scars. 

Grade 1 D > 0 - 1.6 mm 

Grade 2 D > 1.6 – 7 mm. 

Grade 3 D > 7 mm. Defect area > 10%  
 

3.1 Machine Vision Inspection Systems 
 The techniques for detecting a flaw in Mandarin oranges are based on machine vision 

technology. Specific image processing algorithms are used to detect the size of the defect diameter 
from the industrial camera-captured pictures and then determine the grade of mandarin oranges 
according to Chinese standards. Figure 1 shows the Mandarin orange machine vision detection 
system's hardware. The process of automatic defect detection is as follows: 

1) The conveyor system loads the Mandarin oranges onto the rollers upon activation. The 
light source automatically turns on. While the roller is rolling, the industrial camera captures 
pictures of each Mandarin orange from various angles, as shown in Figure 2. 

2) The computer processes the images of 30 pictures from various angles for defect 
detection using image processing algorithms written by Halcon software. 

3) The classification of orange grades is determined by comparing the diameter size of 
defects in pixels with the actual diameter in millimeters, as indicated in Table 1. 
 

 

Figure 1. System for classifying orange grades 

 
Figure 2. Photos taken by mandarin Orange under industrial cameras  

(6 representative images from the 30 orientations) 
 

3.3 Hardware Selection 
 The selection of hardware for detecting defects in Mandarin Oranges, such as lenses, 

cameras, and industrial grade light sources, is determined by specific needs (Li et al., 2013). 
 1) The Mandarin Orange defect detection system benefits from the use of LED ball ring 

lights because of their high light intensity and compact size, making them the preferred lighting 
system and illumination approach. Position the industrial camera in the exact same spot as the light 
source and examine the vertical illumination of the light source from top to bottom. 
Simultaneously, change the aperture to the appropriate setting and secure it in place (Xu, Sun, & 
Ye, 2020).  

2) In the machine vision system, the camera plays a crucial role in capturing and 
interpreting the reflected light from the object. The device turns light into analog signals and 
subsequently changes the analog signals into digital signals for transmission to other devices 
Manish, Venkatesh, & Ashok, 2018). The Hikvision industrial camera model MV-CU013-21UM 
is chosen due to its ability to satisfy the demands of visual analysis with its high speed and 
precision.  The selected lens is the MVL-HF0828M-6MPE model, which features a focus 
mechanism. The image exhibits high clarity and excellent contrast, designed for a field of view 
measuring 203mm × 170mm. The lens's lower end has a minimum object distance of 200 mm, as 
determined by the chosen industrial camera. A resolution of 1.3 megapixels (1248 × 1024, with a 
pixel size of 4.8 μm × 4.8 μm) may attain an accuracy of 0.038 mm per pixel. 
 
 

3.4 Software Selection 
Image Advances in computer vision technology constantly upgrade and enhance image 

processing techniques and tools. The Halcon development environment provides a comprehensive 
visual processing library that includes a wide range of both basic and advanced image processing 
techniques. These techniques include everything from capturing pictures from different hardware 
devices to implementing complex pattern-matching algorithms. In addition, it provides several 
tools often utilized in machine vision applications, including tools for file processing, data 
analysis, algorithm operations, and classification (Luo et al., 2011). This study developed an image 
processing method utilizing the Halcon development environment to accurately detecting the size, 
color, and imperfections of oranges. 
 

Figure 1. System for classifying orange grades

Figure 2. Photos taken by mandarin Orange under industrial cameras  
(6 representative images from the 30 orientations)
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3.3 Hardware Selection

	 The selection of hardware for detecting 
defects in Mandarin Oranges, such as lenses, 
cameras, and industrial grade light sources, is 
determined by specific needs (Li et al., 2013).

	 1) The Mandarin Orange defect detection  
system benefits from the use of LED ball ring 
lights because of their high light intensity and 
compact size, making them the preferred 
lighting system and illumination approach. 
Position the industrial camera in the exact 
same spot as the light source and examine 
the vertical illumination of the light source 
from top to bottom. Simultaneously, change 
the aperture to the appropriate setting and 
secure it in place (Xu, Sun, & Ye, 2020). 

	 2) In the machine vision system, 
the camera plays a crucial role in capturing 
and interpreting the reflected light from the  
object. The device turns light into analog 
signals and subsequently changes the analog 
signals into digital signals for transmission to 
other devices Manish, Venkatesh, & Ashok, 
2018). The Hikvision industrial camera model 
MV-CU013-21UM is chosen due to its ability to 
satisfy the demands of visual analysis with its 
high speed and precision. The selected lens is 
the MVL-HF0828M-6MPE model, which features 
a focus mechanism. The image exhibits high 
clarity and excellent contrast, designed for 
a field of view measuring 203mm × 170mm. 
The lens’s lower end has a minimum object 

distance of 200 mm, as determined by the 
chosen industrial camera. A resolution of 1.3 
megapixels (1248 × 1024, with a pixel size of 
4.8 μm × 4.8 μm) may attain an accuracy of 
0.038 mm per pixel.

3.4 Software Selection

	 Image Advances in computer vision 
technology constantly upgrade and enhance 
image processing techniques and tools. The 
Halcon development environment provides 
a comprehensive visual processing library 
that includes a wide range of both basic 
and advanced image processing techniques. 
These techniques include everything from 
capturing pictures from different hardware  
devices to implementing complex  
pattern-matching algorithms. In addition, 
it provides several tools often utilized in  
machine vision applications, including tools 
for file processing, data analysis, algorithm 
operations, and classification (Luo et al., 2011). 
This study developed an image processing 
method utilizing the Halcon development 
environment to accurately detecting the size, 
color, and imperfections of oranges.

4. Orange grade classification 
Algorithms

	 This study uses image processing 
algorithms to identify the defect areas on 
Mandarin orange skin in the original image, 
as shown in Figure 3.
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4.1 Background Removal

	 Computer vision utilizes blob detection 
algorithms to locate sections in a digital image 
that display noticeable characteristics, such as 
differences in brightness or color, compared 
to the surrounding areas. Essentially, a blob 
refers to a distinct portion of an image that 
exhibits uniform or almost uniform attributes, 
resulting in all the pixels within it being similar 
to one another, as shown in Figure 3 (a).

	 There are three sequential steps in 
the Halcon to separate the Mandarin orange 
from the background: 

	 1) Determine the appropriate  
threshold for selecting the region of interest, 
which involves converting the image to binary 
format. Examine the gray-scale histogram 
and adjust the threshold value within the 0 
to 255 range (Bin & Lei, 2022). The equation 
(1) can be used to determine the gray-scale 
value of the color image. This calculation 
uses the thresholds T1 and T2, along with the  

coordinates I(x, y) (Li & Du, 2023). The  
empirical threshold value for an orange picture 
falls between the range of 60 to 255.

	 	 (1)

	 where:

 	 I(x,y) is Intensity of the pixel at (x,y).

 	 T1,T2 is Minimum and maximum 
threshold values.

	 g(x,y) is Binary output (1 for blob, 0 
otherwise).

	 2) The area of interest (ROI) is chosen 
and the algorithm uses connected component  
labeling with either 4-connectivity or  
8-connectivity.

	 4-connectivity: A pixel is connected 
if it shares a side with another pixel.
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orange skin in the original image, as shown in Figure 3. 
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surrounding areas. Essentially, a blob refers to a distinct portion of an image that exhibits uniform 
or almost uniform attributes, resulting in all the pixels within it being similar to one another, as 
shown in Figure 3 (a). 

There are three sequential steps in the Halcon to separate the Mandarin orange from the 
background:  

1) Determine the appropriate threshold for selecting the region of interest, which involves 
converting the image to binary format. Examine the gray-scale histogram and adjust the threshold 
value within the 0 to 255 range (Bin & Lei, 2022). The equation (1) can be used to determine the 
gray-scale value of the color image. This calculation uses the thresholds T1 and T2, along with the 
coordinates I(x, y) (Li & Du, 2023). The empirical threshold value for an orange picture falls 
between the range of 60 to 255. 

 
  
    

Figure 3. Procedure for identifying areas of defects on orange skin
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	 The labeled regions are the blobs, 
which are mathematically defined as sets of 
connected pixels, as depicted in Figure 4(b).

	 3) The varying colors on the edges 
indicate distinct areas of noise. Open the 
feature histogram and select “area” in the 
feature selection and code generation tab 
to filter out isolated areas (Ji et al., 2018), as 
shown in Figure 4 (c). 

	 Determining the ratio of defects present 
on the entire surface is crucial for categorizing 
defects on the fruit’s skin. When blobs are 
detected, various features is computed using 
geometric and statistical equations:

	 3.1) Area: The area of a blob is the 
number of pixels in the region as shown by 
Equation (2).

	

   (1) 
 
where: 

𝐼(𝑥,𝑦)  is Intensity of the pixel at (𝑥, 𝑦). 
𝑇� , 𝑇�  is Minimum and maximum threshold values. 
g(x,y)  is Binary output (1 for blob, 0 otherwise). 
 

2) The area of interest (ROI) is chosen and the algorithm uses connected component 
labeling with either 4-connectivity or 8-connectivity. 

 
4-connectivity: A pixel is connected if it shares a side with another pixel. 

 

   (a) Original image          (b) ROI mask        (c) Isolated area 
 

Figure 4. Blob analysis rendering 
 
 

The labeled regions are the blobs, which are mathematically defined as sets of connected 
pixels, as depicted in Figure 4(b). 
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where 𝑅 is the region corresponding to the blob. 
 

3.2) Centroid: The centroid (𝑥�,𝑦�) of a blob is calculated as: 
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𝑥, 𝑦  are coordinates of each pixel in the blob. 
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4.2 Balance Brightness 

In many cases, brightness adjustments are needed the brightness of the acquired images 
due to environmental factors. The division technique is employed in this design (Dworkin & Nye, 
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Figure 5. Illustrates the use of division to balance 
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(Heena et al., 2020). The collected images are often affected by noise, so they must be pre-
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where 

𝑥�, 𝑦�  are centroid coordinates of the blob. 
𝑥, 𝑦  are coordinates of each pixel in the blob. 
𝑅  is the set of pixels belonging to the blob region. 
𝐴𝑟𝑒𝑎 is the total number of pixels in the blob, given by Equation (2). 

 
The varying colors on the edges indicate distinct areas of noise (Ji et al., 2018), as shown 

in Figure 4(c). 
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In many cases, brightness adjustments are needed the brightness of the acquired images 
due to environmental factors. The division technique is employed in this design (Dworkin & Nye, 
2006). If 𝐼(𝑥,𝑦) is the input image and 𝐵(𝑥,𝑦) is the estimated background brightness. The 
balanced image 𝐼′(𝑥, 𝑦) can be calculated by using Equation (4), and the result is shown in Figure 
5. 
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(Heena et al., 2020). The collected images 
are often affected by noise, so they must be 
pre-processed. An industrial camera captures 
a moment’s worth of citrus photos on a roller. 
The usual filtering methods include Gaussian  
filtering, mean filtering, median filtering,  
and other methods (Lu & Li, 2024). This 
article adopts mean filtering. Mean filtering 
also belongs to a type of linear smoothing 
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emphasize the overall pixel structure while 
ignoring detailed information (Othman et al., 
2020). The principle of mean filtering is to use 
a scanning window to scan an image. When 
the window size is determined, the mean 
gray value of all pixels in the neighborhood 
of the pixel that coincides with the center 
of the window is taken as the gray value 

all pixels in the neighborhood of the pixel that coincides with the center of the window is taken as 
the gray value of that point (Zhao et al., 2016). Assuming f (x, y) is a noisy picture and g (x, y) is 
the filtered picture, the mathematical expression for the filtering result is Equation (5). 
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This design utilizes a 9 × 9 mean filter, and the Figure 6 displays a visual comparison of 
the average filtering effect. 
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observed that the red channel exhibited more prominent image defect characteristics. 
Consequently, we divided the image containing the red channel characteristics into "HSV," where 
"H" stands for hue, "S" for saturation, and "V" for brightness. The study observed that the "V" 
channel displayed flaws more clearly than the other two channels (Jolly & Raman, 2016), as 
illustrated in Figure 7. 
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	 After dividing the brightness balanced 
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we observed that the red channel exhibited 
more prominent image defect characteristics. 
Consequently, we divided the image containing 
the red channel characteristics into “HSV,” 
where “H” stands for hue, “S” for saturation, 
and “V” for brightness. The study observed 
that the “V” channel displayed flaws more 
clearly than the other two channels (Jolly & 
Raman, 2016), as illustrated in Figure 7.
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	 While the decomposition of the  
image itself does not directly involve complex 
mathematical equations, it can be described 
using the basic concept of how each color 
channel in an RGB image is extracted. 

	 Each pixel point of the color image 
is decomposed into a red channel IR(x, y),  
a green channel IG(x, y), and a blue  
channel IB(x, y). The Equation (6) displays 
the specific formula.

	 Balance (x, y) = ((IR(x, y), IG(x, y), IB(x, y)) (6)

	 The equation of this operation can 
be expressed as the conversion of RGB to 
HSV color space. the Equations (7-9) of RGB 
to HSV conversion are:

	 Hue, H(x, y):

	 where

	 Saturation, S(x, y):

	 (8)

	 where

	 Value, V(x, y):

	 (9)

	 The specialized formula for image  
subtraction utilized in the research  
encompasses the application of the  
" V " channel for definitive defect detection, 
subtraction for defect extraction, and the 
subtraction of three images corresponding 
to " R ", " G ", and " B ". 
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The equation of this operation can be expressed as the conversion of RGB to HSV color 
space. the Equations (7-9) of RGB to HSV conversion are: 
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	 Equation (10) delineates the operation 
that executes a pixel-by-pixel subtraction of 
the Blue () and Green () components.

(10)

	 The equation yields an image  
difference.  The obtained results can be 
employed to identify features in the image 
to generate an approximate defect map of 
Mandarin oranges, as illustrated in Figure 8.

4.5 Fourier Transform

	 Through Fourier transform, noise 
components in images, especially periodic 
noise, can be identified. Then, remove these 
noise components in the frequency domain  
to restore the image clearly. Fourier  
transform-based image denoising focuses on 
the separate frequency band information 
of the picture and noise to achieve image 
denoising (Ali & Pervaz, 2013). Typically, the 

high frequency spectrum distributes noise and 
edge information, while the low frequency 
range splits picture information.

	 The equation of Fourier transform is 
shown in Equation (11).

(11)

	 where

	 x, y are time domain variables.

	 u, v are variables in the frequency 
domain.

	 M and N are the image’s length and 
width.

	 f(x, y) represents the two-dimensional 
plane image of row N and column M.

	 f(u, v) is a Fourier transform.

	 Figure 9 shows Fourier transform  
effect after convolution.

The specialized formula for image subtraction utilized in the research encompasses the 
application of the " 𝑉 " channel for definitive defect detection, subtraction for defect extraction, 
and the subtraction of three images corresponding to " 𝑅 ", " 𝐺 ", and " 𝐵 ".    

Equation (10) delineates the operation that executes a pixel-by-pixel subtraction of the Blue 
(𝐵(𝑥,𝑦)) and Green (𝐺(𝑥,𝑦)) components. 

 
𝑆𝑢𝑏�(�,�) = 20�𝐵(𝑥, 𝑦) − 𝐺(𝑥,𝑦)� − 200(10) 

 
The equation yields an image difference. The obtained results can be employed to 

identify features in the image to generate an approximate defect map of Mandarin oranges, as 
illustrated in Figure 8. 
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Figure 9 shows Fourier transform effect after convolution. 
 
 

 
 

Figure 9. Convolutional effect of Fourier transform 
 
 

4.6 Binarization Threshold 
 Binary thresholding is an image processing technique that converts grayscale images into 
images containing only two pixel values, typically black (0) and white (255), or other specified 
values. This process relies on selecting an appropriate threshold to classify pixel values into two 
categories. 

The equation of Binary thresholding is  

 (11) 
where 

 I(x,y)  is Intensity of the pixel at (x,y). 
T   is the threshold value. 
B(x,y)  is Binary output (1 for blob, 0 otherwise). 
 

Figure 10 displays the histogram of the binarization threshold obtained from an orange 
image. 
 
 
 

Figure 9. Convolutional effect of  
Fourier transform
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4.6 Binarization Threshold

	 Binary thresholding is an image  
processing technique that converts grayscale 
images into images containing only two pixel 
values, typically black (0) and white (255), or 
other specified values. This process relies on 
selecting an appropriate threshold to classify 
pixel values into two categories.

	 The equation of Binary thresholding 
is 

(11)

	 where

	 I(x,y) is Intensity of the pixel at (x,y).

	 T is the threshold value.

	 B(x,y) is Binary output (1 for blob, 0 
otherwise).

	 Figure 10 displays the histogram of 
the binarization threshold obtained from an 
orange image.

4.7 Subtraction

	 The Subtraction is utilized to perform 
the subtraction of two images. The gray values 
of the removed image and the input image 
are denoted as g

1
 and g

2
, respectively, and 

will be transformed accordingly.
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Figure 10. Binarization threshold histogram 
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 The image obtained after the subtraction process is shown in Figure 11. 
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	 (12)

	 The image obtained after the  
subtraction process is shown in Figure 11.

4.8 Image Intersection

	 Image intersection refers to the set of 
pixel points or regions that are common to 
two image sets A and B, denoted as A ∩ B.  
In the field of image processing, this usually  
means comparing the pixel data of two  
images on a point-by-point basis, to find the 
points or regions that are the same in terms 
of location and whose pixel values satisfy  
a specific condition (e.g., are equal or satisfy 
a certain relationship).

4.9 Removing Fruit Stems

	 Inflation, commonly referred to as 
the dilation of an image, is a mathematical 
procedure used to identify the local maximum 
value. Mathematically speaking, dilation or 
erosion can be defined as the convolution 

of picture A with kernel B. Determine the 
highest pixel value inside the coverage area 
of kernel B and apply this value to the pixel 
indicated by the reference point, thereby 
incrementally expanding the highlighted area 
in the image (Rahman et al., 2017).

	 Dilation in morphological operations 
can be represented mathematically as:

	 (13)

	 where

	 R(x,y) is the input binary region  
(the set of pixels defining the region.

	 S is the structuring element, which 
is a circle in this case.

	 (u,v) is pixels in the structuring  
element.

	 R’(x,y) is the output region after  
dilation.
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Figure 12 shows the schematic diagram illustrating the process of dilatation, comparing the 
before and after states. 
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Figure 12. Dilation schematic diagram (Chen, 2019) 
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	 Figure 12 shows the schematic  
diagram illustrating the process of dilatation, 
comparing the before and after states.

	 Figure 13 illustrates the contrast 
between the orange image’s original and 
post-dilation version.

	 Finally, in order to generate an  
accurate map of fault locations, the process 
involves selecting relevant features, reducing 
the number of pictures, and removing fruit 
stems (Rong, Rao, & Ying, 2017), as shown in 
Figure 14 (a) and (b).

5. Results and Discussions

	 The primary aim of this article is to 
compare 30 photographs of each fruit using 
advanced image analysis techniques such 
as blob analysis, frequency domain analysis, 
image enhancement, and morphology. These 
techniques involve processes such as image  
noise reduction, image filtering, image  

segmentation, ROI extraction, Fourier transform,  
and a combination of subtraction and addition.

	 The main goal is to extract any defects 
present in the fruit. The Mandarin orange’s 
quality level is calculated by selecting the 
highest value from an array that includes the 
defect results obtained from examining 30 
photographs of each Mandarin orange. 

	 Figure 15 displays the “values” which 
indicate the outcomes of defect identification  
for each of the 30 images obtained from  
a Mandarin Orange fruit. The “Max” represents 
the final result, which is the worst-quality 
image among the identified Mandarin Orange 
photos. Figure 16 shows the results of 4 types 
of orange classification that were captured 
from developed software. The designation 
‘0’ is used to denote fruits of special grade, 
whereas the designation “1” is used for  
first-level fruits, “2” for secondary fruits, 
and “3” for third-level fruits. Figure 16 also 
depicts the distinct flaws observed in various 
orange grades.

4.9 Removing Fruit Stems 
Inflation, commonly referred to as the dilation of an image, is a mathematical procedure used 

to identify the local maximum value. Mathematically speaking, dilation or erosion can be defined 
as the convolution of picture A with kernel B. Determine the highest pixel value inside the 
coverage area of kernel B and apply this value to the pixel indicated by the reference point, thereby 
incrementally expanding the highlighted area in the image (Rahman et al., 2017). 

Dilation in morphological operations can be represented mathematically as: 
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	 Defects on mandarin oranges is quite 
intricate, as indicated by the test results. 
However, the algorithm is able to accurately 
detect and categorize mandarin oranges with 
blemishes into four categories according to 
the specified requirements, as long as they 
fall within the algorithm’s acceptable range. 
Table 2 shows the four varieties of mandarin 
oranges available on the market that meet 
the testing criteria. Using the calibrated scale 
of the camera, it has been determined that 
the length of 1 pixel is 0.038 mm. To clarify, 
a measurement of 1 mm. is approximately 
equivalent to 26 pixels.

	 This experimental method will greatly 
improve the efficiency compared to manual 
detection, but although it can accurately 
detect the size of defects, the long time 

required for the roller to flip and collect 30 
photos will reduce work efficiency. The actual 
production process can reduce the number 
of photos collected. And in complex and 
highly variable datasets, this method is not 
particularly effective. It can be combined with 
deep learning algorithms for analysis, which 
can quickly improve detection efficiency and 
accuracy of defect levels.

6. Conclusion

	 This article outlines the process 
for categorizing the quality of Mandarin 
oranges using a machine vision system. The 
system consists of a hardware and software  
component. The gear was specifically  
engineered to snap thirty images of the  
orange peel from various perspectives,  
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Table2. Comparative analysis of experimental and validation results 

No Grade Variable 
Standard size of defect Measured defect size 

pixel mm. pixel mm. 
       

1 
 

Special 
grade 

 

Circular_diameter_max 
Rectangle_max 

0 
0 

0 
0 

0.00 
0.00 

0.00 
0.00 

2 
 

Grade 1 
 

Circular_diameter_max 
Rectangle_max 

> 0 to 40 
> 0 to 40 

> 0 to 1.52 
> 0 to 1.52 

30.08 
53.16 

1.14 
2.02 

3 
 

 
Grade 2 

 
 

Circular_diameter_max 
Rectangle_max 
or 
Circular_diameter_max  
Rectangle_max 
 

> 40 to 180 
≤ 40 

 
≤ 40 
> 40 to 180 
 

> 1.52 to 6.84 
≤ 1.52 

 
≤ 1.52 
> 1.52 to 6.84 
 

60.14 
39.00 

 
19.20 
176.6 

 

2.29 
1.48 

 
0.73 
6.71 

 

4 Grade 3 

Circular_diameter_max 
Defect area/ 
The total area 
or 
Rectangle_max 
Defect area/ 
The total area 

> 180 
> 10%  

 
 
>180 
> 10%  

> 6.84 
> 10%  

 
 
> 6.84 
> 10%  

140.30 
31,268.10 

246,527.38 
 

242.00 
33,619.00 

333,223.00 

5.33 
12.68% 

 
 

9.19 
10.08% 
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while the software was specifically  
programmed to categorize different classes of 
oranges based on the sizes of imperfections 
on the peel. The fault can be identified by 
employing diverse image processing methods, 
such as picture capture, blob analysis, pre-
processing, segmentation, feature extraction, 
morphology, median filtering, and the Fourier 
transformed. The faulty pixels were measured 
for their diameter and area in order to classify 
them for grading, as presented in Table 2.

	 Through the preliminary experiments 
and the results shown in Table 2 above, it 
can be learned that the image processing 

system in the Vaugan sorting system can 
operate normally and can meet the basic 
sorting requirements.

	 After the initial experiment in Table 2,  
it can be found that this system has  
a certain degree of accuracy for the recognition 
of mandarin oranges, but the recognition of 
the number of experiments need to be many 
times in order to obtain more accurate results, 
the next in a batch of mandarin oranges in 
the selection of 40, 10 mandarin oranges of 
each grade, after repeated experiments can 
be obtained after the experimental results 
of the following Table 3.

Table 2.	 Comparative analysis of experimental and validation results

No Grade Variable
Standard size of defect Measured defect size

pixel mm. pixel mm.

1
Special 
grade

Circular_diameter_max 
Rectangle_max

0
0

0
0

0.00
0.00

0.00
0.00

2 Grade 1 Circular_diameter_max
Rectangle_max

> 0 to 40
> 0 to 40

> 0 to 1.52
> 0 to 1.52

30.08
53.16

1.14
2.02

3 Grade 2

Circular_diameter_max
Rectangle_max
or
Circular_diameter_max 
Rectangle_max

> 40 to 180
≤ 40

≤ 40
> 40 to 180

> 1.52 to 6.84
≤ 1.52

≤ 1.52
> 1.52 to 6.84

60.14
39.00

19.20
176.6

2.29
1.48

0.73
6.71

4 Grade 3

Circular_diameter_max
Defect area/
The total area
or
Rectangle_max
Defect area/
The total area

> 180
> 10% 

>180
> 10% 

> 6.84
> 10% 

> 6.84
> 10% 

140.30
31,268.10
246,527.38

242.00
33,619.00
333,223.00

5.33
12.68%

9.19
10.08%
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	 Through the experiment, we can find 
that the recognition accuracy of this system 
because we do not do deep machine learning  
at the same time for the characteristics of 
image processing, the judgment does not 
contain a variety of fruits on the market, so 
after a number of experiments with the same 
batch of mandarin oranges, this system for 
the experimental batch of mandarin oranges 
for the recognition of 90% accuracy of the  
special fruit, for the recognition of the  
first-class fruits of the accuracy of 80%, for 
the recognition of the second class of fruits 
of the accuracy of 90%, three class of fruits of 
the recognition accuracy of 90%, the overall 
actual recognition accuracy of 87 5%. The 
overall recognition accuracy of the system 
is 87.5%, which is 90% for first-grade fruits, 
90% for second-grade fruits, and 90% for 
third-grade fruits.

	 The system has a certain number of 
misjudgments for the analysis of the fruit, 
and the system can be improved from the 
following two aspects in response to the 
situation:

	 1) Optimization of the visual algorithm 
part as well as deep learning, with different  
batches of different origins of mandarin  

oranges for experiments, and more epidermal 
disease eigenvalue judgments, at the same  
time, according to the different special  
circumstances of the miscarriage of justice 
so that the visual system for deep learning, 
reduce the miscarriage of justice rate.

	 2) This system sorts the knowledge 
of mandarin oranges purely through the  
epidermis of mandarin oranges for sorting,  
but in practice, part of the mandarin oranges 
are good or bad also need to be analyzed 
from the inside of the mandarin oranges, 
so in the practical application, only for the 
epidermis of the sorting of the precise may 
have errors, so it is necessary to combine with 
the corresponding technology to identify the 
inside of the comprehensive analysis so as 
to go to the precise sorting
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Table 3.	 Statistics of the results of multiple experiments on the same batch

Special grade Grade 1 Grade 2 Grade 3

Number of experiments (number) 10 10 10 10

Number of correct discriminations (number) 9 8 9 9

Number of misjudgments (number) 1 2 1 1

Accuracy rate 90% 80% 90% 90%
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Abstract: This study proposes a commercial development model 
for a fogging pump control system (FPCS) for oyster mushroom 
cultivation in open-system greenhouses, which are the most 
common type of greenhouses used for mushroom cultivation  
in Thailand. A prototype system was developed using a  
commercially available controller that was modified to make it 
easier to produce in large quantities. The system was designed 
with two separate components: The first component controlled 
the operation of the fog pump by alternating between spraying 
and pausing to maintain the desired humidity. It also acted as an 
access point to release a Wi-Fi signal that allowed users to access 
the system settings via a website. The second component was 
installed in the mushroom greenhouse and sent weather data from 
sensors to the first component via Wi-Fi. The whole system does 
not require internet usage. The prototype system was tested in 
an oyster mushroom greenhouse for 60 days. The results showed 
that the system was easy to install and operate in commercial 
mushroom farms. It was also effective in controlling humidity for 
oyster mushroom cultivation. An economic analysis of the system 
showed that it could help farmers to reduce unit costs by up to 
72.30%. The system also had a positive net present value (NPV) of 
+332,600, an internal rate of return (IRR) of 281%, and a payback 
period of one production cycle (2 months). These results suggest  
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that the proposed FPCS is suitable for  
commercial production for controlling  
humidity in oyster mushroom cultivation in 
open-system greenhouses.

1. Introduction

	 Oyster mushrooms are an  
economically important mushroom species 
in Thailand, with two popular varieties among 
farmers: Hungarian oyster mushrooms and 
Bhutan oyster mushrooms. These mushrooms  
are typically cultivated by allowing the  
mycelium to consume nutrients from  
sterilized substrate materials inside plastic 
bags. Once the mycelium has fully colonized 
the bags, the bags have been opened to 
allow the mushrooms to grow in a suitable 
environment. Oyster mushrooms thrive in 
relatively cool temperatures, ideally between 
20 to 30 degrees Celsius, and require humidity 
levels ranging from 55 to 70 percent (Laead-
on, 2021). They can grow well in Thailand 
throughout most seasons, except during the 
summer (Isaranontakul & Rukphong, 2019). 
Creating a suitable environment for mushroom 
growth is crucial, considering factors such as 
temperature, humidity, carbon dioxide levels, 
and air circulation (Vengsungnle et al., 2019).

	 Currently, there are two types of 
mushroom cultivation houses: open-system 
greenhouses and close-system greenhouses. 
The advantage of the open-system is that 
it requires lower investment compared to 
the close-system. On the other hand, the  
close-system greenhouses allow farmers 
to have better control over the internal  

conditions of the greenhouses, such as 
temperature, humidity, light exposure, and 
carbon dioxide levels (Jongpluempiti et al., 
2020). Although the close-system offers better 
controllability, many Thai farmers still prefer 
the open-system greenhouses due to their 
lower cost. The open- system greenhouses 
can be constructed using locally available 
and low-cost materials such as bamboo,  
eucalyptus wood, vetiver grass, plastic, and sun 
shade net. Proper design of the open-system  
greenhouses could also help reduce external 
heat, effectively retain moisture, and facilitate 
air circulation (Arreerard, T., Arreerard, W, & 
Ruangsan, 2021).

	 Once the mushroom bags are placed 
in a suitable cultivation house, a crucial  
subsequent process is providing moisture 
to the mushrooms. Traditionally, farmers 
use a hose to water the entire floor of the 
house, avoiding direct contact with the 
mushroom bags and preventing waterlogging 
at the surface of the bag. This practice aims 
to prevent direct exposure of water to the 
mushroom caps, as well as to avoid excessive  
moisture, which can lead to unwanted 
characteristics in the mushrooms that are 
undesirable in the market. The frequency 
of watering depends on the humidity level 
inside the cultivation house. If the humidity 
is high, watering may occur just twice a day, 
in the morning and afternoon. However, in 
low humidity conditions, farmers may need 
to water more frequently, possibly 3-5 times 
a day. Farmers typically observe the drying 
edges of the mushroom caps as an indicator 
to start watering (Lorprasert, 2010).
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	 Due to the traditional method of 
providing moisture relying heavily on their 
experience, time, and labor of farmers, there 
had been a development to modernize  
moisture provision in mushroom greenhouses. 
It was found that using very fine water mist 
in greenhouses shaded from direct sunlight 
with good air circulation not only increased 
relative humidity but also effectively reduced 
greenhouse temperature (Saowarat, 2017). 
Consequently, fogging systems had been 
combined with automated control systems for 
moisture provision in mushroom greenhouses. 
Jongpluempiti et al. (2020) recommended  
using humidity and temperature as conditions  
for controlling fogging and ventilation fan 
equipment in the greenhouse, as it promoted  
optimal mushroom growth. Precise environmental  
control led to significantly higher mushroom 
yields, up to 30% more than conventional 
cultivation, with minimal contamination 
rates (Arreerard, T., Arreerard, W, & Ruangsan, 
2021; Marzuki & Ying, 2017; Ten et al., 2021). 
Hendrawan et al. (2019) applied fuzzy logic 
to control equipment sets, achieving quick 
entry into steady-state operation, and thereby 
enhancing system efficiency. In addition to 
automated control, users could monitor 
and adjust settings remotely via various 
mobile devices, using Internet of Things (IoT)  
technology. This diverse functionality al-
lowed for remote operation of equipment 
in mushroom greenhouses, such as remoted 
pump fogging on/off control and automated 
scheduling (Isaranontakul & Rukphong, 2019). 
Processing and controlling were carried out 

by microcontrollers equipped with ESP8266 
chips, connected to sensors for environmental  
data collection within the greenhouse  
(Fongngen et al., 2018). These microcontrollers 
were cost-effective and feature wireless data 
transmission compliant with IEEE 802.11 
b/g/n standards or Wi-Fi (Patnaikuni, 2017). 
Furthermore, there is currently development 
of robots for detecting fungal diseases and 
sending alerts via Internet signals. These robots 
can operate with precision by utilizing deep 
learning (Jareanpon et al., 2023; Patcharee & 
Suchart, 2022), leading to efficient reduction 
of production losses.

	 However, the researchers believe 
that the systems mentioned above still have 
three limitations for practical use for farmers. 
These are:

	 1) Sensor cable length and range 
limitations: In most farmers’ farms, there 
is a considerable distance between the  
greenhouse and the water pumps. Therefore, 
using digital data transmission cables from 
sensors to controllers regulating the pumps 
can be challenging because long cables are 
required. These cables are often hard to 
find and come at a high cost. Generally, the 
data transmission cables used with sensors 
that are readily available have a length of 
no more than 1 meter (Adafruit Industries, 
n.d.; ET TEAM, n.d.). This limitation makes it 
inconvenient to install in actual mushroom 
farms, especially in greenhouses with long 
distances between the sensors and the water 
pump installation points.
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	 2) Uncertainty in investment: Most 
farmers lack high-speed internet access in their 
farms. Using IoT technology would require 
additional expenses for internet installation 
and services, increasing the overall production  
costs. Moreover, in preceding research 
on the cost-effectiveness of mushroom  
cultivation, the predominant focus has been 
on the comprehensive expenses linked to 
mushroom farming (Duangta, 2016; Ruamtum 
& Tulasombat, 2019; Thaneerananon & 
Vilalai, 2019; Hongyon, 2019). These studies  
traditionally delve into the costs associated 
with constructing mushroom houses, production  
expenses, total expenditures, and unit 
costs to evaluate profitability. However, 
they may lack of undertaking a comparative  
analysis of costs and benefits when transitioning  
to a new process, where automatic system 
is employed as opposed to the traditional 
method. This lack of comparison between 
the cost and benefits of the two methods 
introduces uncertainty regarding the return  
on investment. This uncertainty raises  
apprehensions among farmers, as they are 
uncertain whether the investment in the 
new method would prove cost-effective 
in comparison to traditional mushroom  
cultivation practices.

	 3) Complexity in device assembly:  
Developing a control system involves  
purchasing and assembling multiple elec-
tronic components. This complexity makes 
it challenging to create a ready-made device, 
resulting in higher costs and difficulty in  
large-scale production. 

	 Further research has found that the 
basic features of Wi-Fi connectivity for ESP8266 
microcontrollers can be developed to allow 
data transfer between microcontrollers in  
a Wireless Local Area Network (WLAN).  
This can be achieved by using the first  
microcontroller as an access point (AP) and  
the second microcontroller as a wireless station 
(STA) (Zhou, 2017). The standard Wi-Fi range 
of 40 meters can be achieved with efficient 
data transfer. Installing additional antennas 
can extend the data transfer range up to 140 
meters in open areas (Yoppy et al., 2018). 
Moreover, the Access Point microcontroller 
can function as a web server, enabling users 
to access and adjust system settings through 
various devices using a web browser interface. 
This capability enhances the flexibility and 
accessibility of the control system, allowing 
users to manage settings remotely via web 
browsers on different devices.

	 Currently, there is a development of 
control devices in the form of ready-made 
kits for convenient use. One such device is 
called Sonoff, which includes a microcontroller  
with the ESP8266 chip, a relay, and a 220-volt 
power converter. This product is manufactured 
by Itead Intelligent Systems Co. LTD, Shenzhen, 
China, and is compatible with the eWeLink 
application. However, developers have the 
flexibility to modify and customize the firmware 
themselves based on ESP8266 programming 
(Froiz-Míguez et al., 2018). Gutiérrez-Peña 
et al. (2020) proposed the use of Sonoff to  
connect with electrical devices for the  
development of an energy management system 
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in smart homes. Sonoff is preferred due to  
its convenience and cost-effectiveness, and  
it can be easily interfaced with sensors, allow-
ing for firmware customization. Subsequently, 
García-Vázquez et al. (2021) modified the 
Sonoff kit to control electrical devices within 
their software platform, named e-Switch.

2. Research Objective

	 The purpose of this research was to 
develop the commercial prototype for an 
automated fogging pump control system 
(FPCS) and cost-effectiveness analysis of using  
this equipment for humidity control in  
commercial mushroom open-system  
greenhouses. The main focus was on addressing  
three key issues: 

	 1) Convenience of installation in 
mushroom farms.

	 2) Operation without an internet 
connection.

	 3) Low cost and easy production for 
commercial use.

3. Materials and Methods

	 This research is an experimental  
research aimed at developing a prototype and 
analyzing the cost-effectiveness of a fogging 
pump control system installed separately 
for providing moisture to oyster mushroom 
cultivation in open-system greenhouses. The 
population and sample group used in the 
research consist of commercial mushroom 
farmers who cultivate oyster mushrooms 

in plastic bags. The research employed a 
specifically targeted sampling method to 
select farmers who were ready to adopt the 
technology and had similar open-system 
greenhouse structures, using two identical 
greenhouses for comparing different moisture  
provisions. Specifically, greenhouse 1 pro-
vided moisture to the mushrooms using the 
traditional method of manually watering 
with a hose in an open-system greenhouse. 
On the other hand, greenhouse 2 provided 
moisture to the mushrooms using an FPCS 
prototype developed to regulate moisture 
automatically. The oyster mushroom usually 
grow well throughout most seasons, except 
during the summer in Thailand due to the 
high temperatures, which are challenging for 
oyster mushroom cultivation (Isaranontakul & 
Rukphong, 2019). In this experiment, testing 
was conducted during the summer in Thailand 
because it is considered the most challenging  
period for controlling the environment in 
open-system greenhouses. The research 
process involved six stages: 1) designing 
the architecture of the system, 2) designing 
the system’s workflow, 3) selecting suitable  
materials and equipment, 4) software  
development, 5) installation in mushroom 
farms for testing, and 6) data collection and 
analysis. The details are as follows: 

3.1 Designing the Architecture 
of the System

	 In each mushroom farm, there are 
varying sizes of open-system greenhouses 
and different water system arrangements. 
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Therefore, the equipment set should possess 
the flexibility to be adequately adaptable 
for installation in each farm. The researchers  
aimed to design a system that could be  
conveniently installed without reliance on the 
internet network for operation. They divided 
the equipment into 2 sets: 

	 Set 1 comprises devices to be  
installed with the fogging pump, consisting of 
a microcontroller that serves 3 main functions: 

		  1) Acting as an access point to 
release Wi-Fi signals and support wireless 
network connections. 

		  2) Serving as a web server to  
allow users to access the system’s operational 
settings. Users can access this website via web 
browser programs through various mobile 
devices like personal computers, laptops, 
smartphones, or tablets connected to the 
access point. 

		  3) Control the electrical cur-
rent to enable the fogging pump to operate  
according to conditions.

	 Set 2 comprises devices to be installed 
within the mushroom greenhouse, including 

a microcontroller acting as a wireless station 
to transmit data read from sensors to Set 1 
via Wi-Fi signals, as depicted in the system 
architecture shown in Figure 1.

3.2 Designing workflow of the 
system

	 Due to the requirement of mush-
rooms for suitable moisture without an 
excess amount of water trapped around the 
mycelium, which could lead to waterlogged 
mushrooms and deteriorated mycelium, the 
researchers devised a fogging control method 
alternating between spraying and intervals. 
This approach aimed to prevent an excess 
of water within the greenhouse that could 
damage the produce.

	 The workflow of Set 1 initiates by 
activating the access point to distribute Wi-Fi 
signals and await connections. It then reads 
operational data used for controlling the fogging 
pump stored in the memory unit, including 
the minimum relative humidity to initiate 
pump operation, pump on-time (seconds), 
and pump off-time (seconds). Subsequently, 
it enters a repetitive cycle, awaiting sensor 
data transmitted from Set 2. Upon receiv-
ing data, it checks the operating conditions, 
primarily utilizing air relative humidity as the 
sole factor for control conditions due to this 
research’s focus on misting solely to provide 
humidity in open-style mushroom greenhouses. 
When the sensed humidity falls below the 
set threshold, the control unit commands 
the pump to alternate between on and off 
states based on the predetermined operation 

 
Figure 1. System Architecture 

 

3.2 Designing workflow of the system 
  Due to the requirement of mushrooms for suitable   moisture without an excess amount of 
water trapped around the mycelium, which could lead to waterlogged mushrooms and deteriorated 
mycelium, the researchers devised a fogging control method alternating between spraying and 
intervals. This approach aimed to prevent an excess of water within the greenhouse that could 
damage the produce. 
  The workflow of Set 1 initiates by activating the access point to distribute Wi-Fi signals 
and await connections. It then reads operational data used for controlling the fogging pump stored 
in the memory unit, including the minimum relative humidity to initiate pump operation, pump 
on-time (seconds), and pump off-time (seconds). Subsequently, it enters a repetitive cycle, 
awaiting sensor data transmitted from Set 2. Upon receiving data, it checks the operating 
conditions, primarily utilizing air relative humidity as the sole factor for control conditions due to 
this research's focus on misting solely to provide humidity in open-style mushroom greenhouses. 
When the sensed humidity falls below the set threshold, the control unit commands the pump to 
alternate between on and off states based on the predetermined operation parameters. Conversely, 
if the sensed humidity equals or exceeds the set value, indicating sufficient moisture in the 
greenhouse, the system directs the pump to stop. 
 The sequence of operations for Set 2 starts with connecting to the Wi-Fi signal emitted by 
the access point of Set 1. It then enters a loop, reading humidity and temperature data from sensors 
to transmit this data to Set 1. After a 5-second interval, it proceeds to read the next set of data, as 
illustrated in the workflow of the system in Figure 2. 
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Figure 2. Workflow of the system 

 
 
3.3 Selecting suitable materials and equipment 
  From the aforementioned design, the pivotal component in each equipment set was the 
micro-controller. Its functioned encompass data processing, communication via Wi-Fi signals, 
sensor data retrieval, and electrical device control. To meet these requirements, the preferred 
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parameters. Conversely, if the sensed humidity 
equals or exceeds the set value, indicating 
sufficient moisture in the greenhouse, the 
system directs the pump to stop.

	 The sequence of operations for Set 
2 starts with connecting to the Wi-Fi signal 

emitted by the access point of Set 1. It then 
enters a loop, reading humidity and tempera-
ture data from sensors to transmit this data 
to Set 1. After a 5-second interval, it proceeds 
to read the next set of data, as illustrated in 
the workflow of the system in Figure 2.
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3.3 Selecting suitable materials 
and equipment

	 From the aforementioned design, 
the pivotal component in each equipment 
set was the micro-controller. Its functioned 
encompass data processing, communication 
via Wi-Fi signals, sensor data retrieval, and 
electrical device control. To meet these 
requirements, the preferred microcontroller 
for cost-effective control applications was 
the ESP8266 chip-based microcontroller. 
However, this control unit required to be 
supplemented with various other devices to 
operate comprehensively.

	 Following an examination of com-
mercially available equipment that met the 
desired specifications, the researchers opted 
for the pre-assembled electrical control equip-
ment, Sonoff. This set included fundamental 
components essential for complete control 
systems. These components consist of the 
ESP8266 chip-based micro-controller, a 3.3-volt 
power supply for board operation, a 220-volt 
relay, a push button, and status indicator 
lights. Specifically, the researchers chose the 

Sonoff Basic R2 model for Equipment Set 1 
and the TH10 model for Equipment Set 2 
due to the presence of a 3.5-millimeter jack 
(ITEAD Studio, n.d.).

	 These selections were made to col-
laborate with the SHT15 sensor, capable 
of measuring temperature and humidity 
within a single unit. This sensor can operate 
within a temperature range of -40 to 123.8 
degrees Celsius, providing data accuracy 
to two decimal places with a precision of  
0.3 degrees Celsius (Liu, Zhang, & Zhu, 2011).

3.4 Software Development

	 This study has developed the program 
based on the designed architecture. The 
processing part of the program was written 
in the C++ language, while the user interface 
was developed using HTML and JavaScript 
to display and function on web browsers. 
Afterward, the source code was installed on 
the microcontroller, and the equipment set 
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was assembled to completion, and ready for 
use, as shown in Figure 4.

	 The researchers conducted preliminary 
system functionality tests in a laboratory set-
ting. They utilized a smartphone connected 
to the Wi-Fi emitted by the access point of 
Equipment Set 1. Accessing the web browser 
program and entering the designated IP ad-
dress, 192.168.4.1, displayed the user inter-
face web page. The initial page exhibited air 
temperature and humidity obtained from the 
SHT15 sensor installed within Equipment Set 
2. Users could adjust control conditions for 
the fogging pump, with settings available for: 
1) minimum air relative humidity to initiate 

pump operation, 2) pump operational dura-
tion, and 3) pump resting duration, as shown 
in Figure 5.

	 The researchers set initial parameters 
for testing purposes and observed the sequen-
tial operational process for a total of 5 days, 
each day running for 12 hours. The findings 
indicated that the equipment functioned 
as anticipated, as shown in the preliminary 
system functionality test results in Table 1.

3.5 Installation in the Mushroom 
Greenhouse for Testing

	 After conducting preliminary system 
operation tests in the laboratory, the researchers 
developed a prototype system for installation 
and testing in the mushroom cultivation farm 
of a targeted group of farmers. The testing 
took place with farmers cultivating Bhutan 
oyster mushrooms in the Sansai district of 
Chiang Mai province, using an open-system 
greenhouse measuring 8x10 meters. The 
greenhouse was constructed with a plastic 
roof, and plastic and mesh walls, as shown 
in Figure 6.
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Table 1.	 Preliminary system operation test results

Test Number Test Item Test Result

1 Equipment set connection Functioning correctly

2 Operation based on humidity conditions Functioning correctly

3 Pump operating time according to set value Functioning correctly

4 Pump resting time according to set value Functioning correctly
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equipment developed along with a fogging pump with a pressure of 15 bars, low-pressure hoses, 
and misting nozzles with a size of 0.2 millimeters. They also set up a 200-liter plastic water tank, 
a floating ball valve for automatic water filling, and pressure reduction devices to suit the number 
of misting nozzles installed in each greenhouse. The misting nozzles were installed at a distance 
of 1 meter apart, and the equipment sets were spaced 25 meters apart from each other in each 
greenhouse. 

 
Afterwards the researchers recorded the humidity data of both of the 2 test houses and 

observed the traditional watering method of farmers by using hoses, which relied on observation 
and experience. The researcher found that farmers would start watering for the first time in the late 
morning when the humidity in the air decreased to a level that began to cause the mushroom 
flowers to dry out. From the recorded data, it was found that the average humidity at that time was 
65%. Subsequently, the researcher adjusted the equipment's working conditions to match those of 
the farmers, working when the humidity was less than 65% and spraying mist for 20 seconds 
alternated with a 40-second pause. When left to work continuously automatically throughout the 
day, it was found that providing moisture was as effective as watering by farmers. The system 
would stop automatically in the evening when natural humidity began to increase. This 
demonstrates a performance comparison of the 2 moisture-providing methods as shown in Figure 
7. 
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greenhouse and to record data daily. The recorded observations centered around four aspects: 1) 
equipment connectivity, visible through the device's indicator lights; 2) operation concerning 
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3.6.2 Data Collection for Cost-Effectiveness Analysis 

This research gathered production cost and yield data by conducting interviews with target 
farmers using open-ended questions. The cost-benefit analysis included: 1) Analyzing 
manufacturing costs per unit, 2) Assessing production efficiency using T-test statistics for 
comparison (Tiparat et al., 2018), and 3) Evaluating investment returns, considering Payback 
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	 In the actual installation on the farm, 
the researchers installed the humidity control 
equipment developed along with a fogging 
pump with a pressure of 15 bars, low-pressure 
hoses, and misting nozzles with a size of 0.2 
millimeters. They also set up a 200-liter plastic 
water tank, a floating ball valve for automatic 
water filling, and pressure reduction devices to 
suit the number of misting nozzles installed 
in each greenhouse. The misting nozzles were 
installed at a distance of 1 meter apart, and 
the equipment sets were spaced 25 meters 
apart from each other in each greenhouse.

	 Afterwards the researchers recorded 
the humidity data of both of the 2 test houses 
and observed the traditional watering method 
of farmers by using hoses, which relied on 
observation and experience. The researcher 
found that farmers would start watering for 
the first time in the late morning when the 
humidity in the air decreased to a level that 
began to cause the mushroom flowers to dry 
out. From the recorded data, it was found 
that the average humidity at that time was 
65%. Subsequently, the researcher adjusted 
the equipment’s working conditions to match 
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those of the farmers, working when the  
humidity was less than 65% and spraying mist 
for 20 seconds alternated with a 40-second 
pause. When left to work continuously au-
tomatically throughout the day, it was found 
that providing moisture was as effective as 
watering by farmers. The system would stop 
automatically in the evening when natural 
humidity began to increase. This demonstrates 
a performance comparison of the 2 moisture-
providing methods as shown in Figure 7.

3.6 Data Collection and Analysis

	 This research involves data collection  
for analysis in two aspects: collecting information  
on system testing and data accumulation 
for cost-effectiveness analysis. The data was 
collected from March to April which is the 
summer of Thailand. The details are as follows:

3.6.1 Data Collection for  
System Testing

	 The researchers designed the system 
operation tests to cover 3 areas: 1) Usability  
Testing, 2) Performance Testing, and  
3) Reliability Testing (Murad et al., 2018). The 
recording procedures for device operations 
were designed in accordance with the test 
objectives. After installing the equipment, 
farmers were requested to observe the 
equipment’s performance while working in 
the greenhouse and to record data daily. 
The recorded observations centered around 
four aspects: 1) equipment connectivity,  
visible through the device’s indicator lights; 
2) operation concerning predefined humidity 

conditions; 3) operational duration aligned 
with preset values; and 4) pump stoppage 
time according to set criteria.

3.6.2 Data Collection for  
Cost-Effectiveness Analysis

	 This research gathered production cost 
and yield data by conducting interviews with 
target farmers using open-ended questions. 
The cost-benefit analysis included: 1) Analyzing  
manufacturing costs per unit, 2) Assessing 
production efficiency using T-test statistics 
for comparison (Tiparat et al., 2018), and  
3) Evaluating investment returns, considering 
Payback Period (PB), Net Present Value (NPV), 
and Internal Rate of Return (IRR).

4. Results and Discussion

	 The study was divided into 2 parts: 
Part 1 focused on system testing results, while 
Part 2 delved into the cost-effectiveness 
analysis findings.

4.1 System Testing Results

	 The results of the system testing 
include the analysis of usability testing,  
system efficiency testing, and system reliability 
testing. The details are as follows:

4.1.1 Usability Testing

	 The prototype and developed system 
were user-friendly, allowing farmers to install 
it in mushroom farms easily. The wireless 
data transmission between devices worked 
efficiently in the actual farm environment. 
Farmers quickly grasped the user interface, 
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demonstrating the accuracy and suitability 
of the developed system. 

4.1.2 System Efficiency Testing

	 Over a period of 60 days, the yield of 
mushroom in the greenhouse equipped with 
the developed system was significantly higher 
compared to the yield from the greenhouse  
using the traditional humidity provision system. 
This indicates that the developed system 
could effectively substitute the traditional  
watering system used by farmers. It  
autonomously controlled the fogging pump 
operation based on the air’s humidity, which 
would be highly beneficial for farmers in 
coping with the current weather variability. 
Previously being reliant on manual labor 
and experience, this developed system can 
significantly reduce labor costs for humidity 
provision and enhance mushroom production.

4.1.3 System Reliability Testing

	 Throughout the actual operation over 
a period of 60 days, the equipment might 
have encountered unsuitable conditions 
for operation, such as high humidity and  
temperature within the greenhouse. Continuous 
usage may lead to malfunctions. However, the 
developed prototype set could still perform 
accurately and precisely as anticipated. This 
demonstrates that the selected equipment 
set was durable and suitable for practical use 
in mushroom farming. In the case of the test 
farm, over a period of 60 days, there were 
a few instances of power outages, and each 
outage was of short duration. 

	 Additionally, the greenhouse utilized 
effective moisture-retaining materials, resulting 
in minimal impact on humidity levels inside 
the mushroom house and no significant  
damage to mushroom production.

	 The test results indicated that the 
equipment could effectively regulate the 
operation of the low-pressure fogging pump 
to provide moisture to the mushrooms in the 
greenhouse. It performed comparably to the 
original system that relied on manual labor, 
operating accurately and reliably.

4.2 Results of Cost-Benefit Analysis

	 The results of the cost-benefit analysis  
included the analysis of manufacturing 
costs, production efficiency, and return on  
investment. The details are as follows:

4.2.1 Manufacturing Costs

	 Based on the cost calculations for the 
manufacturing components of the product at 
a production level of 1,000 mushroom bags, 
categorized by the production system, the 
traditional system incurred direct material 
costs of 7,000 Baht, labor costs of 20,250 
Baht, and overhead expenses of 307.82 Baht, 
totaling 27,557.82 Baht. This resulted in a cost 
per mushroom bag of 27.55 Baht.

	 In contrast, the automated mushroom  
cultivation system incurred equipment  
investment costs of 7,260 Baht, as shown 
in Table 2. The depreciation expenses for 
production, amounted to 403.33 Baht. This 
brings the total cost to 7,636.24 Baht and a 
cost per mushroom bag of 7.63 Baht.
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Table 2.	 Investment in the control system for the fogging pump kit prototype

Item Price (Baht) Quantity Unit Total (Baht)

Sonoff TH16 Model 1 Set 115 1 Set 115

Sonoff Basic R2 Model 1 Set 200 1 Set 200

SHT15 Sensor 1 Set 750 1 Set 750

Electrical Wires 10 2 Meter 20

Water Pump 15 Bar 1,700 1 Set 1,700

Low-Pressure Water Hose 15 40 Meter 600

0.2mm Nozzle 78 20 Set 1,600

200-Liter Plastic Tank 500 1 Tank 500

Automatic Float 100 1 Set 100

Assembly Labor Cost - - - 1,675

Total Equipment Investment  7,260

Note: Retrieved September 19, 2023 from https://www.shopee.co.th

Table 3.	 Details of manufacturing cost calculation

Item Cost Calculation Method and Cost Value (in Baht)

Raw Materials: 
Mushroom Spawn

= Quantity of spawn at production level x Cost per spawn (in case of purchasing 
each spawn at 7 Baht) At the production level of 1,000 spawns: 1,000 x 7 
= 7,000 Baht. At the production level of 5,000 spawns: 5,000 x 7 
= 35,000 Baht

Direct Labor Cost: 
Irrigation

= Daily labor cost of 300 Baht, calculated per hour of work (8 hours), multiplied 
by the number of hours worked in one production cycle 
= HW x NW x NDP 
= 37.50 x 9 x 60 
= 20,250 Baht
HW; Hourly wage, NW; Number of working hours per day, NDP; Number of days in 
one production cycle. Not applicable as an FPCS is used.

	 A comparison of the two systems re-
vealed that the use of the automated system 
enhances production efficiency, leading to a 
reduction in manufacturing costs per unit of 

up to 72.30% [(7.63 – 27.55)/27.55*100].

	 Table 3 presents details of manufac-
turing cost calculation.
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Item Cost Calculation Method and Cost Value (in Baht)

Overhead Expenses 1) Depreciation Cost of FPCS – Traditional watering is not applicable as no FPCS 
is installed. For the FPCS, calculated linear depreciation, with a service life of 3 
years and no salvage value. Depreciation cost 
= FPCS ‘s cost / Number of years of use 
= 7,260 / 3 
= 2,420 per year which 1 year contain 6 crops so the depreciation cost per crop 
= 2,420 /6 
= 403.33 Baht
2) Water Cost Water cost = [Water flow rate (liters/minute) x Irrigation time (min-
utes) x Number of irrigation cycles x Water rate (Baht)] 
For 1,000 spawns: [34.23 x 3 x 3 / 1,000] x 60 x Regional water service rate 
= 307.82 For 5,000 spawns: [34.23 x 10 x 3 /1,000] x 60 x Regional water service 
rate = 1,259.24 Baht
3) Electricity Cost - No electricity cost for watering. Calculated electricity cost for 
the FPCS using a water pump and Sonoff devices. Pump electricity cost 
= Electrical power (watts) / 1000 x Number of hours used per production cycle 
(60 days) x Electricity rate 
= [220 / 1,000] x [(20 / 60] x (18.30-9.30) x 60 
= 2,376 x Electricity rate 
= 136.98 Sonoff electricity cost 
= [1 / 1,000] x (18.30-9.30) x 60 
= 0.54 x Electricity rate 
= 136.98 Baht

Total Manufacturing 
Cost

At the production level of 1,000 spawns: 7,000 + 20,250 + 307.82 = 27,557.82 Baht
At the production level of 5,000 spawns: 35,000 + 20,250 + 1,259.24 = 56,509.24 Baht

Manufacturing Cost 
per Unit

At the production level of 1,000 spawns: 27.55 Baht
At the production level of 5,000 spawns: 11.30 Baht
At the production level of 1,000 spawns with FPCS: 7.63 Baht
At the production level of 5,000 spawns with FPCS: 7.15 Baht

= 0.54 x Electricity rate  
= 136.98 Baht 

Total Manufacturing Cost At the production level of 1,000 spawns: 7,000 + 20,250 + 307.82 = 27,557.82 Baht 
At the production level of 5,000 spawns: 35,000 + 20,250 + 1,259.24 = 56,509.24 
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(60 days) is shown in Figure 8. An analysis was conducted by comparing the average yields of 
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Figure 8. Daily mushroom production volume of Hungarian oyster mushrooms 

 
 
  The traditional system showed an average yield of 2.55 kg with a standard deviation of 
2.93 kg., while the FPCS showed an average yield of 3.41 kg with a standard deviation of 3.37 kg. 
When comparing them using an independent sample t-test, it was found that, on average, the yield 
from the traditional system did not significantly differ from the yield of the FPCS (P-value > 0.05), 
as shown in Table 4. 
 
 
Table 4.  The results of the production efficiency analysis, specifically the weight of mushrooms harvested in one production 
cycle, measured in kilograms (kg) 

Mushroom Variety 

Traditional System 
(N=30) 

Automatic Control System 
(N=30) t 

 
Sig. 

 𝑋� S.D. 𝑋� S.D. 
2.55 2.93 3.41 3.37 -1.058 0.295 
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4.2.2 Production Efficiency

	 Based on the collected data, the daily 
mushroom yield for each day of a production  
cycle (60 days) is shown in Figure 8. An analysis  
was conducted by comparing the average 
yields of mushrooms between the traditional 
system and the FPCS. 

	 The traditional system showed an 
average yield of 2.55 kg with a standard  
deviation of 2.93 kg., while the FPCS showed 
an average yield of 3.41 kg with a standard 
deviation of 3.37 kg. When comparing them 
using an independent sample t-test, it was 
found that, on average, the yield from the 
traditional system did not significantly differ 
from the yield of the FPCS (P-value > 0.05), 
as shown in Table 4.

	 The traditional and FPCS, along with 
the t-value and significance level (Sig.) from 
the independent t-test. The results indicate 
that there is no significant difference in 
the average mushroom yield between the  
traditional and FPCS, as the p-value (Sig.) is 
greater than 0.05.

4.3.3 Return on Investment 

	 This study involved the comparison of 
two distinct production systems, specifically  
the modification of the temperature and 
humidity control process between the  
conventional watering system and the FPCS. 
The FPCS entailed the utilization of human 
labor for watering. However, it is crucial to 
note that the implementation of the FPCS  
necessitates an additional investment, estimated 
at 7,260 Baht. Users are required to make this 
investment. The Return on Investment (ROI), 
derived from key financial metrics such as Net 
Present Value (NPV), Internal Rate of Return 
(IRR), and Payback Period (PB), indicated a 
positive NPV of +332,600 Baht, an IRR of 
281% (exceeding the 5% Weighted Average 
Cost of Capital), and a payback period within 
a one production cycle, as shown in Table 
5. These findings suggested that transitioning 
from the traditional watering system to the 
FPCS was deemed viable and suitable for 
implementation.

Table 4.	 The results of the production efficiency analysis, specifically the weight of  
mushrooms harvested in one production cycle, measured in kilograms (kg)

Mushroom  
Variety

Traditional System
(N=30)

Automatic Control System
(N=30) t Sig.

S.D. S.D.

2.55 2.93 3.41 3.37 -1.058 0.295
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5. Conclusions

	 The objective of this research was 
to propose a suitable model for developing 
a separate installation control system for  
fogging pumps to provide humidity for oyster 
mushroom cultivation, which was suitable for 
Thai farmers who primarily use open-system 
greenhouses and lack internet signal readiness 
on their farms. The researcher had presented 
a development approach using Sonoff devices,  
which were commercially available and  
cost-effective. The system was divided into 2 

sets, utilizing Wi-Fi signals for communication 
within the wireless network. Set 1 served as an 
access point to emit Wi-Fi signals and support 
connections, functioning as a web server for 
user access to system settings. It controlled 
the release of electricity to manage fogging 
pump operations. Set 2 was connected to the 
sensor inside the mushroom house, sending 
readable data to Set 1. Farmers can access 
the system settings using smartphones via 
Wi-Fi signals, eliminating the need for internet 
connectivity for operation.

Table 5.	 The results of the present value analysis by comparing the efficiency of replacing 
human labor

Item
Accounting profit

(Baht)
Cash flow 

(Baht)

Cost Savings or Additional Income 
- Reduced Labor Costs 
- Reduced Water Costs 

20,250
211

20,250
211

Marginal Costs 
- Increased Depreciation (7,260-0/18) -403

- Maintenance Costs - 50 - 50

Net Profit (Cash Flow) 20,008 20,411

Net Cash Flow for 1 Production Cycle 20,411

NPV & IRR Computing

- Initial Outlay = 7,260 Baht

- Cash flow from operation (per 1 production cycle) 6 times per year for 3 years total of 18 times with 
20,411 Baht per time

- The discount rate is 5% PA In this research Assume that farmers use 100% of the loan from BAAC. 
Therefore, WACC = 5% based on the interest rate on farmers’ loans. of the Bank of Agriculture and 
Agricultural Cooperatives (BAAC), information as of 20 September 2018
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	 The developed system could be 
easily assembled and practically installed 
in mushroom farms. It efficiently controlled 
the humidity for oyster mushrooms in the  
summer of Thailand, which has been  
considered unsuitable for the growth of 
oyster mushrooms, replacing the manual 
labor required for watering. The system was 
suitable for large-scale production and was 
cost-effective. 

	 The cost-benefit analysis revealed 
that the FPCS could reduce costs per unit 
by up to 72.30%. In terms of production  
efficiency, there was no significant difference 
between using the FPCS and the traditional 
one. Regarding investment returns, adopting  
the FPCS system has resulted in a Net  
Present Value (NPV) of +332,600 Baht, an 
Internal Rate of Return (IRR) of 281%, and a 
Payback Period (PB) within one production  
cycle, approximately 2 months. This  
demonstrated the economic viability of the 
FPCS for commercial mushroom cultivation 
in open-system greenhouses.

	 In conclusion, the research suggested 
that the FPCS should be suitable for the  
commercial production of oyster mushrooms. 
The findings indicated cost-effectiveness,  
operational efficiency, and ease of installation,  
making it viable for controlling humidity 
in the oyster mushroom cultivation in the  
open-system greenhouses. 

6. Recommendations

	 In practical application, farmers can 
use a single control unit to manage large 
quantities of mushroom in a greenhouse by 
adjusting pressure or the number of pumps to 
cover the entire facility. Additionally, various 
equipment is easily available for purchase. In 
case of any component damage, farmers can 
procure and perform repairs by themselves. 
Moreover, humidifying mushroom cultivation 
houses through misting can significantly reduce 
water usage, making it suitable for current 
agricultural scenarios facing water scarcity. 
The experimental farm in this research is  
located in an area without power outage issues. 
However, for areas prone to frequent power 
outages, the researchers recommend using 
an uninterruptible power supply to prevent 
any damage to mushroom production.

	 Currently, Thai farmers have relatively 
limited use of technological equipment, despite 
facing severe labor shortages. The primary 
reasons are the high cost of equipment and 
uncertainty about making investments. This 
research demonstrates that in developing 
farm control equipment, developers should 
focus only on essential features necessary for 
practical use. Utilizing pre-existing equipment 
for improvement could significantly reduce 
the overall equipment cost. This approach 
could lead to a quick return on investment 
in agricultural operations. The recommended  
approach in this research could be implemented 
by entrepreneurs for commercial production 
to cater to the needs of Thai farmers. 
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Abstract: With the booming growth of e-commerce, finding the best 
deals amid a multitude of online shopping websites has become 
a challenge. Consumers often spend a considerable amount of 
time manually sifting and comparing data, leading to uncertainty 
in decision-making. To address this issue, our research proposes a 
system that utilizes web scraping techniques to identify top deals 
from multiple e-commerce sites. We have developed Python-based  
web scraping scripts and incorporated a configuration file for  
customization, enabling users to extract product data from diverse 
websites. The system scrapes data and displays result each time 
the user enters a query, ensuring that the scraped data is up to 
date. Furthermore, our system enhances the user experience by 
incorporating product model datasets for product identification, 
enabling specific searches based on product specifications, and 
offering recommendations for similar product models. Finally, in 
cases where products remain unidentified, we introduce a feature 
for grouping similar products through an agglomerative clustering 
method. This method utilizes product name and image features 
extracted by TF-IDF and Convolutional Neural Networks (CNN),  
allowing for price comparisons among similar products and  
enhancing the overall shopping experience. Preliminary evaluations  
show that our system successfully extracts data from target 
websites with proper customizations. The evaluations of similar 
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product clustering demonstrate that using  
a combined feature of product names and 
images significantly improves clustering  
performance, surpassing the use of product 
names or images alone, with a 9 percent  
increase and 18 percent increase, respectively.

1. Introduction

	 In the current digital era, the internet  
has become an integral part of our daily 
lives. Its widespread accessibility has enabled  
businesses and organizations worldwide to 
leverage its power to improve work efficiency 
and achieve better results. E-commerce, one 
of the most significant benefits of the internet, 
has witnessed exponential growth in recent 
years. Online shopping platforms have become 
increasingly popular, providing people with 
a convenient and easy way to access goods 
and services from the comfort of their homes  
(Kemp, 2022). Despite the convenience  
offered by online shopping, finding the best 
deals can be a time-consuming and frustrating 
process. Consumers often have to navigate 
multiple websites to compare prices, which 
can be inconvenient and inefficient (Asawa 
et al., 2022; Mehak et al., 2019). To address 
this issue, price comparison websites have 
emerged, allowing users to compare prices 
across various e-commerce platforms. In 
Thailand, there are existing websites perform 
price comparisons, including iPrice and Priceza. 
iPrice compares products within leading  
e-commerce websites like Lazada, Shopee, 
and Central Online, whereas Priceza stores 
product data in its database and compares 

categories like mobiles, computers, electric 
appliances, household goods, and fashion 
items. However, these websites sometimes 
encounter problems such as mismatched 
product prices on the price comparison 
website and the original website, or missing 
product information that appears on the 
price comparison website but not on the 
original website. The primary reason for these  
discrepancies may be the lack of regular  
updates on the product data in these websites, 
leading to inaccurate product comparisons.

	 In this paper, we propose a web 
scraping-based system designed for comparing  
products across multiple e-commerce websites. 
Our system offers configurability, allowing users 
to specify extraction rules for each selected 
target website. It operates by extracting data 
from the target website in real-time as the 
user enters a search query, ensuring that the 
displayed product information is up to date. 
This design addresses issues present in prior 
price comparison websites, particularly those 
related to mismatched or missing product 
data. To enhance the user experience, we 
are developing a feature that recommends 
similar products within search results. This 
system utilizes product names and images 
as features and employs an Agglomerative  
Clustering method for grouping similar products. 
Moreover, our system incorporates a product 
model identification feature, enabling the 
recognition and grouping of products sharing 
the same model. This feature can be used 
with any product dataset as a reference. The 
goal is to enable consumers to make informed 
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decisions when shopping online, saving both 
time and money while elevating their overall 
online shopping experience.

2. Related Work

2.1 Web Scraping Approaches

	 Web scraping stands as a prevalent 
data mining technology employed for extracting  
unstructured data from diverse online sources. 
The acquired data can subsequently undergo 
restructuring and transformation into a structured  
format. The process of web scraping can 
be executed through manual techniques or 
automated programs. Presently, websites 
are commonly categorized into two principal  
formats: static and dynamic. Each of these web 
formats necessitates distinct data extraction 
methodologies (Lan et al., 2021).

2.1.1 Static Webpages Scraping

	 Static webpages have a fixed data 
structure and display the same content 
stored on the web server side when HTML 
data is loaded on the client’s web browser. 
Retrieving HTML data from a static page is 
typically done by sending an HTTP request. 
Subsequently, an HTML Parser is employed to 
extract the pertinent information from HTML 
documents, thereby constructing a hierarchical 
tree structure known as the Document Object 
Model (DOM Tree). Within this context, users 
specify the HTML tags housing the desired 
information to facilitate the data extraction 
process (Lan et al., 2021).

2.1.2 Dynamic Webpages Scraping

	 Web scraping of dynamic webpages 
poses challenges due to the dynamic loading  
of data using JavaScript. Dynamic pages cannot 
be accessed in the requested HTML of the 
target webpage by simply sending an HTTP 
request. To overcome this issue, the web 
driver is used, which is a web automation  
framework which allows user to execute 
test across various browsers (Gheorghe et 
al., 2018). Web scraping methodologies  
incorporate the use of a web driver, enabling 
the automation of actions across different 
web browsers. Employing a web driver to 
interact with a website enables the system 
to execute JavaScript on the target webpage, 
thereby ensuring the retrieval of the necessary 
information. Subsequently, HTML Parser are 
employed to transform the HTML documents 
retrieved from the webpage into a structured 
tree format, facilitating the extraction of the 
desired information (Lan et al., 2021).

	 The researcher conducted a review 
of pertinent literature concerning data  
extraction methodologies applied to diverse 
e-commerce websites. A study by Ambre  
et al. (2019) outlined the development of  
a web application for comparing product 
prices across multiple websites, utilizing static 
web scraping methodologies with the Python  
package. This involved incorporating the  
Request library for sending HTTP requests and 
the Beautiful Soup 4 library for HTML parsing. In 
a separate study, Alam et al. (2020) introduced 
a price comparison application tailored for 
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Bangladeshi e-commerce platforms, utilizing 
static webpage scraping methodologies via 
the Scrapy framework for website access and 
automated data extraction. In contrast, Asawa 
et al. (2022) engineered a price comparison 
web application involved the implementation 
of dynamic web scraping techniques, utilizing 
Selenium as a web driver, available in various 
languages including Python, and Beautiful 
Soup 4 as an HTML parser. Additionally, Mehak 
et al. (2019) developed a web application 
for product price comparison, employing a  
hybrid approach that encompassed both HTTP 
request transmission using Request library 
and web driver techniques using Selenium 
to access various websites, with Beautiful 
Soup 4 serving as the HTML parser for this 
application.			

	 The mentioned studies employed 
diverse methods for data extraction, with 
some focusing on static web data extraction 
using tools like the Request library or Scrapy 
framework, while others utilized the Selenium 
library for websites with dynamic content. 
However, the latter approach often incurred 
longer processing times compared to tools 
designed for static websites. Notably, all the 
mentioned research fixed the target websites 
for their web scraping systems, limiting flexibility 
when users wished to search for products on 
different websites. Recognizing this limitation, 
the researcher identified an opportunity to 
enhance the efficiency of web data extraction  
by developing a system capable of customization  
for scraping any desired target website. This 
system is designed to select extraction tools 

based on the nature of the target website, 
providing increased flexibility for users.

2.2 Product Matching Approaches

	 The process of product matching is  
accomplished through the application of machine 
learning methodologies. Various studies have 
addressed the Product Matching process using 
distinct approaches. Li et al. (2020) developed 
a method for finding products of the same 
type, employing an artificial neural network 
model that considers two types of product 
descriptions: title and attribute. It consists of  
a model for processing product title data and 
a model for processing product attributes data 
together. Addagarla & Amalanathan (2020) 
have developed an image-based search for 
similar product recommendation system by 
processing product image data by performing  
Principal Component Analysis (PCA) using 
Singular Value Decomposition (SVD) method. 
Next, the data will be grouped using the  
K-means++ method to group similar product 
data. The input image is then measured for 
Manhattan distance to the target clusters set, 
fetching the top-N similar products with low 
distance measures. Kannan (2021) developed 
a system to classify whether products are 
identical, utilizing product name and image 
information from e-commerce websites. The 
model is a combination of TF-IDF for product 
name data and ResNet-18, a Convolutional 
Neural Networks (CNN) architecture, for  
product image data.

	 This research aims to develop an  
efficient process for grouping similar products 
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without relying on high processing power, 
ensuring the prompt presentation of grouping  
results to users. Despite the effective  
outcomes produced by the artificial neural 
network model, its resurce-intensive nature 
led the researchers to explore alternatives. 
While the K-means++ clustering method is 
robust, it requires prior determination of the 
number of clusters, posing a challenge when 
dealing with products of an unknown grouping 
structure. Additionally, the algorithm in the 
last-mentioned research focuses on classifying 
whether a product is similar to others, whereas 
our research aims to group similar products. 
Consequently, the researchers opted for the 
TF-IDF method to process product names 
and a pre-trained CNN model for processing 
product images, extracting features with less 
processing power. These features are then 
employed in an Agglomerative Clustering 
approach, a hierarchical clustering algorithm. 
Unlike partitioning methods like K-means++, 
agglomerative clustering builds a hierarchy 
of clusters without predefining the number 
of clusters.

3. Materials and Methods

	 In this research, a web application 
has been designed as the system’s form. 
The system was developed using the Django 
framework, implemented in the Python  

programming language. Django allows  
developers to create web applications quickly 
by providing many pre-built components 
and templates, thus reducing development 
time and effort. An overview of the system  
architecture is presented in Figure 1. The 
proposed system comprises three main layers:

	 •	 Web Extraction Layer: This layer 
focuses on extracting product data 
from the target websites, initiated 
by receiving search queries from 
the user interface.

	 •	 Data Categorization Layer:  
Following the extraction of product  
data in the Web Extraction Layer, 
this layer categorizes the data. It 
consists of two modules: one for 
product type or model identifica-
tion and another for clustering 
unidentified products.

	 •	 Application Layer: This layer  
provides a user interface, allowing 
users to enter search queries for 
their desired products, which are 
then sent to the Web Extraction 
Layer. Additionally, it displays the 
product data generated by the 
preceding layers.
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3.1 Implementation of the Web 
Extraction System

	 The web extraction process takes 
place within the Web Extraction Layer of 
this system. This implementation involves 
configuring extraction rules in the wrapper 
configuration, providing directives to the 
web wrapper for the accurate extraction of 
product data from designated target websites.  
When a user enters a search query in the 
user interface, the web wrapper extracts 
data from the target website based on 
the search query and extraction rules. This  
approach ensures the freshness of the extracted 
data, addressing issues prevalent in existing 
price comparison websites, such as missing 
or mismatched information. Subsequently,  
the extracted data is sent to the data  
categorization layer for further processing. 
The components involved in web extraction 
are detailed as follows: 

3.1.1 Wrapper Configuration

	 Wrapper configuration allows users 
to customize the web wrapper in the Web 
Extraction Layer. It provides rules for web  
accessibility tools, offering two options: 
Requests, for making HTTP requests, and 
Selenium WebDriver, for automating web 
browsers. In the initial step, users are tasked 
with determining the dynamism of the target  
webpage by disabling JavaScript. If the desired 
data persists, the Requests option is used for 
its faster processing time; otherwise, Selenium 
is employed for dynamic pages. Subsequently, 
users need to inspect the website’s HTML 

structure to identify the HTML elements  
containing required product data, such as titles, 
prices, images, and URLs. This information 
serves as a prerequisite for the configuration 
of a dedicated file in subsequent steps.

	 The wrapper configuration file  
template, as depicted in Figure 2, is formatted  
in JSON. It requires users to define values 
for each key. For elements requiring HTML 
values, users specify the tag name, class  
attribute, or ID of the HTML elements 
identified during the earlier inspection. For 
instance, if the product name is in “<div 
class=”product-name”>,” it’s defined in the 
“title” key as “div[class=’product-name’]”. 
Users can configure additional settings, such 
as the number of pages to scrape and the 
access method (sequential or parallel). An 
example of the wrapper configuration for 
each target website is provided in Figure 3. 
Furthermore, users can customize web access 
tools, including ‘Requests’ and ‘Selenium.’, 
with the flexibility to customize HTTP headers  
for Requests and browser actions, waiting times, 
and scrolling preferences for Selenium. Users 
can tailor web accessibility tools for each site, 
enabling specific actions for different sites, or 
use default settings if not specified.

3.1.2 Web Wrapper

	 Web Wrapper is responsible for  
automatically extract product information 
from the target website. To achieve successful  
web data extraction, the system follows a 
defined process. When a user enters a search 
term in the user interface, the system reads 
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    "configs": [

        {

            "method": "[Specify the web access method: 'requests' or 'selenium']",

            "base_url": "[Enter the domain name of the target website]",

            "search_url": "[Specify the URL for embedding search queries]",

            "num_of_pages": [Number of search results pages on the target website to be scraped.],

            "multipage_processing_method":"[Specify method for accessing multiple pages: 'sequential' 

or 'parallel']",

            "items": "[Specify the HTML element containing the block of product data]",

            "title": "[Specify the HTML element containing the product name]",

            "price": "[Specify the HTML element containing the product price]",

	 "link": "[Specify the HTML element containing the product link; leave blank if not applicable]",

            "image_url": "[Specify the HTML element containing the product image URL]",

            "source": "[User-defined name for the target website to be displayed in the application result 

page]"

       },

       {[Configurations of other target websites]}

    ],

    "configs_request": {

        "headers": {"[Specify browser HTTP headers]"}

    },

    "configs_selenium": {

        "headless": "[Specify headless browser mode: yes ('y') or no ('n')]",

        "wait_time": [Specify wait time before parsing HTML content (in seconds)],

        "zoom":"[Apply webpage zoom: yes ('y') or no ('n')]",

        "zoom_percentage": [Specify webpage zoom percentage],

        "scrolling": "[Apply webpage scrolling: yes ('y') or no ('n')]",

        "scrolling_setting": {

            "scrolling_step": [Specify webpage scrolling step (in pixels)],

            "scrolling_pause_time": [Specify webpage scrolling pause time in each step (in seconds)]

            "max_step": [Specify the maximum number of steps for page scrolling, used if the page has 

infinite 

Figure 2. Template of Wrapper Configuration File



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 7(2): 2568
Journal of Applied Informatics and Technology, 7(2): 2025354Web Scraping-based System for E-commerce Price Comparison...

Pongsin Jankaew and Wachirawut Thamviset

the wrapper configuration file to import the 
specified data extraction rules. Subsequently, 
the search term is incorporated into the URL 
for product searches on the target website, 
and the system accesses the website using 
the chosen web access tool (either Requests 
or Selenium WebDriver). Once access to the 
target website is established, the Beautiful 
Soup 4 library is invoked to parse the HTML 
content, converting it into a structured tree 
for data extraction. Beautiful Soup 4 then 
extracts the data based on the rules defined 
in the wrapper configuration file.

3.2 Product Type Identification 
Process 

	 Once the Web Wrapper extracts data 
from target websites, this extracted data is 
directed into the Product Identification module  

within the Data Categorization Layer. The 
core concept behind this process is to utilize 
product datasets as metadata, describing 
the product specifications for each item, to 
identify the product types or models of the 
extracted items. These datasets serve as a 
reference to make such identifications. To 
achieve this, the system employs TF-IDF (Term 
Frequency-Inverse Document Frequency) for 
vectorization of product names from both the 
extracted products and the product dataset. 
TF-IDF is a numerical statistic that reflects 
the importance of a term within a document  
relative to a collection of documents. The 
algorithm consists of two components: 
Term Frequency (TF) and Inverse Document  
Frequency (IDF). TF measures the frequency 
of a term within a document, while IDF  
evaluates the rarity of a term across the entire 
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corpus. The computations for TF and IDF are 
expressed in Equations 1 and 2, respectively. 
The TF-IDF score for a term in a document is 
then derived by multiplying its TF by its IDF, 
as depicted in Equation 3.
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 The vectorization process involves converting textual data, in this case, product names, into numerical 
vectors. Specifically, TF-IDF assigns weightings to each term based on its frequency within the product name and its 
rarity across the entire dataset. The system then evaluates which product models in the dataset exhibit the highest 
cosine similarity values to the extracted products. The cosine similarity is a measure of the cosine of the angle between 
two vectors. In the context of TF-IDF vectors, it indicates how closely aligned the vectors are in the high-dimensional 
space defined by the terms. The formula for cosine similarity between two vectors A and B is given by: 

𝑐𝑜𝑠(𝐴,𝐵) =
𝐴 ∙ 𝐵

‖𝐴‖ × ‖𝐵‖
 (4) 

 

where A⋅B is the dot product of vectors A and B. ∥A∥ and ∥B∥ are the magnitude of vectors A and B, respectively. 
The result is a value between -1 and 1. A value of 1 indicates perfect similarity, 0 indicates no similarity, and -1 
indicates perfect dissimilarity. In this scenario, the model in the dataset with the highest similarity to the scraped 
product under consideration is identified, but if the maximum cosine similarity value does not meet the specified 
threshold (defaulting to 0.5, adjustable in the dataset configuration file), the system does not identify the model for the 
scraped product, considering that the model is not in the dataset. Subsequently, the system checks for any extracted 
products identified as the same model, grouping them into the same product category, and prepares to transmit the 
results to the user interface. Finally, the unidentified products are forwarded to the Product Clustering module for the 
grouping of similar products in the subsequent step. 

3.2.1 Configuring the Import of Product Datasets 
 Users have the option to import a product dataset into the system. This dataset can be obtained from 
various online sources or extracted from specific websites. The imported dataset essentially acts as a guide to assist 
in the identification of product types or models from the target website's data. Users can configure dataset imports 
through the system's JSON-formatted configuration file, with a provided template, as shown in Figure 4. In the context 
of this research, two datasets have been incorporated into the system, one focusing on laptop computers extracted 
from www.notebookspec.com and another on mobile phones extracted from www.specphone.com. These datasets 
were created through web data extraction by the researcher using the Scrapy Framework, which is proficient in swiftly 
extracting numerous static webpages containing detailed product specifications.  An example of a laptop dataset used 
in this system is shown in Figure 5. A crucial step involves specifying trigger words, which serve as keywords to match 
against the user's search queries. The system will import and process the dataset if any of these trigger words are 
found in the user's search term. For example, if the dataset pertains to laptop computers, the user can define trigger 
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another on mobile phones extracted from 
www.specphone.com. These datasets were 
created through web data extraction by the 
researcher using the Scrapy Framework, which 
is proficient in swiftly extracting numerous 
static webpages containing detailed product 
specifications. An example of a laptop dataset 
used in this system is shown in Figure 5. A 
crucial step involves specifying trigger words, 
which serve as keywords to match against the 
user’s search queries. The system will import 
and process the dataset if any of these trigger 
words are found in the user’s search term. 
For example, if the dataset pertains to laptop 
computers, the user can define trigger words 
like “Notebook” or “Laptop.” If the user’s 
search query includes any of these words, 
e.g., “Laptop for Students”, the system will 
import the corresponding laptop dataset for 
further processing.

	 Additionally, the user must indicate the 
name of the column in the dataset containing 

product titles to ensure correct processing. 
Other settings allow users to customize the 
display of product properties on the search 
results page. For instance, users can choose 
to display information such as Central  
Processing Unit (CPU), Graphics Processing 
Unit (GPU), Random Access Memory (RAM), 
and Solid State Drive (SSD) storage sizes,  
enhancing the convenience of product 
searches. The example result of product type 
identification is presented in Figure 6.

3.2.2 Filtering Products Using 
Specification Data

	 Once the entire process is complete, 
users can filter products on the web applica-
tion’s results page using product specification 
data, utilizing the product dataset as metadata 
for filtering. For instance, when employing a 
laptop computer dataset, users may search 
for specific laptop models with particular CPU 
or GPU types, as illustrated in Figure 7.

 “dataset_configs”: [
     {
	 “trigger_words”: [“Specify a set of trigger words for dataset importation”],
	 “file_path”: “Specify the file path of the dataset”,
	 “title_column_name”: “Specify the column name in the dataset containing product model 
names”,
	 “columns_to_be_shown”: [“Specify names of columns in the dataset with specification data 
to display in the result page”],
	 “similarity_threshold”: “Specify the minimum cosine similarity threshold to consider a product 
match (default is 0.5)”
     },
     {“Additional configurations for other dataset importations”}
     ]

Figure 4. Template of Dataset Configuration File
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 Initially, product name data undergoes preprocessing, including punctuation removal, tokenization, and stop-
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tools such as resizing, central cropping, and normalization. After extracting both product name and image features, 
the system concatenates these features and employs them for data grouping via Agglomerative Clustering, utilizing 
the scikit-learn library and the "cosine" metric for grouping. This process requires defining a Distance Threshold, 
determining when the system combines groups based on cosine distance, which can be specified in the product 
grouping configuration file. Subsequently, all grouped product data is collected and transmitted to the frontend system, 
allowing users to search for similar products, as illustrated in Figure 8. Furthermore, the system stores feature data 
extracted from product images in its cache to expedite future searches for the same products. Since image feature 
extraction is computationally intensive and time-consuming, cached feature data enables quicker processing. This 
optimization reduces overall processing time. 
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is the ultimate single cluster containing all 
data points. 
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central cropping, and normalization. After 
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a Distance Threshold, determining when the 
system combines groups based on cosine  
distance, which can be specified in the product  
grouping configuration file. Subsequently, 
all grouped product data is collected and  
transmitted to the frontend system, allowing  
users to search for similar products, as  
illustrated in Figure 8. Furthermore, the system 
stores feature data extracted from product 
images in its cache to expedite future searches 
for the same products. Since image feature 
extraction is computationally intensive and 
time-consuming, cached feature data enables 
quicker processing. This optimization reduces 
overall processing time.

4. Results and Discussion

	 We conducted a preliminary evaluation  
of our system in two aspects. Firstly, the 
web extraction system underwent evaluation 
through experiments involving the extraction 
of product data from various e-commerce 
websites. These experiments aimed to 

verify whether the extracted results correctly 
contained the product data from the target 
websites. Specifically, we selected Lazada 
(lazada.co.th), Power Buy (powerbuy.co.th), 
Banana IT (bnn.in.th), and JIB (jib.co.th) as target 
websites. The web extraction experiments 
encompassed ten different search queries. 
The results presented in Table 1 demonstrate 
that our system, with a correctly configured 
Web Wrapper, achieved a 100 percent  
accuracy rate in extracting product data 
from target websites. This indicates that our 
system extracted data without any missing 
or mismatched information.

	 The second aspect of our evaluation 
focused on the performance of our similar 
products grouping system. Given the avail-
ability of numerous CNN models, researchers 
conducted experiments to determine the most 
suitable model for extracting features from 
images and classifying them using Agglom-
erative Clustering. The experiments utilized 
product dataset sourced from the Shopee 
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website, specifically a dataset designed for a 
similar product classification competition on 
www.kaggle.com. This dataset encompasses 
specifications for various types of products, 
including fashion items, electronics, and  
consumer goods. The dataset, comprising 
product name and image information necessary  
for the product grouping process, was  
downloaded from www.kaggle.com and  
imported into the system for experimentation. 
To assess the efficiency of these models, the 
researchers calculated the F1 score for each 
product and subsequently averaged these 
scores. This process determined the distance 
threshold value that yielded the highest F1 
score, guiding model selection.

	 Researchers opted for several CNN 
models that are computationally efficient, 
pretrained on the ImageNet dataset. To  
expedite the research, a subset of 1,000  
products was employed in the experiments. 
The results, presented in Table 2, demonstrated  
that the EfficientNet-B0 model (Tan & Le, 
2019) outperformed other models without 
significantly increasing processing time for 
feature extraction and product grouping. 
Consequently, this model was selected as the 
default for extracting image features within 
our system. Subsequently, when the features 
obtained from TF-IDF were combined with 
features from EfficientNet-B0 for clustering, 
they exhibited superior performance compared 
to using TF-IDF features or the EfficientNet-B0 
model in isolation. 

Table 1.	 Web extraction experimental result

Target Website Extracting Method
Total Product Data  

Appeared on the Website
Total Valid Product Data 

Extracted

Lazada Dynamic 487 487

Power Buy Static 287 287

Banana IT Static 377 377

JIB Static 604 604

Table 2.	 Products grouping experimental result

Method F1 Score Processing Time (second) Best Distance Threshold

MobileNetV3-Small 0.7862 6.046 0.23

MobileNetV3-Large 0.7643 6.512 0.33

Resnet18 0.7503 6.9090 0.18

EfficientNet-B0 0.7990 8.1388 0.48

TF-IDF 0.8631 0.5142 0.82

TF-IDF + EfficientNet-B0 0.9428 8.6026 0.68
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5. Conclusion

	 In this study, we have introduced a 
Data Scraping-based System designed to ex-
tract product data from various E-commerce 
websites. This system incorporates features 
for product identification and grouping of 
similar products, enhancing the browsing 
experience for users. Users can customize 
the system by defining extraction rules for 
web scraping and importing data for product 
identification. The effectiveness of the system 
is underlined by its ability to provide updated 
and tailored search results to users, reducing 
data mismatch and missing issues and thereby 
improving their online shopping experience. 
We anticipate continuous improvements to 
our system, focusing on optimizing product 
data feature extraction, enhancing clustering 
methods, and refining the data scraping pro-
cess. By continually refining and expanding 
the system’s capabilities, we aim to bridge 
the gap between consumers and e-commerce 
platforms, making online shopping a more 
streamlined and rewarding experience for 
all parties involved.

Reference

Addagarla, S. K., & Amalanathan, A. (2020). 
Probabilistic unsupervised machine 
learning approach for a similar image 
recommender system for E-commerce. 
Symmetry, 12(11), 1783. https://doi.
org/10.3390/sym12111783

Alam, A., Anjum, A. A., Tasin, F. S., Reyad, 
M. R., Sinthee, S. A., & Hossain, N. 
(2020). Upoma: A dynamic online 
price comparison tool for Bangladeshi 
E-commerce websites. 2020 IEEE 
Region 10 Symposium (TENSYMP), 
194–197. https://doi.org/10.1109/
tensymp50017.2020.9230862

Ambre, A., Gaikwad, P., Pawar, K., & Patil, V. 
(2019). Web and android applica-
tion for comparison of E-commerce 
products. International Journal of 
Advanced Engineering, Management 
and Science, 5(4), 266–268. https://
doi.org/10.22161/ijaems.5.4.5

Asawa, A., Dabre, S., Rahise, S., Bansode, 
M., Talele, K. T., & Chimurkar, P. 
(2022). Co-Mart - A daily necessity 
price comparison application. 2022  
International Conference on Applied 
Artificial Intelligence and Comput-
ing (ICAAIC), 1076–1080. https://doi.
org/10.1109/icaaic53929.2022.9792935

Gheorghe, M., Mihai, F.-C., & Dârdală, M. (2018). 
Modern techniques of web scraping  
for data scientists. International  
Journal of User-System Interaction, 
11(1), 63–75. https://rochi.utcluj.ro/
rrioc/articole/RRIOC-11-1-Gheorghe.pdf

Kannan, H. K. (2021). E-commerce product 
similarity match detection using 
product text and images [Master’s 
thesis, National College of Ireland]. 
https://norma.ncirl.ie/5171/ 



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 7(2): 2568
Journal of Applied Informatics and Technology, 7(2): 2025362Web Scraping-based System for E-commerce Price Comparison...

Pongsin Jankaew and Wachirawut Thamviset

Kemp, S. (2022). Digital 2022: Another year 
of bumper growth. We are social.  
Retrieved August 24, 2023, from https://
wearesocial.com/us/blog/2022/01/
digital-2022-another-year-of-bumper-
growth-2/

Lan, H., Sha, D., Malarvizhi, A. S., Liu, Y., Li, Y., 
Meister, N., Liu, Q., Wang, Z., Yang, J., 
& Yang, C. P. (2021). COVID-Scraper:  
An open-source toolset for  
automatically scraping and processing 
global multi-scale spatiotemporal 
COVID-19 records. IEEE Access, 9, 
84783–84798. https://doi.org/10.1109/
access.2021.3085682

Li, J., Dou, Z., Zhu, Y., Zuo, X., & Wen, J.-R. 
(2019). Deep cross-platform product 
matching in E-commerce. Information 
Retrieval Journal, 23(2), 136–158. 
https://doi.org/10.1007/s10791-019-
09360-1

Mehak, S., Zafar, R., Aslam, S., & Bhatti, S. M. 
(2019). Exploiting filtering approach 
with web scrapping for smart online  
shopping : Penny Wise: A wise 
tool for online shopping. 2019 2nd  
International Conference on  
Computing, Mathematics and  
Engineering Technologies (ICoMET), 
1–5. https://doi.org/10.1109/ 
icomet.2019.8673399

Russakovsky, O., Deng, J., Su, H., Krause, J., 
Satheesh, S., Ma, S., Huang, Z., Karpathy, 
A., Khosla, A., Bernstein, M., Berg, A. 
C., & Fei-Fei, L. (2015). ImageNet large 
scale visual recognition challenge. 
International Journal of Computer 
Vision, 115(3), 211–252. https://doi.
org/10.1007/s11263-015-0816-y

Tan, M., & Le, Q. (2019). EfficientNet: Rethinking  
model scaling for convolutional 
neural networks. Proceedings of 
the 36th International Conference 
on Machine Learning  (Vol. 97), 
6105–6114. https://proceedings.mlr.
press/v97/tan19a.html



Mahasarakham University, Thailand
http://jit.it.msu.ac.th

Research Article

Suttipong Klongdee1, Sriwaree Sujaritchai2, Sommart Promput3,*

1,2	 Department of Information Technology Faculty of Social Technology, Rajamangala University of Technology Tawan-ok, Chanthaburi 
Campus, Chanthaburi 22210, Thailand. 

3	 Department of Mechatronics and Robotics Engineering, School of Engineering and Innovation, Rajamangala University of Technology 
Tawan-ok, Chonburi 20110, Thailand.

*	 Corresponding author: Sommart Promput (sommart_pr@rmutto.ac.th)

Abstract: Ulva Rigida, known as sea lettuce, is a variety of  
marine algae that exhibits a high degree of cultivation feasibility. 
Sea lettuce offers numerous health benefits and is increasingly 
being considered as a future food source that could promote 
commercial cultivation. However, challenges arise in assessing 
the feasibility of utilizing seawater appropriately, which could be 
addressed by incorporating the Internet of Things (IoT) into this 
study. This research aims to investigate and compare the growth 
of sea lettuce between seawater and scientific saltwater using 
IoT based on temperature-controlling systems. The IoT-enabled 
sea lettuce cultivation system can record and display real-time 
data using Arduino Nano. The results show that the scientific 
saltwater closely approximates the properties of seawater during 
the 21-day cultivation period. Sea lettuce cultivated in seawater 
exhibited greater growth and weight gain compared to cultivation in  
scientific saltwater. The average weight gain per day was 3.27 grams 
for seawater cultivation and 2.83 grams for scientific saltwater  
cultivation, indicating a difference of 0.44 grams. These  
experimental results demonstrate the feasibility of using scientific  
saltwater, which exhibits properties resembling seawater.  
Cultivating with scientific saltwater facilitates ease of cultivation 
and eliminates the need for coastal locations. Additionally, it has 
the potential to reduce pollution in marine environments.
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1. Introduction

	 In today’s era, people place great 
importance on health and wellness, leading  
to a significant trend toward interest in 
healthy foods, which has become a prominent 
phenomenon in the food industry. Modern 
consumers aspire to maintain their health 
by consuming foods that offer benefits to 
their bodies, thereby shaping the future 
of food trends, also known as future food. 
Future foods are typically categorized into 
four main groups: organic foods, medical 
foods, functional foods, and novel foods 
(Boonlertvanit, 2020). In the Asia-Pacific  
region, seaweed is predominantly utilized, and 
there’s a growing consumer awareness and 
preference for seaweed. The value of growing 
sea lettuce as a sustainable food supply is 
significant because of its health benefits and 
environmental advantages, which has led 
to a growing interest in commercial farming.  
Fisheries department policies in Thailand, which 
promote commercial seaweed cultivation and 
the production of seaweed for the health food 
market, partly influence the trend in seaweed 
consumption. Consequently, there has been 
a significant increase in seaweed farms, with 
products widely available on the market. We 
directly consume sea lettuce as food, and 
it can also serve as a future food source for 
various industries (Tanchaiha et al., 2021). A 
study has found that the nutritional value of 
sea lettuce becomes a rich source of protein 
and beneficial nutrients because 100 grams 
of sea lettuce reveal protein content ranging 
from 10 to 25 grams and carbohydrate content 

between 42 to 47 grams (Somchun, 2023).

	 Currently, the Khung Kraben Bay Royal 
Development Study Center, established as 
a result of royal initiatives in Chanthaburi 
province, focuses on sea lettuce cultivation, 
propagation, and promotion of the processing  
of sea lettuce. The community actively 
participates in these activities to generate 
income (Vinil, 2023). Cultivating sea lettuce  
is a straightforward process that yields  
successful growth. However, seaweed  
cultivation requires clean seawater without 
contamination from pollutants. The seawater 
must have an appropriate level, be settled, and 
be filtered before being used for cultivation.  
This imposes constraints on cultivation  
experiments that demand close proximity to 
or direct availability of the sea. Farmers who 
intend to plant sea lettuce, although situated 
far from the coast, are forced to deal with 
extra expenses for preparing and transporting 
seawater to the production site.

	 As the promotion of sea lettuce  
cultivation for commercial purposes increases, 
studies on seaweed cultivation in environments 
with varying water qualities become increasingly  
important, which can be investigated in this 
study. Cultivating sea lettuce in seawater and 
scientific saltwater presents challenges in 
Internet of Things (IoT)-based environmental 
control, such as maintaining water quality, 
preparing cultivation areas, and ensuring 
system cleanliness. Therefore, this study aims 
to investigate the cultivation of sea lettuce 
in habitats with different water characteristics 
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based on temperature-controlling systems. By 
comparing the growth of sea lettuce cultivated 
in natural seawater and scientific saltwater 
and utilizing internet-based technology,  
researchers have effectively monitored water 
quality and controlled the environment of 
sea lettuce cultivation to ensure suitability. 
Parameters such as temperature, pH, and 
light intensity are efficiently measured and 
controlled (Rukhiran et al., 2023; de Camargo 
et al., 2023; Rukhiran & Netinant, 2020). This 
study contributes to how cultivators understand 
and effectively manage the challenges of sea 
lettuce cultivation, facilitating the sustainable 
development of the seaweed cultivation  
industry domestically and globally, and advancing  
the seaweed cultivation industry through 
innovative IoT-based environmental control 
systems. Accurate and reliable commercial 
studies are critical for driving innovation and 
advancement in this industry into the future.

2. Literature Review

2.1 Sea Lettuce Definition

	 Sea lettuce, classified under the green 
algae family Ulvaceae, is commonly known 
as Sea Lettuce (Ulva Rigida) or green laver in 
Japan, referred to as Ao-Nori (Mouritsen et al., 
2018). Sea lettuce is characterized by thin, 
flat blades with a holdfast at the base. Newly 
sprouted plants have cells arranged in a single 
row before branching out into multiple rows 
with two layers of cells that remain attached, 
as shown in Figure. 1. Growth occurs through 
cell division both horizontally and vertically, 

resulting in flat sheets with frills along the 
edges. Sea lettuce is typically observed in a 
state of buoyancy close to shorelines or af-
fixed to rocks and other types of sea lettuce. 
The environmental and nutritional factors 
suitable for sea lettuce cultivation include 
as follows:

	 •	 Salinity: 25 – 30 parts per thousand 
(Tolerant within 15 – 40 parts per 
thousand)

	 •	 Light intensity: 5,000 – 10,000 lux. 

	 •	 Water temperature: 25 – 30 OC

	 •	 Total nitrogen content: 0.5 – 1.0 
milligrams N/liter and phosphate 
0.01 milligrams P/liter

	 •	 pH level: between 8 – 9.

2.2 Seaweed Cultivation and 
Monitoring through IoT

	 Many studies exploring the potential 
of IoT in seaweed cultivation and monitoring 
(Iskandar et al., 2021) focus on a buoy-based 
system. The IoT-based monitoring system is 
being developed to measure environmental 
parameters in a seaweed farm using sensors 
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2.2 Seaweed Cultivation and Monitoring through 
IoT 
 Many studies exploring the potential of IoT in seaweed 
cultivation and monitoring (Iskandar et al., 2021) focus on 
a buoy-based system. The IoT-based monitoring system is 
being developed to measure environmental parameters in 
a seaweed farm using sensors placed on a buoy. The result 
of this study is the dynamic parameter values that are 
continuously showcased on the dashboard, accessible 
through a web browser. On a low-power underwater 
sensor device, the unique small low-power NFC-enabled 
data collection system was created to monitor seaweed 
growth parameters in an agricultural environment (Peres 
et al., 2021). The device records temperature, light 
intensity, depth, and motion, and the information can be 
messaged or downloaded to facilitate informed decision-
making for farmers. These systems can potentially 
improve productivity and reduce costs in seaweed 
cultivation. Jahanbakht et al. (2021) offered a 
comprehensive survey of the Internet of Underwater 
Things (IoUT) and Big Marine Data (BMD) analytics, 
highlighting the potential for these technologies in 
seaweed cultivation and monitoring.  
 Therefore, this study addresses a research gap in 
seaweed farming by examining the cultivation of sea 
lettuce in both seawater and scientifically prepared 
saltwater. The study utilizes IoT technology, which is not 
commonly used in existing research on this topic. An 
innovative IoT-based system has been designed to 
monitor environmental factors in sea lettuce farms in real 
time. 

3. Research methodology  
 This practical study aims to compare the growth of sea 
lettuce in different types of water, namely natural 
seawater and scientific saltwater. The research 
methodology consists of: 

 Studying the growth characteristics and 
maintenance of sea lettuce involves joint 
research with the Ao Kung Kraben Development 
Study Center, initiated by royal initiatives in 
Chanthaburi province. 

 Designing and developing an architectural system 
for the IoT-based sea lettuce cultivation system 
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placed on a buoy. The result of this study 
is the dynamic parameter values that are 
continuously showcased on the dashboard, 
accessible through a web browser. On a 
low-power underwater sensor device, the 
unique small low-power NFC-enabled data 
collection system was created to monitor 
seaweed growth parameters in an agricultural 
environment (Peres et al., 2021). The device 
records temperature, light intensity, depth, 
and motion, and the information can be  
messaged or downloaded to facilitate informed 
decision-making for farmers. These systems can 
potentially improve productivity and reduce 
costs in seaweed cultivation. Jahanbakht et al. 
(2021) offered a comprehensive survey of the 
Internet of Underwater Things (IoUT) and Big 
Marine Data (BMD) analytics, highlighting the 
potential for these technologies in seaweed 
cultivation and monitoring. 

	 Therefore, this study addresses a  
research gap in seaweed farming by  
examining the cultivation of sea lettuce in both 
seawater and scientifically prepared saltwater. 
The study utilizes IoT technology, which is 
not commonly used in existing research on 
this topic. An innovative IoT-based system 
has been designed to monitor environmental 
factors in sea lettuce farms in real time.

3. Research Methodology 

	 This practical study aims to compare 
the growth of sea lettuce in different types of 
water, namely natural seawater and scientific 
saltwater. The research methodology consists 
of:

	 •	 Studying the growth characteristics 
and maintenance of sea lettuce 
involves joint research with the 
Ao Kung Kraben Development 
Study Center, initiated by royal 
initiatives in Chanthaburi province.

	 •	 Designing and developing an  
architectural system for the  
IoT-based sea lettuce cultivation 
system by focusing on temperature 
control as a primary factor. The 
system that has been created is 
capable of receiving data from 
a range of sensors, including 
those that measure pH, salinity, 
light, room temperature, and 
water temperature. If the water 
temperature exceeds 30 OC, the 
system will activate a relay in 
order to provide electricity to the 
pump for the purpose of spraying  
water. Ascend to the water’s 
surface in order to decrease the 
temperature. In addition, the data 
is collected using cloud comput-
ing using Wi-Fi.

	 •	 During the experiment, sea  
lettuce cultivation is conducted 
under controlled conditions in 
natural seawater and scientific 
saltwater [Please show, in the 
Table, ingredients of scientific 
saltwater] without replenishing 
additional water in the containers. 
Sea lettuce cultivation examples 
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are controlled based on the 
weight of the sea lettuce with 
very minor differences allowed 
in the experiments. The water 
temperature is maintained within 
the appropriate range of 25-30 OC 
throughout the 21-day duration 
to match the growth conditions 
of the sea lettuce.

	 •	 Evaluating the growth performance 
of sea lettuce under two different  
water conditions over the  
specified period.

	 •	 Reporting the comparison results 
of two different water conditions  
among a salinity level, pH,  

temperature, and weight of sea 
lettuce. To calculate the Average  
Daily Gain (ADG) of seaweed 
growth over a period of 21 days 
using the formula for weight gain 
per day, in Equation (1)
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where: 
 ADG is the weight gained per day. 
 Final Weight is the total weight of the sea lettuce 
 Initial Weight is the weight of the sea lettuce 
 Number of Days is the duration of the growth period, 
which is 21 days in this case. 

4. Proposed IoT-Based Sea lettuce cultivation 
system 

4.1 System Architecture Design 
 The design and development of an IoT-based sea 
lettuce cultivation system to support, inspect, and control 
the environment suitable for sea lettuce seaweed 
cultivation. The hardware components consist of an 
Arduino Nano, which is used as a microcontroller for 
controlling operations. ESP32 receives data through a Wi-Fi 
connection and sends recorded data to cloud computing. 
A pH sensor for measuring acidity. A salinity meter is used 
for calculating the salinity of water. A temperature 
regulation system with lighting and irrigation capabilities 
can effectively maintain water temperatures within 25 to 
30 ℃. The light-control system is an 18W LED through a 
relay module with 4 channels (5V 10A). An irrigation 
system is utilized to automatically manage the water spray 
to decrease the temperature within the culture tank. This 
control is achieved by a relay as well. The system 
architecture overview of the IoT-based sea lettuce 
cultivation system is illustrated in Figure 2. The final 
prototype of the proposed system is shown in Figure 3.

 

 
Figure 2. Overview system architecture of IoT-based sea lettuce cultivation system 
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	 Initial Weight is the weight of the sea 
lettuce

	 Number of Days is the duration of the 
growth period, which is 21 days in this case.

4. Proposed IoT-Based Sea lettuce 
Cultivation System

4.1 System Architecture Design

	 The design and development of an 
IoT-based sea lettuce cultivation system to 
support, inspect, and control the environment 
suitable for sea lettuce seaweed cultivation. 
The hardware components consist of an  
Arduino Nano, which is used as a microcontroller  
for controlling operations. ESP32 receives 
data through a Wi-Fi connection and sends 
recorded data to cloud computing. A pH 

sensor for measuring acidity. A salinity meter 
is used for calculating the salinity of water.  
A temperature regulation system with  
lighting and irrigation capabilities can  
effectively maintain water temperatures 
within 25 to 30 OC. The light-control system 
is an 18W LED through a relay module with 
4 channels (5V 10A). An irrigation system is 
utilized to automatically manage the water 
spray to decrease the temperature within the 
culture tank. This control is achieved by a relay 
as well. The system architecture overview of 
the IoT-based sea lettuce cultivation system 
is illustrated in Figure 2. The final prototype 
of the proposed system is shown in Figure 3.

	 Table 1 presents a comprehensive 
overview of the IoT-enabled hardware used 
in developing a system-defined criteria.
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Switching Power Supply 12V 3A 

 

LCD with Backlight of LCD 
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4.2 Conditions Design of Sea Lettuce Cultivation 
 In the conditional design for controlling factors in the 
cultivation process of sea lettuce, the sampling was 
established for cultivation using seawater: The weight of 
all sea lettuce specimens was recorded as 10.17 grams, 
with a total of 13 pieces. The average size was measured 
to be approximately 7.96 x 8.85 cm. These specimens 
were then tested for cultivation in a 10-liter cultivation 
tank filled with seawater, as shown in Figure 4, and Figure 
5. shows the cultivation using the scientific saline solution: 
The weight of all sea lettuce specimens was recorded at 
10.16 grams, for a total of 13 pieces. The average size was 
measured to be approximately 7.27 x 10.05 cm. These 
samples were then tested for cultivation in a 10-liter 
cultivation tank filled with scientific saltwater, as 
illustrated in Figure 6. 
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Table 1.	 Hardware components of this 
study

Devices Images

Arduino Nano 3.0 
Mini USB 
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	 To install a trial set for sea lettuce, we 
utilized two LED lights with a power output of 
18 watts. These lights had a length of 60 cm. 
These bulbs have been designed specifically 
for plant growth. The light will be scheduled 
to automatically turn on and off every day 
for a duration of 13 hours (from 5:00 a.m. to 
6:00 p.m. on and from 6:01 p.m. to 4:59 a.m. 
off) at a brightness level of 10,030 Lux. using 
Internet of Things technology. The experiment 
consisted of four planting phases on the 4th, 
8th, 12th, and 16th days. Each experimental 
plot received a bio-extract nutrient solution 
at a ratio of 1 ml per plot during each phase. 
The harvesting occurred on the 21st day.

5. Results

5.1 Parameters Report

	 This study involved collecting data 
on various parameters from different sensors 

over a period of 21 days to compare the 
results between the growth of sea lettuce in 
seawater and scientific saltwater. The collected 
data included salinity levels, pH levels, and 
water temperature both in the water and in 
the room environment, along with the weight 
measurements of the seaweed harvest. 

	 The experimental results of the initial 
salinity level in the test were 29 ppt (parts per 
thousand), and there was no water exchange 
during the experiment. It was observed that 
the salinity level of the seawater increased to 
49 ppt after the experiment, while the salinity 
level of the scientific saltwater was measured 
at 47 ppt. This indicated a difference of 2 ppt 
between the salinity levels of the two types 
of water. Despite this difference, the results 
demonstrated similar salinity characteristics  
between seawater and scientific-grade  
saltwater, as depicted in Figure 7.

S. Tirakoat et al.     Journal of Applied Informatics and Technology,  2024,  7(1),  1–5 5 

 

 
Figure 5. Weight collection process of scientific saltwater 

 

 
Figure 6. Inspection during the cultivation of sea lettuce 

 
 To install a trial set for sea lettuce, we utilized two 
LED lights with a power output of 18 watts. These 
lights had a length of 60 cm. These bulbs have been 
designed specifically for plant growth. The light will 
be scheduled to automatically turn on and off every 
day for a duration of 13 hours (from 5:00 a.m. to 6:00 
p.m. on and from 6:01 p.m. to 4:59 a.m. off) at a 
brightness level of 10,030 Lux. using Internet of 
Things technology. The experiment consisted of four 
planting phases on the 4th, 8th, 12th, and 16th days. 
Each experimental plot received a bio-extract 
nutrient solution at a ratio of 1 ml per plot during 
each phase. The harvesting occurred on the 21st day. 

5.  Results 

5.1 Parameters Report 
 This study involved collecting data on various 
parameters from different sensors over a period of 21 days 
to compare the results between the growth of sea lettuce 
in seawater and scientific saltwater. The collected data 
included salinity levels, pH levels, and water temperature 
both in the water and in the room environment, along 
with the weight measurements of the seaweed harvest.  
 The experimental results of the initial salinity level in 
the test were 29 ppt (parts per thousand), and there was 
no water exchange during the experiment. It was 
observed that the salinity level of the seawater increased 
to 49 ppt after the experiment, while the salinity level of 
the scientific saltwater was measured at 47 ppt. This 
indicated a difference of 2 ppt between the salinity levels 

of the two types of water. Despite this difference, the 
results demonstrated similar salinity characteristics 
between seawater and scientific-grade saltwater, as 
depicted in Figure 7. 
 

 
Figure 7. Comparison results of salinity levels between 

seawater and scientific sea salt 
 
 In Figure 8, the comparison of the pH values that 
controlled pH levels within the range of 8-9 is reported. 
The average pH of seawater was 8.65, while the average 
pH of scientific saltwater was 8.79. The difference in pH 
between the two averaged 0.14. Figure 9. demonstrates 
the temperature control system successfully maintaining 
the water temperature within the range of 25 to 30 ℃. The 
average temperature of seawater and scientific saltwater 
was 24.35 ℃ and 24.50 ℃, respectively., while the room 
temperature averaged 26.59 ℃.   
 Based on the data recorded after the seaweed 
cultivation experiment using seawater and scientific 
saltwater, it was found that cultivation using seawater 
resulted in greater growth and weight gain compared to 
cultivation using scientific saltwater. The weight gain per 
day from seawater cultivation was 3.27 grams, while from 
scientific saltwater cultivation, it was 2.83 grams. The 
difference between them was 0.44 grams, as shown in 
Figure 10. Additionally, the average size increase per day 
from seawater cultivation was 0.16 x 0.37 cm, while from 
scientific saltwater cultivation, it was 0.19 x 0.22 cm. The 
difference between them was 0.04 x 0.15 cm, as illustrated 
in Figure 11(a) and (b). 
 

 
Figure 8 Comparison results of pH levels between seawater and 

scientific sea salt 
 

S. Tirakoat et al.     Journal of Applied Informatics and Technology,  2024,  7(1),  1–5 5 

 

 
Figure 5. Weight collection process of scientific saltwater 

 

 
Figure 6. Inspection during the cultivation of sea lettuce 

 
 To install a trial set for sea lettuce, we utilized two 
LED lights with a power output of 18 watts. These 
lights had a length of 60 cm. These bulbs have been 
designed specifically for plant growth. The light will 
be scheduled to automatically turn on and off every 
day for a duration of 13 hours (from 5:00 a.m. to 6:00 
p.m. on and from 6:01 p.m. to 4:59 a.m. off) at a 
brightness level of 10,030 Lux. using Internet of 
Things technology. The experiment consisted of four 
planting phases on the 4th, 8th, 12th, and 16th days. 
Each experimental plot received a bio-extract 
nutrient solution at a ratio of 1 ml per plot during 
each phase. The harvesting occurred on the 21st day. 

5.  Results 

5.1 Parameters Report 
 This study involved collecting data on various 
parameters from different sensors over a period of 21 days 
to compare the results between the growth of sea lettuce 
in seawater and scientific saltwater. The collected data 
included salinity levels, pH levels, and water temperature 
both in the water and in the room environment, along 
with the weight measurements of the seaweed harvest.  
 The experimental results of the initial salinity level in 
the test were 29 ppt (parts per thousand), and there was 
no water exchange during the experiment. It was 
observed that the salinity level of the seawater increased 
to 49 ppt after the experiment, while the salinity level of 
the scientific saltwater was measured at 47 ppt. This 
indicated a difference of 2 ppt between the salinity levels 

of the two types of water. Despite this difference, the 
results demonstrated similar salinity characteristics 
between seawater and scientific-grade saltwater, as 
depicted in Figure 7. 
 

 
Figure 7. Comparison results of salinity levels between 

seawater and scientific sea salt 
 
 In Figure 8, the comparison of the pH values that 
controlled pH levels within the range of 8-9 is reported. 
The average pH of seawater was 8.65, while the average 
pH of scientific saltwater was 8.79. The difference in pH 
between the two averaged 0.14. Figure 9. demonstrates 
the temperature control system successfully maintaining 
the water temperature within the range of 25 to 30 ℃. The 
average temperature of seawater and scientific saltwater 
was 24.35 ℃ and 24.50 ℃, respectively., while the room 
temperature averaged 26.59 ℃.   
 Based on the data recorded after the seaweed 
cultivation experiment using seawater and scientific 
saltwater, it was found that cultivation using seawater 
resulted in greater growth and weight gain compared to 
cultivation using scientific saltwater. The weight gain per 
day from seawater cultivation was 3.27 grams, while from 
scientific saltwater cultivation, it was 2.83 grams. The 
difference between them was 0.44 grams, as shown in 
Figure 10. Additionally, the average size increase per day 
from seawater cultivation was 0.16 x 0.37 cm, while from 
scientific saltwater cultivation, it was 0.19 x 0.22 cm. The 
difference between them was 0.04 x 0.15 cm, as illustrated 
in Figure 11(a) and (b). 
 

 
Figure 8 Comparison results of pH levels between seawater and 

scientific sea salt 
 

Figure 5. Weight collection process  
of scientific saltwater

Figure 6. Inspection during the cultivation  
of sea lettuce



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 7(2): 2568
Journal of Applied Informatics and Technology, 7(2): 2025371A Comparative Study of Sea Lettuce Cultivation in Seawater and Scientific...

Suttipong Klongdee, Sriwaree Sujaritchai, Sommart Promput

	 In Figure 8, the comparison of the pH 
values that controlled pH levels within the 
range of 8-9 is reported. The average pH of 
seawater was 8.65, while the average pH of 
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in pH between the two averaged 0.14. Figure 
9. demonstrates the temperature control 
system successfully maintaining the water 
temperature within the range of 25 to 30 OC. 
The average temperature of seawater and 
scientific saltwater was 24.35 OC and 24.50  
OC, respectively., while the room temperature 
averaged 26.59 OC. 

	 Based on the data recorded after 
the seaweed cultivation experiment using 

seawater and scientific saltwater, it was found 
that cultivation using seawater resulted in 
greater growth and weight gain compared 
to cultivation using scientific saltwater. The 
weight gain per day from seawater cultivation  
was 3.27 grams, while from scientific saltwater 
cultivation, it was 2.83 grams. The difference 
between them was 0.44 grams, as shown 
in Figure 10. Additionally, the average size  
increase per day from seawater cultivation was 
0.16 x 0.37 cm, while from scientific saltwater  
cultivation, it was 0.19 x 0.22 cm. The  
difference between them was 0.04 x 0.15 cm, 
as illustrated in Figure 11(a) and (b).
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6. Discussion and Conclusion 
 This study compares sea lettuce cultivation using 
natural seawater and scientific saltwater. The real-time 
data and monitoring and recording were accomplished 
through IoT technology developed from Arduino Nano 
and ESP32, utilizing Google Sheets. The findings of this 
study focus on the potential of seaweed cultivation, 
particularly sea lettuce, in different water environments, 
namely natural seawater and scientific saltwater. This 
study offers valuable information on the growth 
performance of sea lettuce under varying water 
conditions through various real-time data collection and 
analysis techniques facilitated by IoT technology. In the 
context of temperature control in sea lettuce cultivation, 
thresholds play a crucial role in maintaining optimal 

growing conditions, similarly to Iskandar et al. (2021) and 
Siddiqui, Zaidi, & Abdullah (2019). Thresholds are predefined 
limits or boundaries set for certain parameters, such as 
temperature, that trigger specific actions or adjustments 
in the cultivation environment, as found in Rukhiran et al. 
(2023) and  Purnamawati (2021). The authors determine 
the temperature control system using light and watering 
sprays related to the studies of Bachtiar, Hidayat, & 
Anantama (2022), and Liang et al. (2022). 
 In addition, the pH levels and water temperatures 
were effectively controlled within the desired ranges 
throughout the cultivation period (Liang et al., 2022; 
Nguyen et al., 2022). The comparison of growth 
performance over a 21-day period showed that the 
properties of scientific saltwater resemble those of natural 
seawater. The pH levels in both seawater and scientific 
saltwater fell within the optimal range of 8-9, 
demonstrating the suitability of both water types for sea 
lettuce cultivation. Moreover, the temperature control 
system successfully maintained water temperatures 
within the range of 25 to 30 ℃, conducive to sea lettuce 
growth. 
 The results indicate that sea lettuce cultivated in 
seawater exhibited greater growth and weight gain 
compared to cultivation in scientific saltwater. The average 
weight gain per day was 3.27 grams for seawater 
cultivation and 2.83 grams for scientific saltwater 
cultivation, indicating a difference of 0.44 grams. This 
study delivers a possible method of seaweed cultivation in 
environments where access to clean seawater is limited. 
Moreover, the proposed IoT-based environmental control 
system provides a valuable tool for monitoring and 
managing sea lettuce cultivation, contributing to the 
sustainable development of the seaweed cultivation 
industry domestically and globally. By suggesting further 
research, additional factors can be explored influencing 
seaweed growth and expanding the application of IoT-
based environmental control systems to enhance 
cultivation efficiency and sustainability. 
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6. Discussion and Conclusion 
 This study compares sea lettuce cultivation using 
natural seawater and scientific saltwater. The real-time 
data and monitoring and recording were accomplished 
through IoT technology developed from Arduino Nano 
and ESP32, utilizing Google Sheets. The findings of this 
study focus on the potential of seaweed cultivation, 
particularly sea lettuce, in different water environments, 
namely natural seawater and scientific saltwater. This 
study offers valuable information on the growth 
performance of sea lettuce under varying water 
conditions through various real-time data collection and 
analysis techniques facilitated by IoT technology. In the 
context of temperature control in sea lettuce cultivation, 
thresholds play a crucial role in maintaining optimal 

growing conditions, similarly to Iskandar et al. (2021) and 
Siddiqui, Zaidi, & Abdullah (2019). Thresholds are predefined 
limits or boundaries set for certain parameters, such as 
temperature, that trigger specific actions or adjustments 
in the cultivation environment, as found in Rukhiran et al. 
(2023) and  Purnamawati (2021). The authors determine 
the temperature control system using light and watering 
sprays related to the studies of Bachtiar, Hidayat, & 
Anantama (2022), and Liang et al. (2022). 
 In addition, the pH levels and water temperatures 
were effectively controlled within the desired ranges 
throughout the cultivation period (Liang et al., 2022; 
Nguyen et al., 2022). The comparison of growth 
performance over a 21-day period showed that the 
properties of scientific saltwater resemble those of natural 
seawater. The pH levels in both seawater and scientific 
saltwater fell within the optimal range of 8-9, 
demonstrating the suitability of both water types for sea 
lettuce cultivation. Moreover, the temperature control 
system successfully maintained water temperatures 
within the range of 25 to 30 ℃, conducive to sea lettuce 
growth. 
 The results indicate that sea lettuce cultivated in 
seawater exhibited greater growth and weight gain 
compared to cultivation in scientific saltwater. The average 
weight gain per day was 3.27 grams for seawater 
cultivation and 2.83 grams for scientific saltwater 
cultivation, indicating a difference of 0.44 grams. This 
study delivers a possible method of seaweed cultivation in 
environments where access to clean seawater is limited. 
Moreover, the proposed IoT-based environmental control 
system provides a valuable tool for monitoring and 
managing sea lettuce cultivation, contributing to the 
sustainable development of the seaweed cultivation 
industry domestically and globally. By suggesting further 
research, additional factors can be explored influencing 
seaweed growth and expanding the application of IoT-
based environmental control systems to enhance 
cultivation efficiency and sustainability. 

References 
Bachtiar, M. I., Hidayat, R., & Anantama, R. (2022). Internet of 

things (IoT) based aquaculture monitoring system. MATEC 
Web of Conferences, 372, 04009. 
https://doi.org/10.1051/matecconf/202237204009 

Boonlertvanit, T. (2020). A study to develop a technology 
roadmap for Thailand’s novel food industry based on 
public policy-making and academics’ perspectives 
[Master’s dissertation, Mahidol University]. 
https://archive.cm.mahidol.ac.th/handle/123456789/424
3 [In Thai] 

de Camargo, E. T., Spanhol, F. A., Slongo, J. S., da Silva, M. V. R., 
Pazinato, J., de Lima Lobo, A. V., Coutinho, F. R., Pfrimer, F. 
W. D., Lindino, C. A., Oyamada, M. S., & Martins, L. D. 
(2023). Low-cost water quality sensors for IoT: A 
systematic review. Sensors, 23(9), 4424. 
https://doi.org/10.3390/s23094424 

Iskandar, Samuel, C. I., Favitri, D., Padlan, & Azizi. (2021). IoT-
based of seaweed cultivation employing a low-cost 
autonomous experimental buoy. 2021 15th International 
Conference on Telecommunication Systems, Services, and 

S. Tirakoat et al.     Journal of Applied Informatics and Technology,  2024,  7(1),  1–5 5 

 

 
Figure 5. Weight collection process of scientific saltwater 

 

 
Figure 6. Inspection during the cultivation of sea lettuce 

 
 To install a trial set for sea lettuce, we utilized two 
LED lights with a power output of 18 watts. These 
lights had a length of 60 cm. These bulbs have been 
designed specifically for plant growth. The light will 
be scheduled to automatically turn on and off every 
day for a duration of 13 hours (from 5:00 a.m. to 6:00 
p.m. on and from 6:01 p.m. to 4:59 a.m. off) at a 
brightness level of 10,030 Lux. using Internet of 
Things technology. The experiment consisted of four 
planting phases on the 4th, 8th, 12th, and 16th days. 
Each experimental plot received a bio-extract 
nutrient solution at a ratio of 1 ml per plot during 
each phase. The harvesting occurred on the 21st day. 

5.  Results 

5.1 Parameters Report 
 This study involved collecting data on various 
parameters from different sensors over a period of 21 days 
to compare the results between the growth of sea lettuce 
in seawater and scientific saltwater. The collected data 
included salinity levels, pH levels, and water temperature 
both in the water and in the room environment, along 
with the weight measurements of the seaweed harvest.  
 The experimental results of the initial salinity level in 
the test were 29 ppt (parts per thousand), and there was 
no water exchange during the experiment. It was 
observed that the salinity level of the seawater increased 
to 49 ppt after the experiment, while the salinity level of 
the scientific saltwater was measured at 47 ppt. This 
indicated a difference of 2 ppt between the salinity levels 

of the two types of water. Despite this difference, the 
results demonstrated similar salinity characteristics 
between seawater and scientific-grade saltwater, as 
depicted in Figure 7. 
 

 
Figure 7. Comparison results of salinity levels between 

seawater and scientific sea salt 
 
 In Figure 8, the comparison of the pH values that 
controlled pH levels within the range of 8-9 is reported. 
The average pH of seawater was 8.65, while the average 
pH of scientific saltwater was 8.79. The difference in pH 
between the two averaged 0.14. Figure 9. demonstrates 
the temperature control system successfully maintaining 
the water temperature within the range of 25 to 30 ℃. The 
average temperature of seawater and scientific saltwater 
was 24.35 ℃ and 24.50 ℃, respectively., while the room 
temperature averaged 26.59 ℃.   
 Based on the data recorded after the seaweed 
cultivation experiment using seawater and scientific 
saltwater, it was found that cultivation using seawater 
resulted in greater growth and weight gain compared to 
cultivation using scientific saltwater. The weight gain per 
day from seawater cultivation was 3.27 grams, while from 
scientific saltwater cultivation, it was 2.83 grams. The 
difference between them was 0.44 grams, as shown in 
Figure 10. Additionally, the average size increase per day 
from seawater cultivation was 0.16 x 0.37 cm, while from 
scientific saltwater cultivation, it was 0.19 x 0.22 cm. The 
difference between them was 0.04 x 0.15 cm, as illustrated 
in Figure 11(a) and (b). 
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6. Discussion and Conclusion

	 This study compares sea lettuce  
cultivation using natural seawater and scientific 
saltwater. The real-time data and monitoring 
and recording were accomplished through IoT 
technology developed from Arduino Nano and 
ESP32, utilizing Google Sheets. The findings of 
this study focus on the potential of seaweed  
cultivation, particularly sea lettuce, in  
different water environments, namely natural 
seawater and scientific saltwater. This study 
offers valuable information on the growth 
performance of sea lettuce under varying 
water conditions through various real-time 
data collection and analysis techniques  
facilitated by IoT technology. In the context of 
temperature control in sea lettuce cultivation, 
thresholds play a crucial role in maintaining 
optimal growing conditions, similarly to Iskandar 
et al. (2021) and Siddiqui, Zaidi, & Abdullah 
(2019). Thresholds are predefined limits or 
boundaries set for certain parameters, such 
as temperature, that trigger specific actions 

or adjustments in the cultivation environ-
ment, as found in Rukhiran et al. (2023) and 
Purnamawati (2021). The authors determine 
the temperature control system using light 
and watering sprays related to the studies 
of Bachtiar, Hidayat, & Anantama (2022), and 
Liang et al. (2022).

	 In addition, the pH levels and water 
temperatures were effectively controlled within 
the desired ranges throughout the cultivation 
period (Liang et al., 2022; Nguyen et al., 2022). 
The comparison of growth performance over 
a 21-day period showed that the properties of 
scientific saltwater resemble those of natural 
seawater. The pH levels in both seawater and 
scientific saltwater fell within the optimal 
range of 8-9, demonstrating the suitability of 
both water types for sea lettuce cultivation. 
Moreover, the temperature control system 
successfully maintained water temperatures 
within the range of 25 to 30 OC, conducive to 
sea lettuce growth.

	 The results indicate that sea lettuce 
cultivated in seawater exhibited greater growth 
and weight gain compared to cultivation in 
scientific saltwater. The average weight gain 
per day was 3.27 grams for seawater cultivation  
and 2.83 grams for scientific saltwater  
cultivation, indicating a difference of 0.44 
grams. This study delivers a possible method 
of seaweed cultivation in environments 
where access to clean seawater is limited.  
Moreover, the proposed IoT-based  
environmental control system provides a 
valuable tool for monitoring and managing 
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6. Discussion and Conclusion 
 This study compares sea lettuce cultivation using 
natural seawater and scientific saltwater. The real-time 
data and monitoring and recording were accomplished 
through IoT technology developed from Arduino Nano 
and ESP32, utilizing Google Sheets. The findings of this 
study focus on the potential of seaweed cultivation, 
particularly sea lettuce, in different water environments, 
namely natural seawater and scientific saltwater. This 
study offers valuable information on the growth 
performance of sea lettuce under varying water 
conditions through various real-time data collection and 
analysis techniques facilitated by IoT technology. In the 
context of temperature control in sea lettuce cultivation, 
thresholds play a crucial role in maintaining optimal 

growing conditions, similarly to Iskandar et al. (2021) and 
Siddiqui, Zaidi, & Abdullah (2019). Thresholds are predefined 
limits or boundaries set for certain parameters, such as 
temperature, that trigger specific actions or adjustments 
in the cultivation environment, as found in Rukhiran et al. 
(2023) and  Purnamawati (2021). The authors determine 
the temperature control system using light and watering 
sprays related to the studies of Bachtiar, Hidayat, & 
Anantama (2022), and Liang et al. (2022). 
 In addition, the pH levels and water temperatures 
were effectively controlled within the desired ranges 
throughout the cultivation period (Liang et al., 2022; 
Nguyen et al., 2022). The comparison of growth 
performance over a 21-day period showed that the 
properties of scientific saltwater resemble those of natural 
seawater. The pH levels in both seawater and scientific 
saltwater fell within the optimal range of 8-9, 
demonstrating the suitability of both water types for sea 
lettuce cultivation. Moreover, the temperature control 
system successfully maintained water temperatures 
within the range of 25 to 30 ℃, conducive to sea lettuce 
growth. 
 The results indicate that sea lettuce cultivated in 
seawater exhibited greater growth and weight gain 
compared to cultivation in scientific saltwater. The average 
weight gain per day was 3.27 grams for seawater 
cultivation and 2.83 grams for scientific saltwater 
cultivation, indicating a difference of 0.44 grams. This 
study delivers a possible method of seaweed cultivation in 
environments where access to clean seawater is limited. 
Moreover, the proposed IoT-based environmental control 
system provides a valuable tool for monitoring and 
managing sea lettuce cultivation, contributing to the 
sustainable development of the seaweed cultivation 
industry domestically and globally. By suggesting further 
research, additional factors can be explored influencing 
seaweed growth and expanding the application of IoT-
based environmental control systems to enhance 
cultivation efficiency and sustainability. 

References 
Bachtiar, M. I., Hidayat, R., & Anantama, R. (2022). Internet of 

things (IoT) based aquaculture monitoring system. MATEC 
Web of Conferences, 372, 04009. 
https://doi.org/10.1051/matecconf/202237204009 

Boonlertvanit, T. (2020). A study to develop a technology 
roadmap for Thailand’s novel food industry based on 
public policy-making and academics’ perspectives 
[Master’s dissertation, Mahidol University]. 
https://archive.cm.mahidol.ac.th/handle/123456789/424
3 [In Thai] 

de Camargo, E. T., Spanhol, F. A., Slongo, J. S., da Silva, M. V. R., 
Pazinato, J., de Lima Lobo, A. V., Coutinho, F. R., Pfrimer, F. 
W. D., Lindino, C. A., Oyamada, M. S., & Martins, L. D. 
(2023). Low-cost water quality sensors for IoT: A 
systematic review. Sensors, 23(9), 4424. 
https://doi.org/10.3390/s23094424 

Iskandar, Samuel, C. I., Favitri, D., Padlan, & Azizi. (2021). IoT-
based of seaweed cultivation employing a low-cost 
autonomous experimental buoy. 2021 15th International 
Conference on Telecommunication Systems, Services, and 

	 (a)	 (b)

Figure 11 The size of the seaweed after  
cultivation: (a) In seawater (b) In scientific 

saltwater



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 7(2): 2568
Journal of Applied Informatics and Technology, 7(2): 2025373A Comparative Study of Sea Lettuce Cultivation in Seawater and Scientific...

Suttipong Klongdee, Sriwaree Sujaritchai, Sommart Promput

sea lettuce cultivation, contributing to the 
sustainable development of the seaweed  
cultivation industry domestically and globally. 
By suggesting further research, additional factors 
can be explored influencing seaweed growth 
and expanding the application of IoT-based 
environmental control systems to enhance 
cultivation efficiency and sustainability.
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Abstract: This study explores the phishing risk awareness levels 
among academic staff at Thai universities, employing association 
rule mining (ARM) to identify critical factors influencing high and 
low levels of awareness. Targeting a diverse group of 400 academic 
staff members, the research utilized a structured questionnaire 
comprising demographic information, direct and indirect experiences  
with phishing, and perceptions of phishing. In association rules, 
a lift value of 1 indicates independence between X and Y, while 
values greater than 1 or less than 1 indicate positive or negative 
correlation, respectively. The findings revealed several critical 
findings: despite being able to define phishing, many individuals 
do not perceive it as a significant threat; moderate internet skills 
are not necessarily indicative of high phishing awareness; and 
direct experiences with phishing do not always correlate with an 
increased awareness of its potential impact. These results highlight 
a disconnect between knowledge and perceived risk and suggest 
that existing internet skills and experiences are insufficient for 
cultivating a robust understanding of phishing risks. The study 
underscores the necessity for targeted educational interventions 
specifically designed to address the varied needs of university staff, 
enhancing their ability to recognize and respond to cybersecurity 
threats effectively.
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1. Introduction

	 Phishing, a prevalent form of social 
engineering attack, represents a significant 
threat to the security of information systems, 
especially within academic environments 
(Alabdan, 2020). University academic staff, 
who have access to sensitive data and play 
crucial roles in governance, are particularly 
vulnerable to such attacks. Therefore, assessing  
their awareness of phishing risks is vital for 
bolstering institutional cybersecurity measures. 
Association rule mining, a key data mining  
technique, is instrumental in extracting meaningful  
insights from large datasets by revealing 
interesting relationships between variables 
(Fister et al., 2023). In this study, association 
rule mining is employed to analyze patterns 
and correlations concerning the phishing risk 
awareness levels among university academic 
staff. This research aims to identify the factors 
that influence ‘phishing awareness = high’ and 
‘phishing awareness = low’ among academic staff 
in Thai universities. This involves investigating  
how various attributes, determined through 
a questionnaire, contribute to a high or low 
level of awareness regarding phishing risks. 
The selection of university academic staff as 
the focus of this study is motivated by their 
critical role in handling sensitive information  
and their potential impact on shaping  
cybersecurity policies and practices within 
academic institutions.

	 This article explores an in-depth study 
conducted in Thailand, engaging 400 participants 
from the academic staff of Thai universities. 

Carried out in 2020, this research period was 
notable for a significant rise in cyber threats 
fueled by increased digital communications. 
The importance of this study is twofold: its 
contribution to cybersecurity literature and its 
focus on a critical group within the academic 
sector – university staff. Understanding the 
phishing risk awareness among these individuals 
is crucial for developing effective strategies 
to enhance their recognition and response 
capabilities to cyber threats. Central to this 
research are three key research questions, 
all related to the application of association 
rule mining:

	 1) What association rules can be  
identified that indicate high phishing risk 
awareness among academic staff in Thai 
universities?

	 2) What patterns and correlations, 
as revealed by association rule mining, are 
associated with low levels of phishing risk 
awareness in this demographic?

	 3) How do the identified association 
rules for high and low phishing awareness inform 
the development of targeted cybersecurity  
training and preventive measures within 
academic institutions?

2. Related Work

	 Phishing is rapidly increasing as fraud 
cleverly blends social engineering tactics  
(Alabdan, 2020). This attack typically involves 
using deceptive emails or websites designed 
to dupe unsuspecting victims into divulging 
personal or sensitive information, leading 
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to identity theft (Aleroud & Zhou, 2017). 
Such tactics often escalate to other forms 
of information security threats. For instance, 
cybercriminals might use stolen details like 
account names, passwords, or credit card 
numbers to create fraudulent credit accounts, 
committing cybercrimes. Additionally, phishing  
can involve enticing victims to click on  
malicious links, resulting in the covert  
installation of malware on their devices  
(Parsons et al., 2019). The effectiveness of 
these phishing attacks is often enhanced 
through sophisticated strategies, including 
the use of espionage software that aids in 
gathering critical personal information.

2.1 Phishing Threats and Risk 
Awareness

	 Risk perception is central to understanding  
phishing awareness among academic staff 
in Thai universities. The APA Dictionary of 
Psychology (n.d.) defines perception as the 
awareness of objects, relationships, and events 
via the senses. In contrast, awareness is the 
conscious recognition of these elements. Risk 
involves the likelihood of adverse events 
and potential loss or harm. Risk perception, 
or perceived risk, refers to an individual’s  
subjective judgment of the risk associated with 
a threat (Nam, 2019). These perceptions can 
be influenced by demographic factors and 
the sense of control; for example, drivers 
might perceive lower risk while driving due 
to their sense of control, as opposed to the 
high perceived risks of uncontrollable events 
like earthquakes. Risk perceptions can also be 

skewed, often underestimated, or exaggerated 
based on familiarity or lack thereof and are 
shaped by an individual’s knowledge and 
emotional response to risks (Chavas, 2004).

	 This research on phishing risk  
awareness in academic environments parallels 
these concepts. Phishing, an often uncontrollable  
and unpredictable threat, is likely to be 
perceived as a high risk by university staff. 
However, as with other risks, the perception 
of phishing threats can be skewed by a lack 
of awareness of actual statistical data and  
a tendency to underestimate familiar risks 
while overestimating unfamiliar ones (Abroshan  
et al., 2021). This ties back to the common 
assumption in risk perception research: 
people’s knowledge and understanding  
significantly influence how they perceive risks. 
Thus, our study investigates the cognitive 
and emotional dimensions of phishing risk 
perception among academic staff, exploring  
how their knowledge, experiences, and  
feelings toward phishing shape their  
awareness and preparedness.

	 With its wealth of personal and  
institutional data, the academic sector has 
become a prime target for such attacks  
(Alharbi & Tassaddiq, 2021; Broadhurst  
et al., 2018; Kenneth et al., 2023). Studies 
have shown that the success of phishing at-
tempts largely depends on the awareness 
and preparedness of the potential victims, 
particularly in environments like universities 
where information exchange is frequent and 
varied. Several studies have focused on the 
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general awareness of phishing threats among 
university staff and students. For instance, 
Kenneth et al. (2023) investigated phishing, a 
cyber-attack leveraging social engineering to 
extract sensitive information or prompt clicks 
on harmful links, often via emails or texts. 
They utilize an email phishing technique, asking 
respondents to change their email account 
passwords, to assess college students’ awareness  
of phishing attacks. The findings reveal that a 
notable minority remains vulnerable to these 
attacks, emphasizing the need for awareness 
campaigns and education to mitigate social 
engineering risks through phishing. 

	 Broadhurst et al. (2018) evaluated 
the susceptibility of 138 university students 
to cybercrime through simulated phishing 
emails, categorizing them into ‘Hunter’ and 
‘Passive’ groups. Despite varying scam types, 
factors like cybercrime awareness and IT 
competence surprisingly did not correlate 
with susceptibility. The study found tailored 
emails more effective and international and 
first-year students more vulnerable. The  
findings, supported by Generalized Linear 
Model analysis, emphasize the influence 
of student status and study year on scam  

vulnerability, offering directions for future 
research.

	 In addition, Alharbi & Tassaddiq (2021) 
examined cybersecurity awareness among 
undergraduate students at Majmaah University 
amid rising technological advancements and 
associated cyber threats. Utilizing a scientific 
questionnaire and statistical tests like ANOVA, 
KMO, and Bartlett’s test, they assessed 
students’ understanding of cybercrime and 
protective measures. The study focused on 
phishing, computer viruses, and other internet 
threats. The findings highlighted the need for 
enhanced education and awareness programs 
for students to prevent data breaches and 
digital misconduct.

2.2 Association Rule Mining in 
Cybersecurity

	 Association Rule Mining (ARM) has 
emerged as a powerful tool in cybersecurity,  
particularly in identifying patterns and  
predicting potential threats (Tripathi, Nigam, 
& Edla, 2017). This data mining technique  
uncovers interesting associations and correlation 
relationships among large sets of data items 
(Gu, 2023; Silva et al., 2019). In cybersecurity, 

Figure 1. Sample data structure: 17 columns and 400 records from phishing awareness survey
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ARM has been employed to detect unusual 
patterns that could signify security breaches, 
including phishing attacks (Jeeva & Rajsingh, 
2016). Studies utilizing ARM in cybersecurity 
have demonstrated its efficacy in discerning 
patterns that are not immediately obvious. 
For instance, Lou et al. (2020) applied ARM 
to detect anomalous behavior in network  
traffic, successfully identifying potential 
security threats. In addition, ARM is used to 
detect unusual patterns that may indicate 
fraudulent activities on websites (Tripathi, 
Nigam, & Edla, 2017). Furthermore, Dam et al. 
(2022) addressed the challenge of detecting  
packer programs, crucial for cybersecurity  
defenses, by employing associative classification 
(AC) algorithms. This approach helps classify 
packers without prior knowledge of feature 
significance. The study explores and adapts 
various AC algorithms to manage multiple 
feature types, assessing their effectiveness in 
evolving scenarios of packers and malware.

3. Materials and Methods

	 This section provides a comprehensive 
overview of the approach.

3.1 Research Design

	 The study employed a quantitative 
research approach to analyze the phishing 
risk awareness levels among academic staff 
at Thai universities. The primary objective 
was to identify the factors influencing high 
and low phishing awareness levels using  
association rule mining. The data underwent 

essential design and transformation procedures 
to ensure its suitability for association rules 
analysis. These processes involved converting  
numerical values from rating scales into  
a categorical format, which resulted in  
a three-level degree classification: low, 
moderate, and high. This transformation was 
instrumental in facilitating the application 
of association rules analysis, particularly in 
managing Boolean and categorical data types. 
The research was structured to collect a wide 
range of data from participants, encompassing  
both broad demographic information and 
specific details regarding their experiences 
with phishing, their attitudes toward it, and 
their perceptions of phishing-related risks.

3.2 Data Collection

	 The study was conducted with a focus 
on academic personnel from Thai universities,  
involving a total of 400 participants. The 
dataset, gathered in 2020, encompasses  
a diverse group of individuals varying in 
age, gender, academic discipline, and role 
within the university. This diversity ensures a  
comprehensive understanding of the phishing 
risk awareness levels across different segments 
of the academic staff. The questionnaire used 
for data collection comprised 17 questions 
designed to comprehensively assess various 
aspects of phishing risk awareness among the 
academic staff. 

	 These questions can be categorized 
into three groups based on their nature and 
the type of responses they elicited:
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3.2.1 Demographic Information 

	 Gender, age, faculty, and working 
period are categorical questions that gather 
basic demographic information about the  
participants and provide context for the 
analysis. It is important to note that the  
questionnaire did not delve into details specific 
to university departments. This broad approach 
allowed for a more general understanding of  
phishing awareness across various academic 
roles rather than a detailed analysis of 
department-specific trends.

3.2.2 Phishing Experience and 
Attitudes	

	 Hearing of phishing, explaining phishing, 
defining phishing, being affected by phishing, 
tackling phishing, experiencing phishing, and 
observing phishing were structured to elicit 
‘Yes’ or ‘No’ responses. The focus was on the 
participants’ direct and indirect experiences  
with phishing and their understanding and 
response capabilities.

3.2.3 Perceived Phishing Risk 

	 Perceived phishing likelihood, perceived 
phishing impact, and phishing awareness 
were designed to assess the participants’ 
perceived likelihood of encountering phishing,  
the perceived impact of such encounters, 
and their overall awareness of phishing risks. 
Responses were classified into three degrees: 
low, medium, and high. Notably, the phishing 
awareness degree was derived from a phishing 
awareness test in the questionnaire, which 
directly measures the participant’s knowledge 

and awareness level. Figure 1 depicts a sample 
of the data collection comprising 17 columns 
and 400 records. Nevertheless, as indicated 
in Figure 1, a discrepancy is observed in the 
participants’ responses. Some participants 
assert familiarity with the term ‘phishing’ 
yet cannot define it. Conversely, when  
presented with multiple-choice options, they 
can select the correct definition of phishing 
from among ten possibilities. On the other 
hand, a subset of participants claims to have 
never encountered the term ‘phishing’, yet 
paradoxically, they express confidence in their 
ability to explain it. However, their responses 
are incorrect when choosing the appropriate 
definition from ten options. This inconsistency 
highlights a potential gap in the participants’ 
understanding and recognition of phishing.

3.3 Research Tool and Ethics 
Approval

	 The primary tool for data collection 
was a structured questionnaire designed to  
assess various aspects of phishing risk awareness. 
Questions ranged from essential recognition of 
phishing attempts to more complex scenarios 
requiring the identification of subtle phishing 
cues. The questionnaire was rigorously vetted 
to ensure clarity, relevance, and unbiased 
data collection. Before its deployment, the 
research tool underwent a comprehensive 
ethical evaluation by the Human and Animal 
Research Ethics Committee. This full board 
review, completed on May 10, 2019, emphasized 
the ethical considerations crucial in research 
involving human participants. The approval, 
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valid through May 9, 2020, ensured that the 
study adhered to the highest research ethics 
standards, particularly regarding participant 
consent, confidentiality, and data security.

3.4 Data Analysis

	 ARM was the primary data analysis 
technique used in this study. ARM is a method 
in data mining that identifies interesting  
relationships, or associations, between variables 
in large datasets. In the analysis context of 
this research, ARM was employed to discover 
patterns in responses that could indicate  
varying levels of phishing risk awareness 
among the academic staff. The process of ARM 
involves three key steps: 1) data preparation 
(cleaning and organizing the collected data to 
ensure accuracy and compatibility with the 
mining process); 2) rule generation (utilizing 
algorithms to identify frequent itemsets and 
generate association rules from the data); and 
3) rule evaluation (assessing the generated  
rules to identify the most significant and  
relevant ones, based on measures like  
support, confidence, and lift). 

	 The support for each itemset to 
determine its frequency in the dataset was 
calculated to identify meaningful association  
rules. The formula used for calculating  
support is Support(X)= Number of transactions 
containing X/Total number of transactions. 
The support of an itemset X in the transaction  
dataset T is defined as the proportion of 
transactions in the dataset that contains the 
itemset. We then assessed the confidence 

of each rule to understand the conditional 
probability of occurrence. The confidence 
formula applied was Confidence(X⇒Y) = 
Support(X∪Y)/Support(X). Confidence of a rule 
X⇒Y is defined as the likelihood of finding 
the itemset Y in transactions because these 
transactions also contain the itemset X.

	 Finally, the lift of each rule was 
computed to measure its effectiveness  
compared to the baseline probability. The lift 
is calculated using the formula Lift(X⇒Y) = 
Confidence(X⇒Y)/Support(Y). Lift is a measure 
of the performance of a rule. It compares the 
rule’s confidence with the expected confidence,  
assuming that the itemsets X and Y are 
independent. A lift value of 1 indicates the 
independence of variables X and Y, signifying 
no association between them. A lift greater 
than 1 suggests a positive correlation, indicating 
that the occurrence of X will likely increase 
the likelihood of Y’s occurrence. Conversely, 
a lift value less than 1 denotes a negative 
correlation, implying that the presence of 
X is likely to decrease the likelihood of Y’s  
occurrence. The data analysis was conducted 
using RStudio, employing essential packages 
like ggplot2 for visualization, tidyverse for 
data manipulation, arules for association 
rule mining, and arulesViz for visualizing  
the association rules. These tools were  
instrumental in processing the varied nature  
of the responses, from categorical and boolean 
data to the more complex classifications of 
phishing risk perception. 
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4. Experimental Results

	 The application of association rule 
mining to the dataset revealed several  
significant patterns and associations related to 
phishing risk awareness among the academic 
staff. These findings provide insights into the 
levels of awareness and the factors influencing  
them. In applying association rule mining 
to identify the factors influencing ‘phishing 
awareness = high’ and ‘phishing awareness = 
low’, a critical adjustment was made in the 
analysis. For each set of generated association  
rules targeting either high or low phishing 
awareness, the rule about the target awareness  
level itself was excluded. This means that each 
category’s total count of relevant association 
rules was reduced by one. This adjustment 
was critical for ensuring that the analysis 
accurately reflected the actual influences 
of phishing awareness levels, excluding the 
target condition itself. The association rule 
mining procedure was implemented using 
distinct parameters: a support threshold of 
0.033 and a confidence level of 0.85 for high 
phishing awareness and a support threshold 
of 0.030 with the same confidence level 
for low phishing awareness. The rationale 
for setting higher support for the former 
was the greater volume of sampling data  
available for this group. These parameters 
were selected to guarantee that the derived 
rules were statistically significant and pertinent 
to the research objectives.

	 The analysis was further explored 
through visualizations created using ggplot 2. 

Graphs and charts illustrated the distribution 
of awareness levels and the correlations found 
in the ARM analysis. The comparative analysis 
with existing literature indicated that these 
patterns are consistent with global trends in 
phishing risk awareness. They also highlight 
unique aspects specific to the academic 
environment in Thailand.

4.1 Association Rules for High 
Phishing Awareness

	 Table 1 represents a collection of 
pivotal association rules extracted through 
data analysis to explore determinants  
contributing to high awareness of phishing  
threats. Each rule within the table is  
articulated through various attributes 
and quantified by three metrics: support,  
confidence, and lift. These rules encapsulate 
a diverse array of demographic and behavioral 
factors. For instance, the rule combining a low 
perceived frequency of observing phishing and 
a high perceived impact of phishing illustrates 
a robust correlation with elevated phishing 
awareness, evidenced by a support of 0.035, 
confidence of 0.93, and a lift of 2.4. Additionally,  
the data reveal that males possessing  
moderate perceived internet skills coupled 
with a high perceived impact of phishing are 
more likely to demonstrate high awareness 
of phishing risks, as indicated by a support 
of 0.045, confidence of 0.86, and lift of 2.2. 
Moreover, faculty members in the fields of 
Science and Technology, who have high  
perceived internet skills and phishing  
monitoring abilities, along with a high perceived 
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impact of phishing, show a strong association 
with high phishing awareness, reflected by 
a support of 0.040, confidence of 0.89, and 
a lift of 2.3. These findings underscore the 
multifaceted influences on phishing awareness 
and highlight the importance of considering a 
range of factors when designing interventions 
to enhance cybersecurity awareness. Table 1 
illustrates the nine critical association rules 
contributing to high phishing awareness levels.

	 Additional rules presented in the 
analysis delve into the impacts of age, gender,  
working period, and direct experiences with 
phishing, such as hearing about or being 
personally affected by phishing incidents. 
Each rule delineated in the study illustrates 

the intricate factors influencing phishing  
awareness, emphasizing cybersecurity  
education’s complex and layered aspects and 
the implications for policy within academic 
environments. These insights are crucial for 
developing targeted interventions and tailored  
training programs to enhance phishing  
awareness among university staff. Furthermore, 
these strategies could be adapted to benefit 
other vulnerable groups within the academic 
community, thereby broadening the scope  
of impact and reinforcing overall cybersecurity 
resilience. Figure 2 displays nine association 
rules specifically formulated to demonstrate  
their correlations with high phishing  
awareness.

Table 1.	 Nine principal association rules contributing to high phishing awareness

Association Rules Supp Conf Lift

Explaining Phishing, Perceived Phishing Observation Frequency=Low,  
Perceived Phishing Impact=High

0.035 0.93 2.4

Gender=M, Perceived Internet Skills=Moderate, Perceived Phishing Impact=High 0.045 0.86 2.2

Faculty=Science and Technology, Perceived Internet Skills=High, Perceived 
Phishing Monitoring Ability=High, Perceived Phishing Impact=High

0.040 0.89 2.3

Age=36 to 40, Working Period=6 to 10 years, Hearing of Phishing, Perceived 
Phishing Monitoring Ability=High

0.035 0.88 2.3

Working Period=6 to 10 years, Hearing of Phishing, Perceived Phishing  
Monitoring Ability=High, Perceived Phishing Impact=High

0.040 0.89 2.3

Gender=M, Working Period=6 to 10 years, Hearing of Phishing, Perceived 
Phishing Impact=High

0.035 0.88 2.3

Working Period=6 to 10 years, Hearing of Phishing, Tackling Phishing,  
Perceived Phishing Impact=High

0.035 0.93 2.3

Gender=M, Affected by Phishing, Perceived Internet Skills=Moderate,  
Perceived Phishing Impact=High

0.035 0.93 2.4

Gender=M, Observing Phishing, Perceived Internet Skills=Moderate, Perceived 
Phishing Impact=High

0.040 0.89 2.4
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4.2 Association Rules for Low 
Phishing Awareness

	 Table 2 presents a series of associa-
tion rules to pinpoint determinants associated 
with low phishing awareness, where lift values 
significantly exceeding 1 indicate a robust 
association. The results from the specific 
rules elucidated in this table reveal intriguing 
insights. For instance, individuals may be able 
to define phishing conceptually yet not regard 
it as a considerable threat, as indicated by a 
support of 0.030, a confidence of 0.86, and a 
lift of 7.5. Furthermore, possessing moderate 
perceived internet skills does not necessarily 
align with heightened awareness or concern 
regarding phishing risks, supported by a lift 
of 7.6. Additionally, the association between 

moderate perceived phishing monitoring ability 
and moderate internet skills further substanti-
ates the correlation with low awareness of 
phishing’s impact, demonstrated by a support 
of 0.032 and a confidence of 0.87. Notably, 
individuals who have been affected by phish-
ing and who observe phishing activities may 
still perceive the impact of phishing as low, 
suggesting a potential disconnection between 
personal experiences and risk awareness, with 
a support of 0.030, a confidence of 0.86, and 
a lift of 7.5. These findings highlight phishing 
awareness’s complexity and the need for 
targeted educational approaches to bridge the 
gap between knowledge and perceived threat 
levels. Table 2 represents the four essential 
association rules significantly influencing low 
phishing awareness levels.
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 Additional rules presented in the analysis delve into 
the impacts of age, gender, working period, and direct 
experiences with phishing, such as hearing about or being 
personally affected by phishing incidents. Each rule 
delineated in the study illustrates the intricate factors 
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cybersecurity education’s complex and layered aspects 
and the implications for policy within academic 
environments. These insights are crucial for developing 
targeted interventions and tailored training programs to 
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Table 2.	 Four crucial association rules contributing to low phishing awareness levels

Association Rules Supp Conf Lift

Defining Phishing, Perceived Phishing Impact=Low 0.030 0.86 7.5

Perceived Internet Skills=Moderate, Perceived Phishing Impact=Low 0.035 0.88 7.6

Perceived Internet Skills=Moderate, Perceived Phishing Monitoring Ability=Moderate, 
Perceived Phishing Impact=Low

0.032 0.87 7.5

Affected by Phishing, Observing Phishing, Perceived Phishing Impact=Low 0.030 0.86 7.5
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 These association rules highlight critical areas of 
concern in phishing awareness among university staff. 
Notably, these findings emphasize the complexity of 
phishing awareness and suggest that mere exposure to or 
understanding of phishing does not necessarily translate 
into a heightened perception of its risks. This table 
highlights the need for more in-depth and perhaps 
personalized educational strategies to enhance phishing 
awareness effectively, particularly among those who 
might underestimate its potential impact despite having 
some direct or indirect exposure. Figure 3 presents four 
association rules specifically established to reveal their 
correlations with low phishing awareness. 
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 Phishing attacks often target a broad range of 
individuals, regardless of their specific field of expertise. 
Awareness and vulnerability to these threats might be 
similarly universal across different faculties. In this case, if 
awareness training and cybersecurity policies are 
uniformly implemented across the university, irrespective 
of faculty, this could lead to a leveling effect where faculty 
affiliation becomes less relevant in determining 
awareness levels. This finding has important implications 
for developing phishing awareness programs in academic 
institutions. It suggests that efforts to enhance phishing 
awareness could be designed and implemented at the 
university-wide level rather than tailoring them to specific 
faculties. Several researchers also supported this view 
(Alabdan, 2020; Hillman, Harel, & Toch, 2023) and have 
argued that phishing tests and training can help immunize 
employees against phishing attacks and reduce 
undesirable online behaviors. This assertion is 
substantiated by Kenneth et al. (2023), who note that 
numerous respondents susceptible to social engineering 
through phishing emails advocate for implementing 
indoctrination and awareness campaigns targeting 
students. 
 
5.1 Study Limitations and Future Research 
 The study focused exclusively on academic staff in Thai 
universities, which may limit the generalizability of the 
findings to other demographic groups or geographical 
locations. Different cultural, educational, or technological 
environments might yield varying results. In addition, the 
reliance on self-reported data in the questionnaire raises 
the possibility of response biases. Participants might have 
overestimated or underestimated their awareness of 
phishing risks, impacting the accuracy of the findings. 
 In addition, the data was collected in a single year 
(2020), which does not account for potential changes in 
phishing tactics or awareness over time. Cyber threats 
evolve rapidly, as do awareness levels and behaviors in 
response to them. Besides, some questionnaire items, 
particularly those with boolean (yes/no) responses, may 
oversimplify the complex nature of phishing awareness. 
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	 These association rules highlight criti-
cal areas of concern in phishing awareness 
among university staff. Notably, these findings 
emphasize the complexity of phishing aware-
ness and suggest that mere exposure to or 
understanding of phishing does not neces-
sarily translate into a heightened perception 
of its risks. This table highlights the need for 
more in-depth and perhaps personalized 
educational strategies to enhance phishing 
awareness effectively, particularly among 
those who might underestimate its potential 
impact despite having some direct or indirect 
exposure. Figure 3 presents four association 
rules specifically established to reveal their 
correlations with low phishing awareness.

5. Discussion

	 Phishing attacks often target a broad 
range of individuals, regardless of their specific 
field of expertise. Awareness and vulner-
ability to these threats might be similarly 
universal across different faculties. In this 
case, if awareness training and cybersecurity 
policies are uniformly implemented across the 
university, irrespective of faculty, this could 
lead to a leveling effect where faculty affili-
ation becomes less relevant in determining 
awareness levels. This finding has important 
implications for developing phishing awareness 
programs in academic institutions. It suggests 
that efforts to enhance phishing awareness 
could be designed and implemented at the 
university-wide level rather than tailoring them 
to specific faculties. Several researchers also 
supported this view (Alabdan, 2020; Hillman, 

Harel, & Toch, 2023) and have argued that 
phishing tests and training can help immunize 
employees against phishing attacks and reduce 
undesirable online behaviors. This assertion is 
substantiated by Kenneth et al. (2023), who 
note that numerous respondents susceptible 
to social engineering through phishing emails 
advocate for implementing indoctrination and 
awareness campaigns targeting students.

5.1 Study Limitations and Future 
Research

	 The study focused exclusively on 
academic staff in Thai universities, which 
may limit the generalizability of the findings 
to other demographic groups or geographi-
cal locations. Different cultural, educational, 
or technological environments might yield 
varying results. In addition, the reliance on 
self-reported data in the questionnaire raises 
the possibility of response biases. Participants 
might have overestimated or underestimated 
their awareness of phishing risks, impacting 
the accuracy of the findings.

	 In addition, the data was collected in 
a single year (2020), which does not account 
for potential changes in phishing tactics or 
awareness over time. Cyber threats evolve 
rapidly, as do awareness levels and behaviors  
in response to them. Besides, some questionnaire  
items, particularly those with boolean 
(yes/no) responses, may oversimplify the 
complex nature of phishing awareness.  
Nuanced understandings or partial awareness 
might not have been adequately captured.
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5.2 Recommendations for Future 
Research

	 Future studies could expand the  
demographic scope to include a broader range 
of educational institutions, both within and 
outside Thailand, to test the applicability of 
these findings in different contexts. Besides, 
conducting longitudinal studies over several 
years would provide insights into how phishing 
awareness evolves and responds to changing  
cyber threat landscapes and awareness  
initiatives. Moreover, incorporating qualitative  
research methods, such as interviews or 
focus groups, could provide deeper insights 
into the reasons behind certain awareness 
levels and the effectiveness of different 
training approaches. Primarily, investigating  
the effectiveness of different phishing  
awareness and training programs would 
be valuable. This could involve assessing 
changes in awareness and behavior before and  
after such interventions.

6. Conclusion

	 The analysis conducted in this study 
reveals a nuanced understanding of the  
factors influencing phishing awareness among 
Thai university staff. Through the application  
of association rule mining, several key  
variables have been identified that significantly 
affect the levels of phishing awareness. These 
include demographic characteristics such 
as age and gender, behavioral factors like  
perceived internet skills, and direct experiences 
with phishing activities. The findings indicate 

that individuals who can conceptually define 
phishing may not necessarily perceive it as  
a significant threat. This suggests a disconnect 
between theoretical knowledge and perceived 
risk. Moreover, it was found that individuals 
with moderate perceived internet skills do 
not consistently demonstrate a heightened 
awareness or concern about phishing threats, 
highlighting a gap in the effectiveness of general 
internet skill levels to foster an understanding 
of cybersecurity risks.

	 Additionally, the study uncovered 
that direct experiences with phishing, such 
as being affected by or observing phishing 
attempts, do not always correlate with a high 
awareness of the impact of such threats. This 
counterintuitive result points to the need for 
more comprehensive education and training  
that increases awareness and enhances 
the understanding of the consequences of  
phishing. These findings have significant  
implications for cybersecurity policy and  
education within academic settings. They  
underscore the necessity for targeted  
educational interventions tailored to the 
specific needs and experiences of different 
groups within the university staff. By addressing  
the multifaceted nature of phishing  
awareness through customized training  
programs, institutions can better prepare 
their personnel to recognize and respond to  
phishing threats effectively, thereby enhancing  
the organization’s overall cybersecurity posture.

	 In conclusion, the study demonstrates 
the value of ARM in understanding complex 
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behavioral patterns in cybersecurity contexts. 
The insights gained are crucial for enhancing 
phishing awareness among academic staff and 
as a foundational step toward strengthening  
educational institutions’ cybersecurity posture.  
As cyber threats evolve, continuous research  
and adaptive strategies will be key in  
safeguarding sensitive information and  
maintaining the integrity of academic  
environments.
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บทคัดย่อ: การเปรียบคู่สายอักขระแบบประมาณเป็นหลักการสำ�คัญในการ
คน้หาข้อมลูทีอ่นญุาตใหม้ขีอ้ผิดพลาดในการสะกดคำ�หรือการพมิพผิ์ดได ้ซึง่ถกู
นำ�ไปประยกุต์ใชอ้ยา่งแพรห่ลายในงานดา้นฐานขอ้มลู ระบบสบืคน้ขอ้มลู และ
แอปพลิเคชันหรือบริการออนไลน์ต่างๆ อย่างต่อเนื่อง เพื่อเพิ่มประสิทธิภาพ 
ในการค้นหาให้รวดเร็วและตรงตามวัตถุประสงค์มากยิ่งขึ้น การพัฒนา 
ขัน้ตอนวธิใีหมจึ่งเปน็ความทา้ทายทีส่ำ�คญัในงานวจิยัด้านวทิยาการคอมพิวเตอร์ 
บทความวิจยันีน้ำ�เสนอโครงสรา้งขอ้มลูชนดิใหมส่ำ�หรบัการคน้หาแบบประมาณ 
เรียกว่า รายการผกผันแบบเดี่ยว ซึ่งออกแบบมาเพื่อรองรับการกำ�หนดระดับ
ความผิดพลาดที่ยอมรับได้ในการค้นหา พร้อมทั้งพัฒนาขั้นตอนวิธีการเปรียบ 
คู่สายอักขระแบบประมาณที่อิงกับโครงสร้างข้อมูลดังกล่าว ผลการวิเคราะห์ 
เชิงทฤษฎีแสดงให้เห็นว่า โครงสร้างข้อมูลท่ีนำ�เสนอสามารถสร้างได้ด้วย
ความซบัซอ้นเชงิเวลาในระดับเดยีวกบัความยาวของสายอักขระตน้แบบ และ 
ใชพ้ืน้ทีจั่ดเกบ็ขอ้มลูเทา่กบัผลรวมของความยาวสายอักขระและจำ�นวนอกัขระที่
ปรากฏจรงิ ขัน้ตอนวธิทีีพ่ฒันาขึน้สามารถดำ�เนนิการคน้หาไดด้ว้ยความซบัซอ้น 
เชิงเวลาเท่ากับผลคูณระหว่างความยาวของข้อความกับความยาวของ 
สายอักขระต้นแบบ ท้ังนี้สามารถกำ�หนดระดับความผิดพลาดที่ยอมรับได้ 
ในการค้นหา ผลการทดลองจากการพัฒนาโปรแกรมคอมพิวเตอร์เพื่อนำ�
ไปเปรียบเทียบกับขั้นตอนวิธีที่มีชื่อเสียงในปัจจุบัน พบว่าโครงสร้างข้อมูล 
ที่พัฒนาขึ้นใช้หน่วยความจำ�ในการประมวลผลน้อยที่สุด และข้ันตอนวิธีที ่
นำ�เสนอสามารถดำ�เนนิการคน้หาแบบประมาณไดอ้ยา่งมปีระสทิธภิาพ รวดเรว็
ใกล้เคียงกับขั้นตอนวิธีที่เร็วที่สุด และยังทำ�งานแบบเชิงเส้นอีกด้วย

ขั้นตอนวิธีการเปรียบคู่สายอักขระแบบประมาณโดยอาศัยรายการผกผันแบบเดี่ยว
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1. บทนำ�

	 หลกัการการเปรยีบคูส่ายอักขระแบบประมาณ 
(Approximate String Matching) หรือการเปรียบ
คู่สายอักขระแบบอนุญาตให้มีข้อผิดพลาด (String 
Matching with Allowed Errors) เป็นกระบวนการ
หรือการเทคนิคในการค้นหาสตริง (String) ที่ตรงกับ 
รปูแบบ (Pattern) โดยประมาณ ซึง่ขัน้ตอนวธิพียายาม
ค้นหาข้อความที่คล้ายคลึงกับข้อความที่กำ�หนดไว ้
โดยไมจ่ำ�เปน็ตอ้งตรงกนัท้ังหมด เพยีงตรงกบัเง่ือนไข
การอนุญาตใหผ้ดิพลาดได ้(Error Rate หรอื Distance) 
หลักการนีม้ปีระโยชนม์ากโดยเฉพาะเมือ่มีการพมิพผิ์ด 
สะกดคำ�ผดิ หรอืหาความคลา้ยคลงึกนัในทางตรรกะ 
ทีไ่ม่จำ�เปน็ต้องตรงกนัทุกอกัขระ ถูกนำ�ไปใชใ้นหลาย
วงการคอมพวิเตอร ์เชน่ การคน้หาขอ้มลูในฐานขอ้มลู 
การแกไ้ขขอ้ความทีผิ่ดพลาดในเอกสาร การตรวจสอบ
การสะกดคำ� และการปรับปรุงประสิทธิภาพในการ
คน้หาขอ้มลูของระบบสบืคน้ขอ้มลู (Search Engine) 
เช่น Google Search หรือแม้แต่ในเครื่องมือและ
บรกิารออนไลนท์ีใ่หบ้รกิารการจบัคู่สตรงิโดยประมาณ  
เช่น Google Docs และ Grammarly เป็นต้น

	 เมื่อพิจารณาลักษณะเฉพาะของหลักการ
เปรียบคู่สายอักขระแบบประมาณ คือ การค้นหา
อักขระแบบเดี่ยว (Single Pattern String) p = 
c

1
c

2
c

3
…c

m
 (โดยกำ�หนด p แทนอกัขระแบบเปา้หมาย

ที่ต้องการค้นหา ที่ c
1
c

2
c

3
…c

m
 คือ สายอักขระที่ต่อ

เนื่องกันทีละอักขระมีขนาดความยาว m) ที่ปรากฏ 
ในข้อความ (Text) T = t

1
t
2
t
3
…t

n
 ใดๆ (โดยกำ�หนด 

ให้ T คือข้อความหรือข้อมูลที่ประกอบด้วยอักขระ
ขนาดยาว n ตัว ท่ีต้องการนำ�อักขระแบบ p ไปค้นหา) 
โดยวตัถปุระสงคเ์พือ่พจิารณา p ปรากฏ ณ ตำ�แหนง่
ใดบ้างใน T โดยอนุญาตให้มีจำ�นวนอักขระที่เปรียบ 
คู่ไม่ตรงกันหรืออนุญาตให้ผิดพลาดไม่ตรงกันด้วย
ค่าตัวเลขจำ�นวนเต็ม d กลไกการแก้ปัญหาคือ  
นำ�เอาอักขระ c

1
c

2
c

3
…c

m
 เก็บไว้ในโครงสร้างข้อมูล 

ที่เหมาะสม เรียกว่า ส่วนเตรียมการประมวลผล  
(Pre-processing) จากนัน้สรา้งขัน้ตอนวธิค้ีนหาเรยีกวา่  
การค้นหาหรือแมชชิ่ง (Searching or Matching) 

	 ในช่วงเวลาที่ผ่านมา นักวิชาการทางด้าน
วิทยาการคอมพิวเตอร์พัฒนาโครงสร้างข้อมูลเพื่อ
รองรับการค้นหาขึ้นมาเป็นจำ�นวนมาก ดังปรากฏใน

Abstract: Approximate string matching is a fundamental technique in data retrieval that  
allows for typo errors or misspellings. It is widely applied in databases, search engines, and 
various applications or online services. To enhance the speed and accuracy of data retrieval, 
the development of new algorithms remains a significant challenge in computer science  
research. This paper introduces a novel data structure for approximate search, called the Single 
Inverted List, which supports a configurable level of error tolerance. Based on this structure, 
a new approximate string matching algorithm is developed. Theoretical analysis shows that 
the proposed structure can be constructed with time complexity proportional to the length 
of the pattern string and requires storage space equal to the sum of the pattern length and 
the number of distinct characters. The proposed algorithm achieves search performance with 
time complexity proportional to the product of the text length and the pattern length, while 
also supporting error-tolerant matching. Experimental results demonstrate that the proposed 
structure consumes the least memory compared to well-known existing algorithms, and the 
developed algorithm performs approximate searches efficiently, nearly as fast as the fastest 
existing methods, while maintaining linear-time performance.
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สรุปโครงสร้างข้อมลูในคู่มอืการเปรยีบคู่ Navarro & 
Raffinot (2002) เช่น ใช้ออโตเมตัน (Automaton) 
ตารางการแฮช (Hashing Table) และตารางการแมช
หรือไม่แมช (Matched or Mismatched Table) 
เป็นต้น ขั้นตอนวิธีค้นหาที่ใช้แก้ปัญหาน้ีที่ได้รับ 
ความนิยม ได้แก่ 

	 1) Levenshtein Distance (Levenshtein, 
1966)) เปน็ข้ันตอนวิธทีีวั่ดระยะหา่งระหวา่งสองสตรงิ 
โดยพจิารณาจำ�นวนการลบ เพิม่ หรอืแทนทีต่วัอกัษร
ที่จำ�เป็นเพื่อให้สองสตริงตรงกัน 

	 2) Damerau-Levenshtein Distance 
เป็นขั้นตอนวิธีที่ขยาย Levenshtein Distance  
โดยพิจารณาการสลับที่ตำ�แหน่งของตัวอักษรด้วย 

	 3) Needleman-Wunsch Algorithm 
(Needleman & Wunsch, 1970) เป็นขั้นตอน 
วธิทีีค่น้หาการจบัคูส่ตริงโดยประมาณโดยใช้การคน้หา
แบบไดนามิก 

	 4) Smith-Waterman Algorithm (Smith 
& Waterman, 1981) เป็นขั้นตอนวิธีที่คล้ายกับ 
Needleman-Wunsch Algorithm แตพิ่จารณาค่าน้ำ�
หนักของตัวอักษรแต่ละตัวในการจับคู่สตริง เป็นต้น 
การศึกษาวจัิยเพ่ือพัฒนาขัน้ตอนวธิกีารเปรยีบคูแ่บบ
ประมาณ มีการศึกษามาก่อนเป็นเวลานานมาแล้ว  
ทีน่า่สนใจไดแ้ก ่ในงานวจิยัของ Levenshtein (1965), 
Gusfield (1997), และ Karp & Rabin (1987) ซึ่งมี
คำ�อธบิายโดยละเอยีดปรากฎในหนงัสอืของ Navarro 
& Raffinot (2002) 

	 จากนั้นมีการพัฒนาเนื้อหามาโดยตลอด
จนกระทั่งถึงปัจจุบันก็ยังมีการศึกษาท่ีน่าสนใจ เช่น 
แสดงใน Uhlig et al. (2023) Khan, Halim, & Baig 
(2023), Faro & Scafiti (2022) และ Dondi, Mauri, 
& Zoppis (2022) ซึ่งจะพบว่าโดยส่วนมากแล้ว 
ขั้นตอนวิธีในปัจจุบันจะนำ�เทคนิคโครงสร้างข้อมูล
และขัน้ตอนวธิทีีพ่ฒันาไวแ้ลว้มาทำ�งานร่วมกบัรว่มกบั

ปญัญาประดษิฐ ์(Artificial Intelligence) (รายละเอยีด
แสดงในงานวจัิยของ Uhlig et al. (2023)) และเทคนคิ
ต่างๆ เช่น กราฟ (รายละเอียดแสดงในงานวิจัยของ 
Khan, Halim, & Baig (2023) และ Dondi, Mauri, 
& Zoppis (2022)) เพื่อเพิ่มประสิทธิภาพการค้นหา
ใหร้วดเรว็มากยิง่ขึน้ โดยงานวจิยัของ Boguszewski, 
Szymański, & Draszawka, (2016) ใช้พจนานุกรม
พัฒนาต่อยอดวิธี Levenshtein Distance เพิ่มขึ้น  
ในขณะที่งานวิจัยของ Abraham & Raj (2014)  
พฒันาวธิ ีLongest Subsequence (LCS) เพือ่สรา้ง
การตรวจจับข้อความที่หลอกลวงต่างๆ เป็นต้น

	 จากการศึกษาข้างต้นพบว่า นักวิจัยพัฒนา
โครงสร้างข้อมูลรวมถึงขั้นตอนวิธีในการแก้ปัญหา 
การเปรยีบคูส่ายอกัขระแบบประมาณกันอยา่งตอ่เนือ่ง  
และแมว้า่จะเปน็หลักการทีไ่ดศ้กึษาพัฒนากันมาเปน็
เวลานานแล้ว แต่อย่างไรก็ตามปัญหานี้ก็ยังคงอยู่
ในความสนใจของนักวิจัยอยู่ตลอดเวลา ฉะนั้น การ
พัฒนาโครงสร้างข้อมูลและขั้นตอนวิธีการแก้ปัญหา
การเปรียบคู่สายอักขระแบบประมาณแบบใหม่  
จงึยงัมคีวามจำ�เปน็และเปน็ทีต่อ้งการอยา่งยิง่ งานวิจยันี ้
อาศัยแรงบันดาลใจจากงานวิจัยของ Khancome 
& Boonjing (2010) ซึ่งได้ออกแบบรายการผกผัน 
(Inverted Lists) สำ�หรับแก้ปัญหาการเปรียบคู่สาย
อกัขระแบบไมอ่นญุาตใหผ้ดิได ้ซึง่ทำ�ใหเ้กดิโครงสรา้ง
ข้อมูลใหม่เพ่ือใชใ้นการสรา้งขัน้ตอนวิธกีารเปรยีบคูส่าย 
อักขระแบบเดี่ยวได้อย่างมีประสิทธิภาพ 

	 ดังนั้น ผู้วิจัยจึงนำ�แนวคิดโครงสร้างข้อมูล
จากงานวิจัย Khancome & Boonjing (2010) 
มาพัฒนาโครงสร้างข้อมูลแบบใหม่ เพ่ือใช้สำ�หรับ
การค้นหาข้อมูลสายอักขระแบบประมาณ โดยมี 
รายละเอียดดังนี้ 

	 1) กระบวนการพัฒนาโครงสรา้งข้อมลูแบบ
ใหม ่เรยีกว่า รายการผกผนัแบบเด่ียวเพือ่การเปรยีบ
คู่สายอักขระแบบประมาณ และ 
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	 2) การพัฒนาขั้นตอนวิธีการเปรียบคู่สาย
อักขระแบบประมาณโดยใชโ้ครงสรา้งขอ้มลูชนดิใหม่
ที่พัฒนาขึ้น 

	 ทัง้นี ้เปน็การพฒันาโครงสรา้งขอ้มลูแบบใหม่
ภายใตส้มมตฐิานทีว่า่ โครงสรา้งข้อมลูใหม่ท่ีพฒันาขึน้
จะมปีระสทิธภิาพทัง้ความซบัซอ้นดา้นเวลาและเนือ้ท่ี 
สามารถนำ�ไปปรับใช้ในสาขาวิทยาการคอมพิวเตอร์
ที่เกี่ยวข้องกับการเปรียบคู่โดยประมาณได้ รวมถึงมี
ความยืดหยุ่น รองกับการค้นหาที่รวดเร็วข้ึน ค้นหา
ข้อมูลทั้งการเปรียบคู่สายอักขระแบบโดยกำ�หนดค่า
ความผิดพลาดได้แบบยืดหยุ่น มีประสิทธิภาพ 

2. แนวคิดทฤษฎีที่ใช้ในงานวิจัย

	 สำ�หรับการออกแบบงานวิจัยใหม่ครั้งนี้ 
คณะผู้วิจัยได้นำ�หลักการการสร้างรายการผกผัน 
พืน้ฐานทีเ่กดิจากการนำ�โครงสร้างขอ้มลูที ่Khancome  
& Boonjing (2010) ออกแบบไว้ นำ�มาต่อยอด 
เพื่อพัฒนาขั้นตอนวิธีใหม่ โดยอาศัยตารางการแฮช
เพือ่จัดเกบ็และเขา้ถึงขอ้มลู นำ�เสนอรายละเอยีดดงันี้

2.1 รายการผกผัน (Inverted Lists: 
IVL)

	 รายการผกผัน คอืโครงสร้างขอ้มูลทีอ่อกแบบ
โดย Khancome & Boonjing (2010) ซึง่ออกแบบไว้
เพือ่ใชส้ำ�หรบัแกป้ญัหาทางดา้นค้นหาสายอกัขระแบบ
ทีป่รากฏในขอ้ความ (Text) ในขัน้ตอนวธิเีปรียบคูส่าย
อักขระแบบตรงกนัท้ังหมด (Exact String Matching 
Algorithm) ด้วยการนำ�สายอักขระแบบ (Pattern 
of String) มาเขียนให้อยู่ในรูปแบบตารางขนาด 2 
คอลัมน์ โดยคอลัมน์แรกคือ Σ ใช้บรรจุอักขระเดี่ยว 
(Single Character) ทีป่รากฏในอักขระแบบที่นำ�มา
พจิารณา สว่นคอลมันท์ีส่องชือ่ IVL ใชบ้รรจตุำ�แหนง่
ของอักขระเดี่ยวที่สอดคล้องกับคอลัมน์แรก 

	 กลไกการออกแบบรายการผกผัน เริ่มต้น
จากการนำ�แนวคดิของหลกัการดชันผีกผนั (Inverted 

Index) ซึง่เปน็หลกัการท่ีมปีระสทิธิภาพสงูสำ�หรบัการ
ออกแบบการจัดเก็บดัชนีของการจัดเก็บและค้นคืน 
เอกสาร หลักการของดัชนีผกผันจะให้หมายเลข 
แกเ่อกสาร และระบตุำ�แหนง่ของแตล่ะคำ�หรอืขอ้ความ
ทีป่รากฏในเอกสาร จากนัน้นำ�หมายคำ�ต่างๆ เหล่านัน้ 
มาสร้างเป็นดัชนีเพื่อให้สามารถถึงเอกสารได้เร็ว
ขึ้น เขียนโครงสร้างในรูปแบบ “<หมายเลขเอกสาร,  
คำ�ทีป่รากฏ:ตำ�แหนง่ทีป่รากฏ>” เรยีกคำ�ทีป่รากฏวา่ 
คีย์เวิร์ดหรือคำ�ศัพท์ โดยระบุคู่กับตำ�แหน่งที่ปรากฏ
ในเอกสารที่แสดงแนวคิดการสร้างอักขระแบบให้ 
อยูใ่นรปูแบบดงักลา่ว โดย Khancome & Boonjing  
(2010) ได้นำ�อักขระแบบเป้าหมายมาพิจารณา 
และเขียนให้อยู่ในรูปแบบรายการผันด้วยการระบุ 
อกัขระเด่ียวทีป่รากฏในอกัขระ โดยมรีปูแบบ “<ตำ�แหนง่
ที่ปรากฏ:สถานะเป็นตัวสุดท้ายของอักขระแบบ 
หรือไม่ (0=ไม่ใช่/1=ใช่)>” นำ�เสนอตัวอย่างรายการ
ผกผันของอักขระแบบพอสังเขป ดังตัวอย่างที่ 1 

	 ตัวอย่างที่ 1 กำ�หนดให้อักขระแบบ p = 
CCOMZ สามารถแสดงรายการผกผันของ p ได้ดัง
ตาราง 1

ตาราง 1	 รายผกผันของอกัขระแบบ p = CCOMZ

Σ IVL
C <1:0>, <2:0>

O <3:0>

M <4:0>

Z <5:1>

	 จากตารางที่ 1 อธิบายได้ว่า อักขระแบบ 
CCOMZ มีอักขระเดี่ยวที่ปรากฏในอักขระแบบคือ 
C, O, M และ Z ซึ่งถูกนำ�มาเขียนบรรจุในตาราง  
ดังแสดงในคอลัมน์แรก Σ จากนั้นพิจารณาตำ�แหน่ง 
ทีป่รากฏของอกัขระแตล่ะตวัทีป่รากฏในอกัขระแบบ 
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ดังกล่าว จะพบกว่า อักขระ C ปรากฏที่ตำ�แหน่ง 
1 และ 2 ส่วน O ปรากฏในตำ�แหน่งที่ 3 อักขระM 
ปรากฏในตำ�แหน่งที่ 4 และ Z ปรากฏในตำ�แหน่งที่ 
5 พิจารณาสถานะการเป็นอักขระตัวสุดท้ายของ
อักขระแบบหรือไม่จะพบว่า C O และ M ไม่ใช่
อักขระสุดท้ายของอักขระแบบจึงกำ�หนดสถานะ
คือ 0 แต่ Z เป็นอักขระตัวสุดท้ายของอักขระแบบนี้  
จึงกำ�หนดสถานะเป็น 1 อักขระทั้งหมดจึงถูกเขียน 
ในรูปแบบ อักขระเดี่ยวที่ปรากฏในอักขระแบบ: 
<ตำ�แหนง่ทีป่รากฏ:สถานะเป็นตวัสดุทา้ยของอกัขระ
แบบหรือไม่ (0=ไม่ใช่/1=ใช่)> ดังแสดงในตาราง 
ดังกล่าวข้างต้น 

2.2 ตารางการแฮช (Hashing Table)

	 หลักการแฮช (Hashing Principle) หรือ
ตารางการแฮช คอืหลักการสรา้งและออกแบบโครงสรา้ง
ขอ้มลูจดัเกบ็ในรปูแบบตารางเพือ่สนบัสนนุการคน้หา
และเขา้ถงึขอ้มลูในโครงสรา้งดว้ยคา่ความซบัซอ้น O(1) 
องค์ประกอบของหลักการน้ี มี 2 ส่วนคือการสร้าง
ฟังก์ชันคีย์ เรียกว่าแฮชฟังก์ชัน (Hash Function) 
และตารางเก็บข้อมูล (Bucket of Data) โดยที่ผล
การของนำ�ค่าคีย์สำ�หรับค้นหา (Data Search) นำ�
มาคำ�นวณผา่นแฮชฟงักช์นั จะไดผ้ลลพัธเ์ปน็ตำ�แหนง่
ของการจัดเก็บข้อมูล แสดงแนวคิดของโครงสร้าง 
ดังกล่าว ดังภาพประกอบ 1 

	 จากแนวคิดในภาพประกอบ 1 งานวิจัยนี้ 
ได้นำ�เสนอรูปแบบของการแสดงรายการผกผัน  
(แสดงในหัวข้อ 2.1) โดยใช้ Character (Wλ) เป็น
ฟงักช์นัการแฮช เพือ่เขา้ถงึตารางการแฮชในสว่นของ 
Bucket of Data ในภาพประกอบดงักลา่ว โดยที ่Wλ 
คอือกัขระเดีย่วทีป่รากฏในอกัขระแบบ p ใดๆ แนวคดิ
การเข้าถึงข้อมูลและการเปรียบเทียบตัวอักขระเพื่อ 
จะนำ�ไปวิเคราะห์การค้นพบ แสดงตัวอย่างการสร้าง
ตารางการแฮชของรายการผกผัน p = CCOMZ 
ประกอบการเข้าถึงดว้ยข้อความ T ดงัภาพประกอบ 2

	 จากแนวคิดการสร้างตารางการแฮชแบบนี้
กับรายการผกผันที่ได้นำ�เสนอไปแล้ว ทำ�ให้สามารถ
เข้าถึงข้อมูลเพื่อเปรียบเทียบในขั้นตอนวิธีการค้นหา
สามารถทำ�ไดด้ว้ยค่าความซับซ้อน O(1) โดยใช้เนือ้ที่
จดัเก็บเปน็ O(n) ซึง่จะไดแ้สดงการพิสจูนแ์ละนำ�เสนอ
ในลำ�ดับต่อไป 

	 จากแนวคิดดังกล่าว Khancome &  
Boonjing (2010) ได้นำ�ไปออกแบบขั้นตอนวิธีการ 
เปรียบคู่แบบตรงกัน (Exact String Matching  
Algorithms) จำ�นวน 2 ขั้นตอนวิธี ทำ�งานด้วยความ
ซับซ้อนขั้นตอนวิธีแบบ Prefix Approach ค้นหา
ข้อมูล O(mn) กับขั้นตอนวิธี Suffix Approach 
ค้นหาข้อมูลด้วยความซับซ้อน O(n/m) โดยขั้นตอน
วธิทีัง้สองใช้โครงสรา้งรายการผกผนัทีส่รา้งขึน้ทำ�งาน
ดว้ยคา่ความซบัซ้อน โดยพฒันาโปรแกรมเปรยีบเทียบ

 จากตารางที่ 1 อธิบายไดวา อักขระแบบ CCOMZ มีอักขระเด่ียวที่ปรากฏในอักขระแบบคือ C, O, M และ Z 

ซึ่งถูกนํามาเขียนบรรจุในตาราง ดังแสดงในคอลัมนแรก ∑ จากนั้นพิจารณาตําแหนงที่ปรากฏของอักขระแตละตัวที่

ปรากฏในอักขระแบบดังกลาว จะพบกวา อักขระ C ปรากฏที่ตําแหนง 1 และ 2 สวน O ปรากฏในตําแหนงที่ 3 อักขระ

M ปรากฏในตําแหนงที่ 4 และ Z ปรากฏในตําแหนงที่ 5  พิจารณาสถานะการเปนอักขระตัวสุดทายของอักขระแบบ

หรือไมจะพบวา C O และ M ไมใชอักขระสุดทายของอักขระแบบจึงกําหนดสถานะคือ 0 แต Z เปนอักขระตัวสุดทาย

ของอักขระแบบนี้  จึงกําหนดสถานะเปน 1 อักขระทั้งหมดจึงถูกเขียนในรูปแบบ อักขระเด่ียวที่ปรากฏในอักขระ

แบบ:<ตําแหนงที่ปรากฏ:สถานะเปนตัวสุดทายของอักขระแบบหรือไม (0=ไมใช/1=ใช)> ดังแสดงในตารางดังกลาว

ขางตน  

 2.2 ตารางการแฮช (Hashing Table) 
หลักการแฮช (Hashing Principle) หรือตารางการแฮช คือหลักการสรางและออกแบบโครงสรางขอมูลจัดเก็บ

ในรูปแบบตารางเพื่อสนับสนุนการคนหาและเขาถึงขอมูลในโครงสรางดวยคาความซับซอน O(1) องคประกอบของ

หลักการนี้ มี 2 สวนคือการสรางฟงกชันคีย เรียกวาแฮชฟงกชัน (Hash Function) และตารางเก็บขอมูล (Bucket of 

Data) โดยที่ผลการของนําคาคียสําหรับคนหา (Data Search) นํามาคํานวณผานแฮชฟงกชัน จะไดผลลัพธเปน

ตําแหนงของการจัดเก็บขอมูล แสดงแนวคิดของโครงสรางดังกลาว ดังภาพประกอบ 1   

 

 
ภาพประกอบ 1  แนวคิดการสรางตารางการแฮช 

 

  จากแนวคิดในภาพประกอบ 1 งานวิจัยนี้ไดนําเสนอรูปแบบของการแสดงรายการผกผัน (แสดงในหัวขอ 

2.1) โดยใช Character ( w ) เปนฟงกชันการแฮช เพื่อเขาถึงตารางการแฮชในสวนของ Bucket of Data ใน

ภาพประกอบดังกลาว โดยที่ w คืออักขระเด่ียวที่ปรากฏในอักขระแบบ p ใดๆ แนวคิดการเขาถึงขอมูลและการ

เปรียบเทียบตัวอักขระเพื่อจะนําไปวิเคราะหการคนพบ แสดงตัวอยางการสรางตารางการแฮชของรายการผกผัน p = 

CCOMZ  ประกอบการเขาถึงดวยขอความ T ดังภาพประกอบ 2 

 

ภาพประกอบ 1 แนวคิดการสร้างตารางการแฮช  
ภาพประกอบ 2 แนวคิดการสรางตารางการแฮชสําหรับการเปรียบคูแบบประมาณ 

 
จากแนวคิดการสรางตารางการแฮชแบบนี้กับรายการผกผันที่ไดนําเสนอไปแลว ทําใหสามารถเขาถึงขอมูล

เพื่อเปรียบเทียบในขั้นตอนวิธีการคนหาสามารถทําไดดวยคาความซับซอน O(1) โดยใชเนื้อที่จัดเก็บเปน O(n) ซึ่งจะ

ไดแสดงการพิสูจนและนําเสนอในลําดับตอไป  
จากแนวคิดดังกลาว Khancome & Boonjing (2010) ไดนําไปออกแบบขั้นตอนวิธีการเปรียบคูแบบ

ตรงกัน (Exact String Matching Algorithms) จํานวน 2 ขั้นตอนวิธี ทํางานดวยความซับซอนขั้นตอนวิธีแบบ Prefix 
Approach คนหาขอมูล O(mn) กับขั้นตอนวิธี Suffix Approach คนหาขอมูลดวยความซับซอน  O(n/m) โดยขั้นตอน

วิธีทั้งสองใชโครงสรางรายการผกผันที่สรางขึ้นทํางานดวยคาความซับซอน  𝑂(𝑚 + ∑) โดยพัฒนาโปรแกรม

เปรียบเทียบกับขั้นตอนวิธีการเปรียบคูแบบตรงกันทั้งหมด เชน Boyer-Moor(BM), KMP(Knuth-Morris-Pratt) และ 

BruceForce(BF) ซึ่งไมสามารถรองรับการคนหาแบบประมาณดังงานวิจัยใหมนี้ได  
ดังนั้น งานวิจัยใหมนี้นําหลักการดังกลาวสรางตารางการแฮชเก็บรายการผกผันดังกลาว เพื่อรองรับการคนหา

เปรียบเทียบแบบประมาณหรืออนุญาตใหมีคาความผิดพลาดในการคนหาได ทั้งนี้เพื่อใหการออกแบบและเขาถึงขอมูล

ผานตารางไดสะดวกรวดเร็วและมีประสิทธิภาพจึงออกแบบตารางดังกลาวดวยตารางการแฮช คลายกับงานวิจัย 

Khancome & Boonjing (2010) เฉพาะบางสวนของตารางรายการผกผันเทานั้น แตหากขั้นตอนวิธีที่นําเสนอ

เปนขั้นตอนวิธีใหมที่ใชสําหรับการเปรียบคูคนหาแบบประมาณที่อนุญาตใหระบุคาความผิดพลาดได และไดทดลอง

เปรียบเทียบกับขั้นตอนวิธีที่มีช่ือเสียงของกลุมงานวิจัยที่เก่ียวของดานนี้เทานั้น 
 
3. วิธีการดําเนินการวิจัย 

3.1 ขั้นตอนการสรางโครงสรางขอมูล 
เบ้ืองตน กําหนดให p  คือสายอักขระจาก c1, c2, …, cm ที่อยูภายใต ∑ เมื่อ ∑ คือเซตของอักขระที่ปรากฏ

ใน  p    
นิยามท่ี 1 คําสําคัญของอักขระแบบ 𝜔 คือ p ประกอบดวยคําสําคัญ 

0,1aw , 
0,2bw , 

0,3cw , …, 
1,...m

w  เมื่อ 

0,knw หรือ 
1,knw  ใด ๆ คือ  ck  โดยที่ k คือตําแหนงที่ปรากฏอยูใน p ;  0 หรือ 1 คือสถานะที่ระบุการเปนอักขระ

สุดทายของ ck ใน p ถาไมใชอักขระสุดทายระบุ 0 หรือระบุ 1 หากเปนอักขระสุดทาย   
  = 

0,1aw ,
0,2bw ,

0,3cw , …,
1,...m

w                         (1) 
  

ภาพประกอบ 2 แนวคิดการสร้างตารางการแฮช
สำ�หรับการเปรียบคู่แบบประมาณ
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กับขั้นตอนวิธีการเปรียบคู่แบบตรงกันทั้งหมด เช่น 
Boyer-Moor(BM), KMP(Knuth-Morris-Pratt) และ 
BruceForce(BF) ซึง่ไมส่ามารถรองรบัการคน้หาแบบ
ประมาณดังงานวิจัยใหม่นี้ได้ 

	 ดังนั้น งานวิจัยใหม่นี้นำ�หลักการดังกล่าว
สร้างตารางการแฮชเก็บรายการผกผันดังกล่าว เพื่อ
รองรับการค้นหาเปรียบเทียบแบบประมาณหรือ
อนุญาตให้มีค่าความผิดพลาดในการค้นหาได้ ทั้งน้ี 
เพื่อให้การออกแบบและเข้าถึงข้อมูลผ่านตาราง
ได้สะดวกรวดเร็วและมีประสิทธิภาพจึงออกแบบ
ตารางดังกล่าวด้วยตารางการแฮช คล้ายกับงานวิจัย 
Khancome & Boonjing (2010) เฉพาะบางส่วน 
ของตารางรายการผกผันเท่าน้ัน แต่หากขั้นตอน 
วธิทีีน่ำ�เสนอเปน็ขัน้ตอนวธิใีหมท่ีใ่ชส้ำ�หรบัการเปรยีบ 
คูค่น้หาแบบประมาณท่ีอนุญาตให้ระบคุ่าความผดิพลาด 
ได้ และได้ทดลองเปรียบเทียบกับขั้นตอนวิธีที่มี 
ชื่อเสียงของกลุ่มงานวิจัยที่เกี่ยวข้องด้านนี้เท่านั้น

3. วิธีการดำ�เนินการวิจัย

3.1 ขั้นตอนการสร้างโครงสร้างข้อมูล

	 เบื้องต้น กำ�หนดให้ p คือสายอักขระจาก  
c

1
, c

2
, …, c

m
 ที่อยู่ภายใต้ ∑ เมื่อ ∑ คือเซตของ

อักขระที่ปรากฏใน p 

	 นิยามที่ 1 คำ�สำ�คัญของอักขระแบบ คือ 
p ประกอบด้วยคำ�สำ�คัญ 

0,1aw , 
0,2bw , 

0,3cw , …, 

1,...m
w  เมือ่ 

0,knw หรอื 
1,knw  ใดๆ คือ c

k 
โดยที่ k คือ

ตำ�แหน่งท่ีปรากฏอยูใ่น p ; 0 หรือ 1 คอืสถานะท่ีระบุ
การเป็นอักขระสุดท้ายของ c

k
 ใน p ถ้าไม่ใช่อักขระ

สุดท้ายระบุ 0 หรือระบุ 1 หากเป็นอักขระสุดท้าย 

	 ω  = 
0,1aw ,

0,2bw ,
0,3cw , …,

1,...m
w  	(1)

	 ตวัอยา่งที ่1 แสดงคำ�สำ�คัญของอกัขระแบบ 
p=aabcz ซึ่งจะได้ 

0,1aw = a, 
0,2bw = a, 

0,3cw = b, 

0,4dw = c และ 
1,5ew = z เขยีนเปน็ในรปูแบบคำ�สำ�คัญ

ได้ดังนี้

	 ω  = a
1,0 

a
2,0 

b
3,0 

c
4,0 

z
5,1

	 นิยามที่ 2 รายการผกผัน L ของ ω
 
เกิด

จากนำ�แต่ละ
0,ελ

w  หรือ 
1,ελ

w  ใดๆ ที่อยู่ใน ω  มา
เขียนในรูปแบบ >< 0:: ελw  หรือ >< 1:ε  ซึง่

	 ωL = >< 0:1:aw >< 0:2:bw , 
>< 0:3:cw ,…, >< 1::... mw  		  (2)

	 ตวัอยา่งที ่2 แสดงรายการผกผนัของอกัขระ
แบบ p=aabcz ได้ดังนี้

	 ωL = a:<1:0>, a:<2:0>, b:<3:0>, c:<4:0>, 
z:<5:1>

	 นิยามที่ 3 จากนิยาม 2 ให้ 
0λ

I  แทน 
>< 0:i  และ 

1λ
I  แทน >< 1:i  ของ λw  ใดๆ 

ดังนั้น 

	 λw  : 
0λ

I  หรือ λw  : 
1λ

I  	  (3)

	 นยิามที ่4 ตารางรายการผกผนั τ  คือตาราง
การแฮชทีป่ระกอบดว้ย 2 คอลัมนคื์อ λw  และ 

0λ
I

/
1λ

I (4)

	 ตัวอย่างที่ 3 แสดงตารางรายการผกผัน τ  
ของอักขระแบบ p=aabcz
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	 ทฤษฎีบท 1 การเข้าถึงรายการผกผัน 
0λ

I  
หรือ 

1λ
I  ใน τ  มีความซับซ้อนด้านเวลา O(1)

	 พสิจูน ์กำ�หนด f(x) เปน็ฟงักช์นัการแฮช; ให ้

0λ
w  คอื คยีเ์ขา้ถงึ 

0λ
I  และ 

1λ
w  คือ คย์ีเขา้ถงึ 

1λ
I  

ดงันัน้ การเขา้ถงึตารางการแฮช τ  ตามคณุสมบตัขิอง
ตารางการแฮช ทำ�ให้ การเข้าถึง 

0λ
I  จาก f(

0λ
w ) 

หรือ 
1λ

I  จาก f(
1λ

w ) มีความซับซ้อน O(1) #

	 กลไกการทำ�งานของขัน้ตอนวธิ ีเร่ิมจากสร้าง
ตาราง τ  ใหส้ามารถครอบคลมุการบรรจอุกัขระทกุตวั
ทีจ่ะใชง้าน (∑) จากอา่นอกัขระทลีะอกัขระจากอกัขระ
แบบสร้าง รายการผกผัน 

0λ
I  หรือ 

1λ
I  บรรจุลง 

ใน τ  จนครบทุกอักขระ ขั้นตอนวิธีแสดงได้นี้

	 จากข้ันตอนวิธีใน Algorithm 1 พบว่า  
มคีวามซบัซอ้นดา้นเวลาคอื O(m) พสิจูน์ไดด้งัทฤษฎ ี
บท 2 ความซับซ้อนด้านเนื้อที่เป็น O(1) เนื่องจากใช้
ตารางการแฮช ตามนิยาม 4 ที่มีจำ�นวนแถวเท่ากับ 
∑ เท่านั้น

	 ทฤษฎีบท 2 สว่นเตรยีมการการประมวลผล
เพือ่สรา้งตารางรายการผกผนัสำ�หรบัการเปรยีบคูโ่ดย
ประมาณใช้เวลา O(m) ด้วยเนื้อที่ 0(∑+m)

	 พิสูจน์ จาก Algorithm 1 ที่ p=c
1
, c

2
, 

c
3
, …, c

m
 ซึ่ง มีความยาว m บรรทัดที่ 1 การสร้าง

ตารางเพือ่เก็บรายการผกผนัและ บรรทดัที ่2 กำ�หนด
ตวัแปรเริม่ตน้ ตา่งทำ�ดว้ยความซบัซอ้นคา่คงที ่O(1) 
ลูป While จะวนเท่ากับจำ�นวนอักขระแบบ คือ m 
รอบ ซึ่งความซับซ้อนเท่ากับ O(m) บรรทัดที่ 4 เข้า
ถึงตารางเพือ่การเพิม่รายการผกผัน ซ่ึงเข้าถึงรายการ
ผกผันด้วย O(1) ตามทฤษฎีบท 1 ขณะที่บรรทัดที่ 
ทำ�งานที ่O(1) ซ่ึงทำ�เทา่กบั m ครัง้ภายในลปู While 

	 ดังนั้น ความซับซ้อนด้านเวลาสำ�หรับสร้าง
รายการผกผันบรรจลุง 

0λ
I  และ 

1λ
I จงึเทา่กบั O(m) 

สำ�หรับความซับซ้อนด้านเนื้อที่จะต้องมี 2 คอลัมน์  
∑ ในขณะที่รายการผกผันที่สร้างข้ึนมีค่าเท่ากับ 
m รายการ ซึ่งทำ�ให้ความซับซ้อนด้านเน้ือที่คือ 
0(∑+m)#

ตาราง 2	 ตารางรายผกผันของอักขระแบบ p = aabcz

Character ( λw ) Inverted Lists (
0λ

I /
1λ

I  )

a <1:0>,<2:0>

b <3:0>

c <4:0>

z <5:1>

Algorithm 1: Inverted-List Table (p = c1, c2, c3, ..., cm)
1:	 Create table for all alphabet over ∑
2:	 j = 1
3:	 While (j ≤ m) Do 
4:		  Create inverted list of char (Cj) and add to at suitable field 

0λ
I or

 1λ
I

5:		  j ← j + 1
6:	 End of While
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3.2 ขั้นตอนวิธีการค้นหาแบบประมาณ

	 เนือ้สว่นนีน้ำ�เสนอสว่นสำ�คญักอ่นพจิารณา
ขัน้ตอนวธิกีารเปรียบคู่แบบประมาณทีส่รา้งขึน้จำ�เป็น
ต้องแสดงการพิสูจน์บทแทรก และกำ�หนดนิยามที่
เกี่ยวข้องเพื่อให้การอธิบายขั้นตอนวิธีและตัวอย่าง
การค้นหาได้อย่างกระจ่างมากยิ่งขึ้น ดังนี้

	  บทแทรก 1 กำ�หนดให้ IVL คือตารางการ
แฮชยอ่ยทีม่ ี

0λ
w  และ 

1λ
w  เปน็คยีเ์ขา้ถงึ 

0λ
I  และ 

1λ
I  ซ่ึงการเขา้ถงึ 

0λ
I  และ 

1λ
I  ใน IVL ดว้ยฟงัก์ชนั 

f(
0λ

w ) หรือ f(
1λ

w ) มีความซับซ้อน O(1) 

	 พิสูจน์ กำ�หนด IVL เป็นตารางการแฮช ใน
นิยามที่ 4 และทฤษฎีบท 1 ซึ่งมีคีย์ 

0λ
w  และ 

1λ
w  

ดังนัน้จะใช ้f(
0λ

w ) และ f(
1λ

w ) เพือ่เขา้ถึง 
0λ

I  และ 

1λ
I  ด้วยความซับซ้อน O(1) ตามทฤษฎีบท 1 #

	 บทแทรก 2 การนำ�รายการผกผนัจาก τ  ที่
ตรงกับรายการผกผัน text[N] ลง IVL ใดๆ ใช้ความ
ซับซ้อน O(1)	

	 พิสูจน์ กำ�หนดให้ text[N] คือ อักขระจาก
ขอ้ความ T ท่ีแปลงเป็นเป็นคย์ีได้ 

0,pos
wλ  และ 

1,pos
wλ

	 ดังนั้น เมื่อเข้าถึง 
0,pos

Iλ  และ 
1,pos

Iλ  ใน
ตาราง τ  จึงใช้ความซับซ้อน O(1) ตามทฤษฎีบท 1 
และนำ� 

0,pos
Iλ  และ 

1,pos
Iλ  ลง IVL ด้วย O(1) ตาม

บทแทรก 1 #

	 นิยามที่ 5 การดำ�เนินการ (operate) คือ
การหาความต่อเนื่องของ 

0,1ελqI และ/หรือ 
1,1ελqI  

ใน IVL1 ต่อเนื่องไปยัง 
0,2ελbI  และ/หรือ 

1,2ελbI
ใน IVL2 โดยพิจารณาตำ�แหน่ง 2ε ที่ต่อเนื่องมาจาก 

1ε  ซึ่งจะได้ผลการดำ�เนินการเป็น 
0,2ελbI และ/หรือ 

1,2ελbI 	

Algorithm 2: Inverted-List-Approximate-Search p = c1, c2, c3, ..., cm, T = t1, t2, ... , tn, d
Preprocessing: 
 Create Inverted-List-Table  (p)
Searching: 
 1:	 N=1, SearchWindow=1, pos=1, IVL1=φ , IVL2=φ , f=0
 2:		  While (N<=n-d) Do 
 3:			   Store all member of row(text[N]) 

0,pos
Iλ  / 

1,pos
Iλ  in τ  to IVL1

 4:			   While (f<d and pos<=m) 
 5:				    If IVL1 =φ  and f<=d 
 6:					     IVL1 = <pos:0> if pos<m or IVL1=<pos:1> if pos=m 
 7:					     N=N+1, pos=pos+1
 8:				    Else
 9:					     Keep only <pos:0> in IVL1 
10:				    N=N+1, pos=pos+1
11:				    Store all member of row(text[N]) 

0,pos
Iλ  / 

1,pos
Iλ  in τ  to IVL2 

12:				    Analyze continuity of IVL1 and IVL2 and keep it into IVL1 set f=f+1 if non-continuity 
13:				    Report result of matching if IVL1 exist <pos:1> and pos=m
14:			   End of If
15:			   Report result of matching if IVL1 exist <pos:1> and pos=m or f<=d and pos=m
16:		  End of While
17:			   SearchWindow=SearchWindow+1
18:			   N=SearchWindow, pos=1
19:		  End of While 
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	 ตัวอย่างที่ 5 ถ้ากำ�หนดให้ IVL1={<2:0>} 
และ IVL2={<1:0>,<3:0>} การหาความต่อเน่ืองจาก
ตำ�แหน่งที่ 2 ไป 3 จะได้ว่า <3:0> ต่อเนื่องมาจาก 
<2:0> และมีรายการผกผันใหม่คือ <1:0> ซึ่งจะได้ 
IVL1 ={<1:0>,<3:0>} เป็นต้น

	 บทแทรก 3 การดำ�เนินการระหว่าง IVL1 
และ IVL2 ใช้ความซับซ้อน O(1) 

	 พิสูจน์ กำ�หนดให้ IVL1 และ IVL2 คือ IVL 
ตามบทแทรก 1 โดยที่ IVL1 บรรจุ 

0,1ελ
I  และ/หรือ 

1,1ελ
I , IVL2 บรรจุ 

0,2ελ
I  และ/หรือ 

1,2ελ
I  การเข้า

ถงึเพือ่นำ� 
0,1ελ

I ,
1,1ελ

I ,
0,2ελ

I  และ 
1,2ελ

I  มาเปรยีบ
เทยีบสำ�หรบัการดำ�เนนิการ ตามนยิามที ่5 จะใช้ O(1) 
เป็นไปตามบทแทรก 1#

	 การทำ�งานของขั้นตอน เริ่มการเปรียบคู่
จากตัวแรกของหน้าต่าง (Search Window) เก็บ
รายการผกผัน 

0λ
I ไว้ใน IVL1 โดยให้ตัวแปร N ไป

ช้ียังตำ�แหน่งที่ต้องการเปรียบเทียบ ข้ันตอนต่อไป
อ่านและเปรียบคู่อักขระในข้อความจากซ้ายไปขวา
ทีละอักขระ ซึ่งแต่ละครั้งของการเปรียบคู่ ใช้วิธีเก็บ
ผลลัพธ์ของรายการผกผันไว้ใน IVL1 และ IVL2 แล้ว
นำ�รายการผกผนัดงักลา่วมาหาความตอ่เนือ่งและผล
การเปรียบคู่สำ�เร็จไปพร้อมๆ กัน แสดงขั้นตอนวิธี 
ดัง Algorithm 2 สำ�หรับค่าความผิดพลาดที่อนุญาต
ให้การเปรียบคู่ไม่ตรงกันได้ กำ�หนดให้เป็นค่า d  
นอกจากน้ันมีตัวแปรพิเศษคือ f คือ ค่าจดจำ�คร้ัง 
ของการผิดพลาดเม่ือทำ�การเปรียบคู่แต่ละหน้าต่าง 

ตวัแปร pos คือตำ�แหน่งรายการผกผันทีต่อ้งการนำ�มา
เปรียบคู ่ขัน้ตอนวธิกีารคน้หาเปรยีบคูแ่บบประมาณ
ที่พัฒนาขึ้น แสดงดัง Algorithm 2

	 ตัวอย่างที่ 6 แสดงการค้นหาแบบประมาณ
ด้วย Algorithm 2 เมื่อ T = axbczaabczaabmk 
และ p=aabcz กำ�หนดค่า d = 2

	 หน้าต่างค้นหาที่ 1 : SearchWindow = 1

	

19:     End of While  
 

ตัวอยางที่ 6 แสดงการคนหาแบบประมาณดวย Algorithm 2 เมื่อ T = axbczaabczaabmk และ p=aabcz 
กําหนดคา d = 2 

 
ตาราง 3  รายการผกผัน    ของอักขระแบบ p=aabcz 

 

 
 
 
 
 

 
หนาตางคนหาที่  1 : SearchWindow = 1 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z 

 
IVL1 = <1:0>,<2:0>, N=1, มีขอมูล text[N] คือ a ใน   , N=N+1, f=0, pos=1 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z 

 
IVL1 = <1:0>,<2:0>, IVL2=<> N=2, pos=2 ไมพบขอมูลของ text[N] คือ x กําหนด f=f+1=1 ซึ่งแสดงวาเปรียบคู

อักขระไมตรงกัน แตคา f<= d จึงสามารถเปรียบคูตอไปไปไดตามหลักของขั้นตอนวิธี เก็บคา ความตอเนื่องของอักขระ

จาก IVL1 = <1:0>, pos=1 เปลี่ยนไปเปน 2 ได โดยเก็บคา IVL1= <pos:0>=<2:0> แลวคนหาตอไป 
 

 T = a x b c z a a b c z a a b m k 
p =  a a b c z 

 
IVL1 = <2:0>, IVL2=<3:0> N=3, pos=3 พบขอมูลของ text[N] คือ b กําหนด f= 1 วิเคราะหความตอเนื่อง IVL1 = 
<2:0>, IVL2=<3:0> เก็บผลไวใน IVL1 = =<3:0>  ซึ่งแสดงวาเปรียบคูอักขระตรงกัน แต  pos<=m แลวคนหาตอไป 
 
 

T = a x b  c z a a b c z a a b m k 
p = a a b c z     

 

Character ( w ) Inverted Lists (
0

I /
1

I  ) 
a <1:0>,<2:0> 

b <3:0> 

c <4:0> 
z <5:1> 

	 IVL1 = <1:0>,<2:0>, N=1, มข้ีอมูล text[N] 
คือ a ใน τ , N=N+1, f=0, pos=1

	

19:     End of While  
 

ตัวอยางที่ 6 แสดงการคนหาแบบประมาณดวย Algorithm 2 เมื่อ T = axbczaabczaabmk และ p=aabcz 
กําหนดคา d = 2 

 
ตาราง 3  รายการผกผัน    ของอักขระแบบ p=aabcz 

 

 
 
 
 
 

 
หนาตางคนหาที่  1 : SearchWindow = 1 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z 

 
IVL1 = <1:0>,<2:0>, N=1, มีขอมูล text[N] คือ a ใน   , N=N+1, f=0, pos=1 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z 

 
IVL1 = <1:0>,<2:0>, IVL2=<> N=2, pos=2 ไมพบขอมูลของ text[N] คือ x กําหนด f=f+1=1 ซึ่งแสดงวาเปรียบคู

อักขระไมตรงกัน แตคา f<= d จึงสามารถเปรียบคูตอไปไปไดตามหลักของขั้นตอนวิธี เก็บคา ความตอเนื่องของอักขระ

จาก IVL1 = <1:0>, pos=1 เปลี่ยนไปเปน 2 ได โดยเก็บคา IVL1= <pos:0>=<2:0> แลวคนหาตอไป 
 

 T = a x b c z a a b c z a a b m k 
p =  a a b c z 

 
IVL1 = <2:0>, IVL2=<3:0> N=3, pos=3 พบขอมูลของ text[N] คือ b กําหนด f= 1 วิเคราะหความตอเนื่อง IVL1 = 
<2:0>, IVL2=<3:0> เก็บผลไวใน IVL1 = =<3:0>  ซึ่งแสดงวาเปรียบคูอักขระตรงกัน แต  pos<=m แลวคนหาตอไป 
 
 

T = a x b  c z a a b c z a a b m k 
p = a a b c z     

 

Character ( w ) Inverted Lists (
0

I /
1

I  ) 
a <1:0>,<2:0> 

b <3:0> 

c <4:0> 
z <5:1> 

	 IVL1 = <1:0>,<2:0>, IVL2=<> N=2, 
pos=2 ไม่พบข้อมูลของ text[N] คือ x กำ�หนด 
f=f+1=1 ซึ่งแสดงว่าเปรียบคู่อักขระไม่ตรงกัน แต่
ค่า f<= d จึงสามารถเปรียบคู่ต่อไปไปได้ตามหลัก
ของขั้นตอนวิธี เก็บค่า ความต่อเนื่องของอักขระ 
จาก IVL1 = <1:0>, pos=1 เปลี่ยนไปเป็น 2 ได้  
โดยเกบ็คา่ IVL1= <pos:0>=<2:0> แลว้คน้หาตอ่ไป

	

19:     End of While  
 

ตัวอยางที่ 6 แสดงการคนหาแบบประมาณดวย Algorithm 2 เมื่อ T = axbczaabczaabmk และ p=aabcz 
กําหนดคา d = 2 

 
ตาราง 3  รายการผกผัน    ของอักขระแบบ p=aabcz 

 

 
 
 
 
 

 
หนาตางคนหาที่  1 : SearchWindow = 1 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z 

 
IVL1 = <1:0>,<2:0>, N=1, มีขอมูล text[N] คือ a ใน   , N=N+1, f=0, pos=1 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z 

 
IVL1 = <1:0>,<2:0>, IVL2=<> N=2, pos=2 ไมพบขอมูลของ text[N] คือ x กําหนด f=f+1=1 ซึ่งแสดงวาเปรียบคู

อักขระไมตรงกัน แตคา f<= d จึงสามารถเปรียบคูตอไปไปไดตามหลักของขั้นตอนวิธี เก็บคา ความตอเนื่องของอักขระ

จาก IVL1 = <1:0>, pos=1 เปลี่ยนไปเปน 2 ได โดยเก็บคา IVL1= <pos:0>=<2:0> แลวคนหาตอไป 
 

 T = a x b c z a a b c z a a b m k 
p =  a a b c z 

 
IVL1 = <2:0>, IVL2=<3:0> N=3, pos=3 พบขอมูลของ text[N] คือ b กําหนด f= 1 วิเคราะหความตอเนื่อง IVL1 = 
<2:0>, IVL2=<3:0> เก็บผลไวใน IVL1 = =<3:0>  ซึ่งแสดงวาเปรียบคูอักขระตรงกัน แต  pos<=m แลวคนหาตอไป 
 
 

T = a x b  c z a a b c z a a b m k 
p = a a b c z     

 

Character ( w ) Inverted Lists (
0

I /
1

I  ) 
a <1:0>,<2:0> 

b <3:0> 

c <4:0> 
z <5:1> 

ตาราง 3	 รายการผกผัน τ  ของอักขระแบบ p=aabcz

Character ( λw ) Inverted Lists (
0λ

I /
1λ

I  )

a <1:0>,<2:0>

b <3:0>

c <4:0>

z <5:1>
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	 IVL1 = <2:0>, IVL2=<3:0> N=3, pos=3 
พบข้อมูลของ text[N] คือ b กำ�หนด f= 1 วิเคราะห์
ความต่อเนื่อง IVL1 = <2:0>, IVL2=<3:0> เก็บผล
ไวใ้น IVL1 = =<3:0> ซ่ึงแสดงว่าเปรียบคูอ่กัขระตรง
กัน แต่ pos<=m แล้วค้นหาต่อไป

	

19:     End of While  
 

ตัวอยางที่ 6 แสดงการคนหาแบบประมาณดวย Algorithm 2 เมื่อ T = axbczaabczaabmk และ p=aabcz 
กําหนดคา d = 2 

 
ตาราง 3  รายการผกผัน    ของอักขระแบบ p=aabcz 

 

 
 
 
 
 

 
หนาตางคนหาที่  1 : SearchWindow = 1 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z 

 
IVL1 = <1:0>,<2:0>, N=1, มีขอมูล text[N] คือ a ใน   , N=N+1, f=0, pos=1 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z 

 
IVL1 = <1:0>,<2:0>, IVL2=<> N=2, pos=2 ไมพบขอมูลของ text[N] คือ x กําหนด f=f+1=1 ซึ่งแสดงวาเปรียบคู

อักขระไมตรงกัน แตคา f<= d จึงสามารถเปรียบคูตอไปไปไดตามหลักของขั้นตอนวิธี เก็บคา ความตอเนื่องของอักขระ

จาก IVL1 = <1:0>, pos=1 เปลี่ยนไปเปน 2 ได โดยเก็บคา IVL1= <pos:0>=<2:0> แลวคนหาตอไป 
 

 T = a x b c z a a b c z a a b m k 
p =  a a b c z 

 
IVL1 = <2:0>, IVL2=<3:0> N=3, pos=3 พบขอมูลของ text[N] คือ b กําหนด f= 1 วิเคราะหความตอเนื่อง IVL1 = 
<2:0>, IVL2=<3:0> เก็บผลไวใน IVL1 = =<3:0>  ซึ่งแสดงวาเปรียบคูอักขระตรงกัน แต  pos<=m แลวคนหาตอไป 
 
 

T = a x b  c z a a b c z a a b m k 
p = a a b c z     

 

Character ( w ) Inverted Lists (
0

I /
1

I  ) 
a <1:0>,<2:0> 

b <3:0> 

c <4:0> 
z <5:1> 

	 IVL1 = <3:0>, IVL2=<4:0> N=4, pos=4 
พบข้อมูลของ text[N] คือ c กำ�หนด f= 1 วิเคราะห์
ความต่อเนื่อง IVL1 = <3:0>, IVL2=<4:0> เก็บผล
ไว้ใน IVL1 = =<4:0> ซึ่งแสดงว่าเปรียบคู่อักขระ 
ตรงกัน แต่ pos<=m แล้วค้นต่อไป

	

IVL1 = <3:0>, IVL2=<4:0> N=4, pos=4 พบขอมูลของ text[N] คือ c กําหนด f= 1 วิเคราะหความตอเนื่อง IVL1 = 
<3:0>, IVL2=<4:0> เก็บผลไวใน IVL1 = =<4:0>  ซึ่งแสดงวาเปรียบคูอักขระตรงกัน แต  pos<=m แลวคนตอไป 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z 

 
IVL1 = <4:0>, IVL2=<5:1> N=5, pos=5 พบขอมูลของ text[N] คือ z กําหนด f= 1 วิเคราะหความตอเนื่อง IVL1 = 
<4:0>, IVL2=<5:1> วิเคราะหการเปรียบคูอักขระแบบสําเร็จที่ ตําแหนงของ text[N] คือ z ดวยความผิดพลาด คือ 1 
ตําแหนงอักขระ เปนตน pos=5 ซึ่งเทากับ m จบหนาตางคนหาที่ 1 เลื่อนหนาตางคนหา 
 
หนาตางคนหาที่  2 : SearchWindow = 2 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <>, N=1, ไมมีขอมูล text[2] คือ x ใน   , N=N+1, f=1, pos=1 แตเก็บ IVL1=<1:0> ตามขั้นตอนวิธี 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <1:0>, IVL2=<> N=2, pos=2 ไมพบขอมูลของ text[N] คือ b กําหนด f=f+1=2 แตคา f<= d จึงสามารถเปรียบ

คูตอไปไดตามหลักของขั้นตอนวิธี เก็บคา ความตอเนื่องของอักขระจาก IVL1 = <2:0>, pos=1 เปลี่ยนไปเปน 2 ได 

โดยเก็บคา IVL1= <pos:0>=<2:0> แลวคนตอไป 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <2:0>, IVL2=<4:0> N=3, pos=3 พบขอมูลตอเนื่องของ text[N] คือ c กําหนด f= 3 วิเคราะหความตอเนื่อง

และการเปรียบคู คา f>d แสดงวาการเปรียบคูไมสําเร็จ เลื่อนเปนหนาตางการคนหาใหม SearchWindow 3 ตอไป  
 สําหรับ หนาตางคนหาที่ 3-5 จะเกิดการเปรียบคูไมสําเร็จดังหนาตางที่ 2 คือ คา f>d  จะตรงกันอีกครั้งที่

หนาตางคนหาที่ 6 แตกรณีนี้คา f=0 ซึ่งเปนการเปรียบคูสําเร็จแบบตรงกันทุกตัวอักขระ นอกจากนั้น ในหนาตางคนหา

ที่ 11 ในขณะที่หนาตางที่ 7-10, 12 จะเปรียบคูไมสําเร็จดวยคา f>d แสดงหนาตางที่คนพบดังนี้ 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z    

    c z a  a b 
         a a b c z     
      c z a  a b  

	 IVL1 = <4:0>, IVL2=<5:1> N=5, pos=5 
พบข้อมูลของ text[N] คือ z กำ�หนด f= 1 วิเคราะห์
ความตอ่เนือ่ง IVL1 = <4:0>, IVL2=<5:1> วเิคราะห์
การเปรยีบคูอ่กัขระแบบสำ�เรจ็ที ่ตำ�แหนง่ของ text[N] 
คือ z ด้วยความผิดพลาด คือ 1 ตำ�แหน่งอักขระ 
เป็นต้น pos=5 ซึ่งเท่ากับ m จบหน้าต่างค้นหาที่ 1 
เลื่อนหน้าต่างค้นหา

	 หน้าต่างค้นหาที่ 2 : SearchWindow = 2

	

IVL1 = <3:0>, IVL2=<4:0> N=4, pos=4 พบขอมูลของ text[N] คือ c กําหนด f= 1 วิเคราะหความตอเนื่อง IVL1 = 
<3:0>, IVL2=<4:0> เก็บผลไวใน IVL1 = =<4:0>  ซึ่งแสดงวาเปรียบคูอักขระตรงกัน แต  pos<=m แลวคนตอไป 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z 

 
IVL1 = <4:0>, IVL2=<5:1> N=5, pos=5 พบขอมูลของ text[N] คือ z กําหนด f= 1 วิเคราะหความตอเนื่อง IVL1 = 
<4:0>, IVL2=<5:1> วิเคราะหการเปรียบคูอักขระแบบสําเร็จที่ ตําแหนงของ text[N] คือ z ดวยความผิดพลาด คือ 1 
ตําแหนงอักขระ เปนตน pos=5 ซึ่งเทากับ m จบหนาตางคนหาที่ 1 เลื่อนหนาตางคนหา 
 
หนาตางคนหาที่  2 : SearchWindow = 2 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <>, N=1, ไมมีขอมูล text[2] คือ x ใน   , N=N+1, f=1, pos=1 แตเก็บ IVL1=<1:0> ตามขั้นตอนวิธี 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <1:0>, IVL2=<> N=2, pos=2 ไมพบขอมูลของ text[N] คือ b กําหนด f=f+1=2 แตคา f<= d จึงสามารถเปรียบ

คูตอไปไดตามหลักของขั้นตอนวิธี เก็บคา ความตอเนื่องของอักขระจาก IVL1 = <2:0>, pos=1 เปลี่ยนไปเปน 2 ได 

โดยเก็บคา IVL1= <pos:0>=<2:0> แลวคนตอไป 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <2:0>, IVL2=<4:0> N=3, pos=3 พบขอมูลตอเนื่องของ text[N] คือ c กําหนด f= 3 วิเคราะหความตอเนื่อง

และการเปรียบคู คา f>d แสดงวาการเปรียบคูไมสําเร็จ เลื่อนเปนหนาตางการคนหาใหม SearchWindow 3 ตอไป  
 สําหรับ หนาตางคนหาที่ 3-5 จะเกิดการเปรียบคูไมสําเร็จดังหนาตางที่ 2 คือ คา f>d  จะตรงกันอีกครั้งที่

หนาตางคนหาที่ 6 แตกรณีนี้คา f=0 ซึ่งเปนการเปรียบคูสําเร็จแบบตรงกันทุกตัวอักขระ นอกจากนั้น ในหนาตางคนหา

ที่ 11 ในขณะที่หนาตางที่ 7-10, 12 จะเปรียบคูไมสําเร็จดวยคา f>d แสดงหนาตางที่คนพบดังนี้ 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z    

    c z a  a b 
         a a b c z     
      c z a  a b  

	 VL1 = <>, N=1, ไม่มีข้อมูล text[2] คือ x 
ใน τ , N=N+1, f=1, pos=1 แต่เก็บ IVL1=<1:0> 
ตามขั้นตอนวิธี

	

IVL1 = <3:0>, IVL2=<4:0> N=4, pos=4 พบขอมูลของ text[N] คือ c กําหนด f= 1 วิเคราะหความตอเนื่อง IVL1 = 
<3:0>, IVL2=<4:0> เก็บผลไวใน IVL1 = =<4:0>  ซึ่งแสดงวาเปรียบคูอักขระตรงกัน แต  pos<=m แลวคนตอไป 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z 

 
IVL1 = <4:0>, IVL2=<5:1> N=5, pos=5 พบขอมูลของ text[N] คือ z กําหนด f= 1 วิเคราะหความตอเนื่อง IVL1 = 
<4:0>, IVL2=<5:1> วิเคราะหการเปรียบคูอักขระแบบสําเร็จที่ ตําแหนงของ text[N] คือ z ดวยความผิดพลาด คือ 1 
ตําแหนงอักขระ เปนตน pos=5 ซึ่งเทากับ m จบหนาตางคนหาที่ 1 เลื่อนหนาตางคนหา 
 
หนาตางคนหาที่  2 : SearchWindow = 2 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <>, N=1, ไมมีขอมูล text[2] คือ x ใน   , N=N+1, f=1, pos=1 แตเก็บ IVL1=<1:0> ตามขั้นตอนวิธี 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <1:0>, IVL2=<> N=2, pos=2 ไมพบขอมูลของ text[N] คือ b กําหนด f=f+1=2 แตคา f<= d จึงสามารถเปรียบ

คูตอไปไดตามหลักของขั้นตอนวิธี เก็บคา ความตอเนื่องของอักขระจาก IVL1 = <2:0>, pos=1 เปลี่ยนไปเปน 2 ได 

โดยเก็บคา IVL1= <pos:0>=<2:0> แลวคนตอไป 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <2:0>, IVL2=<4:0> N=3, pos=3 พบขอมูลตอเนื่องของ text[N] คือ c กําหนด f= 3 วิเคราะหความตอเนื่อง

และการเปรียบคู คา f>d แสดงวาการเปรียบคูไมสําเร็จ เลื่อนเปนหนาตางการคนหาใหม SearchWindow 3 ตอไป  
 สําหรับ หนาตางคนหาที่ 3-5 จะเกิดการเปรียบคูไมสําเร็จดังหนาตางที่ 2 คือ คา f>d  จะตรงกันอีกครั้งที่

หนาตางคนหาที่ 6 แตกรณีนี้คา f=0 ซึ่งเปนการเปรียบคูสําเร็จแบบตรงกันทุกตัวอักขระ นอกจากนั้น ในหนาตางคนหา

ที่ 11 ในขณะที่หนาตางที่ 7-10, 12 จะเปรียบคูไมสําเร็จดวยคา f>d แสดงหนาตางที่คนพบดังนี้ 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z    

    c z a  a b 
         a a b c z     
      c z a  a b  

	 VL1 = <1:0>, IVL2=<> N=2, pos=2  
ไม่พบข้อมูลของ text[N] คือ b กำ�หนด f=f+1=2 
แต่ค่า f<= d จึงสามารถเปรียบคู่ต่อไปได้ตามหลัก
ของขั้นตอนวิธี เก็บค่า ความต่อเนื่องของอักขระ 
จาก IVL1 = <2:0>, pos=1 เปลี่ยนไปเป็น 2 ได้ 
โดยเก็บค่า IVL1= <pos:0>=<2:0> แล้วค้นต่อไป

	

IVL1 = <3:0>, IVL2=<4:0> N=4, pos=4 พบขอมูลของ text[N] คือ c กําหนด f= 1 วิเคราะหความตอเนื่อง IVL1 = 
<3:0>, IVL2=<4:0> เก็บผลไวใน IVL1 = =<4:0>  ซึ่งแสดงวาเปรียบคูอักขระตรงกัน แต  pos<=m แลวคนตอไป 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z 

 
IVL1 = <4:0>, IVL2=<5:1> N=5, pos=5 พบขอมูลของ text[N] คือ z กําหนด f= 1 วิเคราะหความตอเนื่อง IVL1 = 
<4:0>, IVL2=<5:1> วิเคราะหการเปรียบคูอักขระแบบสําเร็จที่ ตําแหนงของ text[N] คือ z ดวยความผิดพลาด คือ 1 
ตําแหนงอักขระ เปนตน pos=5 ซึ่งเทากับ m จบหนาตางคนหาที่ 1 เลื่อนหนาตางคนหา 
 
หนาตางคนหาที่  2 : SearchWindow = 2 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <>, N=1, ไมมีขอมูล text[2] คือ x ใน   , N=N+1, f=1, pos=1 แตเก็บ IVL1=<1:0> ตามขั้นตอนวิธี 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <1:0>, IVL2=<> N=2, pos=2 ไมพบขอมูลของ text[N] คือ b กําหนด f=f+1=2 แตคา f<= d จึงสามารถเปรียบ

คูตอไปไดตามหลักของขั้นตอนวิธี เก็บคา ความตอเนื่องของอักขระจาก IVL1 = <2:0>, pos=1 เปลี่ยนไปเปน 2 ได 

โดยเก็บคา IVL1= <pos:0>=<2:0> แลวคนตอไป 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <2:0>, IVL2=<4:0> N=3, pos=3 พบขอมูลตอเนื่องของ text[N] คือ c กําหนด f= 3 วิเคราะหความตอเนื่อง

และการเปรียบคู คา f>d แสดงวาการเปรียบคูไมสําเร็จ เลื่อนเปนหนาตางการคนหาใหม SearchWindow 3 ตอไป  
 สําหรับ หนาตางคนหาที่ 3-5 จะเกิดการเปรียบคูไมสําเร็จดังหนาตางที่ 2 คือ คา f>d  จะตรงกันอีกครั้งที่

หนาตางคนหาที่ 6 แตกรณีนี้คา f=0 ซึ่งเปนการเปรียบคูสําเร็จแบบตรงกันทุกตัวอักขระ นอกจากนั้น ในหนาตางคนหา

ที่ 11 ในขณะที่หนาตางที่ 7-10, 12 จะเปรียบคูไมสําเร็จดวยคา f>d แสดงหนาตางที่คนพบดังนี้ 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z    

    c z a  a b 
         a a b c z     
      c z a  a b  

	 IVL1 = <2:0>, IVL2=<4:0> N=3, pos=3 
พบข้อมูลต่อเนื่องของ text[N] คือ c กำ�หนด f= 3 
วเิคราะหค์วามตอ่เนือ่งและการเปรยีบคู ่คา่ f>d แสดง
วา่การเปรียบคู่ไม่สำ�เร็จ เลือ่นเป็นหน้าต่างการค้นหา
ใหม่ SearchWindow 3 ต่อไป 

	 สำ�หรับ หน้าต่างค้นหาที่ 3-5 จะเกิดการ
เปรียบคู่ไม่สำ�เร็จดังหน้าต่างที่ 2 คือ ค่า f>d จะตรง
กันอีกครั้งที่หน้าต่างค้นหาที่ 6 แต่กรณีนี้ค่า f=0 
ซึ่งเป็นการเปรียบคู่สำ�เร็จแบบตรงกันทุกตัวอักขระ 
นอกจากนัน้ ในหนา้ตา่งคน้หาที ่11 ในขณะทีห่นา้ตา่ง
ที่ 7-10, 12 จะเปรียบคู่ไม่สำ�เร็จด้วยค่า f>d แสดง
หน้าต่างที่ค้นพบดังนี้

	

           a a b m k  
  ทฤษฎีบท 3 ขั้นตอนวิธีการเปรียบคูสายอักขระแบบประมาณ มีความซับซอนดานเวลากรณีเฉลี่ย O((m-

k)n) กรณีดีที่สุด O(kn) เมื่อคา k คือคาที่กําหนดใหผิดพลาดในการคนหาได m คือความยาวของอักขระแบบ n คือ 
ความยาวของขอความที่นํามาใชคนหา 

  พิสูจน กําหนด n  คือความยาวของขอความ T ซึ่ง T=t1t2t3…tn  อักขระแบบยาว m  กําหนดคา k คือคาที่

อนุญาตใหผิดพลาดได (ในที่นี้คือ d ใน Algorithm 2) พิจารณาความซับซอนเริ่มจากอธิบายการวนลูปจากลูปของการ

เปรียบเทียบแตละหนาตาง (ลูป While บรรทัดที่ 4-16)  จากนั้นอธิบายสวนลูปภายนอกที่ควบคุมการกวาดเพื่อ

เปรียบเทียบไปทีละหนาตาง 
 พิจารณาลูป While ภายใน (บรรทัดที่ 4-16) คือลูปของการเปรียบเทียบดวยความยาวมากที่สุดคือ m ครั้ง 

เปรียบเทียบนอยที่สุดเทากับ m-d  ซึ่งคือ (m-k) นั้นเอง ในขณะที่ในแตละบรรทัดของการดําเนินการทําดวยความ

ซับซอน O(1) ตามบทแทรกที่ 1, 2 และ 3  
 สําหรับลูป While นอกสุด วนทํางานมากที่สุด n ครั้ง หรือนอยที่ สุดคือ n-(d+1) ครั้งเทานั้น ดังนั้นหาก

พิจารณาลําดับการวนเพื่อเปรียบเทียบทั้งหมด (เฉลี่ย) จะเทากับ (m-d)xn หรือกรณีนอยที่สดุของการกวาด คือ (m-d)x 
n-(d+1) ซึ่งไมวาการทํางานจะเปนกรณีใด ก็จะนําไปสูความซับซอน  O((m-k)n) # 
 กรณีที่ดีที่สุดของการคนหาจะเปนกรณีที่เปรียบเทียบที่ไมตรงกันดวยจํานวนครั้งของการทํางานที่ตรวจไมพบ

ที่ เปรียบเทียบเทากับ d ครั้งในแตละหนาตาง ซึ่งคือคา k ทําใหความซับซอนดีที่สุดคือ O(kn)#  
 
4. ผลการทดลอง  

การทดลองพัฒนาโปรแกรมการเปรียบคูแบบประมาณ ดวยโปรแกรมภาษาจาวา (jdk 21), Netbeans 20 
ทดลองดวยเครื่องคอมพิวเตอร Dell Vostro 5400, Windows 10 Pro, Intel(R) Core(TM) i7-7700HQ RAM 16.0 GB 
โดยพัฒนาโปรแกรมโครงสรางขอมูลและขั้นตอนวิธีที่ออกแบบใหม กําหนดใหช่ือ IVLApproximate หลังจากนั้นนํา

โปรแกรมที่พัฒนาขึ้นทดลองโดยอาศัยขอมูลทั้งขอมูลที่โปรแกรมคอมพิวเตอรสุมขึ้นและขอมูลจริงมาตรฐาน เปรียบกับ

ขั้นตอนวิธีที่มีประสิทธิภาพที่มีมากอน ไดแก  Levenshtein (จาก https://www.baeldung.com/java-levenshtein-
distance), Neesleman (จาก https://github.com/Aqcurate/Needleman- Wunsch/blob/master/ NeedlemanWunsch 
.java), SmithWaterman (จาก https://github.com/JayakrishnaThota/Sequence-Alignment/blob/master 
/SmithWaterman.java) ทดลองใน 4 ประเด็น ดังนี้ 

1) เขียนโปรแกรมสุมตัวอักขระแบบดวยความยาวระหวาง 5-50 อักขระ และวัดหนวยความจําที่ใชระหวาง

ประมวลผลเพื่อจัดเตรียมสําหรับการคนหา แสดงดังภาพประกอบ 3 (วัดในหนวยเมกะไบต) 

IVL1 = <3:0>, IVL2=<4:0> N=4, pos=4 พบขอมูลของ text[N] คือ c กําหนด f= 1 วิเคราะหความตอเนื่อง IVL1 = 
<3:0>, IVL2=<4:0> เก็บผลไวใน IVL1 = =<4:0>  ซึ่งแสดงวาเปรียบคูอักขระตรงกัน แต  pos<=m แลวคนตอไป 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z 

 
IVL1 = <4:0>, IVL2=<5:1> N=5, pos=5 พบขอมูลของ text[N] คือ z กําหนด f= 1 วิเคราะหความตอเนื่อง IVL1 = 
<4:0>, IVL2=<5:1> วิเคราะหการเปรียบคูอักขระแบบสําเร็จที่ ตําแหนงของ text[N] คือ z ดวยความผิดพลาด คือ 1 
ตําแหนงอักขระ เปนตน pos=5 ซึ่งเทากับ m จบหนาตางคนหาที่ 1 เลื่อนหนาตางคนหา 
 
หนาตางคนหาที่  2 : SearchWindow = 2 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <>, N=1, ไมมีขอมูล text[2] คือ x ใน   , N=N+1, f=1, pos=1 แตเก็บ IVL1=<1:0> ตามขั้นตอนวิธี 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <1:0>, IVL2=<> N=2, pos=2 ไมพบขอมูลของ text[N] คือ b กําหนด f=f+1=2 แตคา f<= d จึงสามารถเปรียบ

คูตอไปไดตามหลักของขั้นตอนวิธี เก็บคา ความตอเนื่องของอักขระจาก IVL1 = <2:0>, pos=1 เปลี่ยนไปเปน 2 ได 

โดยเก็บคา IVL1= <pos:0>=<2:0> แลวคนตอไป 
 

T = a x b c z a a b c z a a b m k 
p =    a a b c z 

 
IVL1 = <2:0>, IVL2=<4:0> N=3, pos=3 พบขอมูลตอเนื่องของ text[N] คือ c กําหนด f= 3 วิเคราะหความตอเนื่อง

และการเปรียบคู คา f>d แสดงวาการเปรียบคูไมสําเร็จ เลื่อนเปนหนาตางการคนหาใหม SearchWindow 3 ตอไป  
 สําหรับ หนาตางคนหาที่ 3-5 จะเกิดการเปรียบคูไมสําเร็จดังหนาตางที่ 2 คือ คา f>d  จะตรงกันอีกครั้งที่

หนาตางคนหาที่ 6 แตกรณีนี้คา f=0 ซึ่งเปนการเปรียบคูสําเร็จแบบตรงกันทุกตัวอักขระ นอกจากนั้น ในหนาตางคนหา

ที่ 11 ในขณะที่หนาตางที่ 7-10, 12 จะเปรียบคูไมสําเร็จดวยคา f>d แสดงหนาตางที่คนพบดังนี้ 
 

T = a x b c z a a b c z a a b m k 
p = a a b c z    

    c z a  a b 
         a a b c z     
      c z a  a b  
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	 ทฤษฎีบท 3 ขั้นตอนวิธีการเปรียบคู่สาย
อักขระแบบประมาณ มีความซับซ้อนด้านเวลากรณี
เฉลี่ย O((m-k)n) กรณีดีที่สุด O(kn) เมื่อค่า k คือ
ค่าที่กำ�หนดให้ผิดพลาดในการค้นหาได้ m คือความ
ยาวของอักขระแบบ n คือ ความยาวของข้อความ 
ที่นำ�มาใช้ค้นหา

	 พสิจูน ์กำ�หนด n คอืความยาวของขอ้ความ 
T ซึ่ง T=t

1
t
2
t
3
…t

n
 อักขระแบบยาว m กำ�หนดค่า 

k คือค่าที่อนุญาตให้ผิดพลาดได้ (ในที่นี้คือ d ใน  
Algorithm 2) พิจารณาความซบัซอ้นเริม่จากอธบิาย
การวนลปูจากลปูของการเปรียบเทยีบแตล่ะหนา้ตา่ง 
(ลูป While บรรทัดที่ 4-16) จากนั้นอธิบายส่วนลูป
ภายนอกที่ควบคุมการกวาดเพื่อเปรียบเทียบไปทีละ
หน้าต่าง

	 พจิารณาลปู While ภายใน (บรรทัดท่ี 4-16) 
คือลูปของการเปรียบเทียบด้วยความยาวมากที่สุด 
คือ m ครั้ง เปรียบเทียบน้อยที่สุดเท่ากับ m-d  
ซึ่งคือ (m-k) นั้นเอง ในขณะที่ในแต่ละบรรทัดของ 
การดำ�เนินการทำ�ด้วยความซับซ้อน O(1) ตาม 
บทแทรกที่ 1, 2 และ 3 

	 สำ�หรับลูป While นอกสุด วนทำ�งานมาก
ที่สุด n ครั้ง หรือน้อยที่สุดคือ n-(d+1) ครั้งเท่านั้น 
ดังนั้นหากพิจารณาลำ�ดับการวนเพื่อเปรียบเทียบ 
ทั้งหมด (เฉล่ีย) จะเท่ากับ (m-d)xn หรือกรณี 
น้อยที่สุดของการกวาด คือ (m-d)x n-(d+1) ซึ่งไม่
วา่การทำ�งานจะเปน็กรณใีด กจ็ะนำ�ไปสูค่วามซบัซอ้น  
O((m-k)n) #

	 กรณีที่ดีที่สุดของการค้นหาจะเป็นกรณี
ที่เปรียบเทียบท่ีไม่ตรงกันด้วยจำ�นวนครั้งของการ
ทำ�งานที่ตรวจไม่พบที่ เปรียบเทียบเท่ากับ d ครั้งใน
แต่ละหน้าต่าง ซึ่งคือค่า k ทำ�ให้ความซับซ้อนดีที่สุด
คือ O(kn)# 

4. ผลการทดลอง 

	 การทดลองพัฒนาโปรแกรมการเปรียบคู่
แบบประมาณ ด้วยโปรแกรมภาษาจาวา (jdk 21), 
Netbeans 20 ทดลองด้วยเครื่องคอมพิวเตอร์ 
Dell Vostro 5400, Windows 10 Pro, Intel(R) 
Core(TM) i7-7700HQ RAM 16.0 GB โดยพัฒนา
โปรแกรมโครงสร้างข้อมูลและขั้นตอนวิธีที่ออกแบบ
ใหม่ กำ�หนดให้ชื่อ IVLApproximate หลังจากนั้น 
นำ�โปรแกรมท่ีพัฒนาขึ้นทดลองโดยอาศัยข้อมูลทั้ง
ข้อมูลที่โปรแกรมคอมพิวเตอร์สุ่มข้ึนและข้อมูลจริง
มาตรฐาน เปรียบกับขั้นตอนวิธีที่มีประสิทธิภาพ 
ทีม่มีากอ่น ไดแ้ก ่Levenshtein (จาก https://www.
baeldung.com/java-levenshtein-distance), 
Neesleman (จาก https://github.com/Aqcurate/
Needleman-Wunsch/blob/master/Needle-
manWunsch

	 .java), SmithWaterman (จาก https://
github.com/JayakrishnaThota/Sequence-
Alignment/blob/master/SmithWaterman.java) 
ทดลองใน 4 ประเด็น ดังนี้

	 เขยีนโปรแกรมสุม่ตวัอกัขระแบบดว้ยความ
ยาวระหวา่ง 5-50 อกัขระ และวดัหนว่ยความจำ�ท่ีใช้
ระหว่างประมวลผลเพื่อจัดเตรียมสำ�หรับการค้นหา 
แสดงดังภาพประกอบ 3 (วัดในหน่วยเมกะไบต์)

	 จากภาพประกอบ 3 แสดงให้เห็นว่า 
การสร้างโครงสร้างสำ�หรับจัดการอักขระแบบของ 
IVLApproximate ซึ่งเป็นโครงสร้างในงานวิจัยนี้ใช้
เนื้อท่ีในการสร้างต่ำ�สุด โดยเป็นเชิงเส้นอยู่ไม่เกิน 
2 MB ในหน่วยความจำ�ขณะที่ขั้นตอนวิธีที่นำ�มา 
เปรียบเทยีบจำ�เปน็ตอ้งใช้เนือ้ทีห่นว่ยความจำ�มากกว่า
ดังแสดงในภาพประกอบ 3 ดังกล่าว
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ภาพประกอบ 3 เนื้อที่สําหรับสรางโครงสรางขอมูลสําหรับคนหา  

 
 

จากภาพประกอบ 3 แสดงใหเห็นวาการสรางโครงสรางสําหรับจัดการอักขระแบบของ IVLApproximate ซึ่ง

เปนโครงสรางในงานวิจัยนี้ใชเนื้อที่ในการสรางต่ําสุด โดยเปนเชิงเสนอยูไมเกิน 2 MB ในหนวยความจําขณะที่ขั้นตอน

วิธีที่นํามาเปรียบเทียบจําเปนตองใชเนื้อที่หนวยความจํามากกวาดังแสดงในภาพประกอบ 3 ดังกลาว 
2) การสุมคําอักขระภาษาอังกฤษทั้งตัวพิมพเล็กและพิมพใหญ และเขียนโปรแกรมเพื่อเปรียบกับขั้นตอนวิธีที่

มีประสิทธิภาพไดแก  Levenshtein, Neesleman และ SmithWaterman โดยสุมอักขระที่ความยาว 10 ตัวอักษร และ

เขียนทดสอบวัดเวลาโดยใหอัตราการเปรียบคูไมตรงกัน (Distance Ratio) ระหวาง 0.1-1.0 ของความยาวอักขระ 

ทดลองแตละรายการจํานวน 10 ครั้งหลังจากนั้นหาคาเฉลี่ย ไดผลการทดลองดังภาพประกอบ 4  ความเร็วในอัตราการ 

d (Mismatch) ระหวาง 0.1 ถึง 1.0 แสดงดังกราฟดังรูปภาพที่ mismatch 

ภาพประกอบ 3 เนื้อที่สำ�หรับสร้างโครงสร้างข้อมูลสำ�หรับค้นหา

 
ภาพประกอบ 4 แสดงอัตราการอนุญาตใหผิดพลาดได (Distance-ratio)  

 
 เมื่อเปรียบเทียบโดยพิจารณาคาการอนุญาตใหผิดพลาดไดระหวาง 0.1-1.0 ดังภาพประกอบ 4  แสดงใหเห็น

วาขั้นตอนวิธีใหมที่นําเสนอในงานวิจัยนี้ คนหาเปรียบเทียบโดยใชเวลาต่ํากวาขั้นตอนวิธี Levenshtein และ 
Neesleman แตใชเวลาคนหาใกลเคียงและมากกวาขั้นตอนวิธี SmithWaterman 

3) การสุมคําอักขระภาษาอังกฤษทั้งตัวพิมพเล็กและพิมพใหญ จํานวน 1 กิโลไบต และเขียนโปรแกรม

ทดสอบเมื่อกําหนดอักขระแบบที่ไดจากการสุมของโปรแกรมคอมพิวเตอร และสุมอัตราการประมาณ (Distance 
Ration) โดยวัดจากความยาวอักขระแบบ 5-50 ตัวอักษร เขียนโปรแกรมเพื่อเปรียบกับขั้นตอนวิธีที่มีประสิทธิภาพ

ไดแก  Levenshtein, Neesleman และ SmithWaterman การทดลองแตละรายการจํานวน 10 ครั้งหลังจากนั้นหา

คาเฉลี่ย นํามาเขียนผลการทดลองดังภาพประกอบ 5 
 
 

ภาพประกอบ 4 แสดงอัตราการอนุญาตให้ผิดพลาดได้ (Distance-ratio)
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	 การสุ่มคำ�อักขระภาษาอังกฤษทั้งตัวพิมพ์
เล็กและพิมพ์ใหญ่ และเขียนโปรแกรมเพื่อเปรียบ
กับขั้นตอนวิธีที่มีประสิทธิภาพได้แก่ Levenshtein, 
Neesleman และ SmithWaterman โดยสุ่มอกัขระ
ที่ความยาว 10 ตัวอักษร และเขียนทดสอบวัดเวลา
โดยให้อัตราการเปรยีบคูไ่มต่รงกัน (Distance Ratio)  
ระหว่าง 0.1-1.0 ของความยาวอักขระ ทดลอง
แตล่ะรายการจำ�นวน 10 ครั้งหลังจากนัน้หาคา่เฉลีย่  
ได้ผลการทดลองดังภาพประกอบ 4 ความเร็วใน
อัตราการ d (Mismatch) ระหว่าง 0.1 ถึง 1.0 แสดง 
ดังกราฟดังรูปภาพที่ mismatch

	 เมือ่เปรยีบเทยีบโดยพจิารณาคา่การอนญุาต
ให้ผิดพลาดได้ระหว่าง 0.1-1.0 ดังภาพประกอบ 4 
แสดงให้เห็นว่าขั้นตอนวิธีใหม่ที่นำ�เสนอในงานวิจัย
นี้ ค้นหาเปรียบเทียบโดยใช้เวลาต่ำ�กว่าขั้นตอนวิธี 
Levenshtein และ Neesleman แต่ใช้เวลาค้นหา
ใกล้เคียงและมากกว่าขั้นตอนวิธี SmithWaterman

	 การสุ่มคำ�อักขระภาษาอังกฤษทั้งตัวพิมพ์
เล็กและพิมพ์ใหญ่ จำ�นวน 1 กิโลไบต์ และเขียน

โปรแกรมทดสอบเม่ือกำ�หนดอักขระแบบที่ได้จาก
การสุ่มของโปรแกรมคอมพิวเตอร์ และสุ่มอัตรา 
การประมาณ (Distance Ration) โดยวัดจากความ
ยาวอักขระแบบ 5-50 ตัวอักษร เขียนโปรแกรม 
เพื่อเปรียบกับขั้นตอนวิธีที่มีประสิทธิภาพได้แก่  
Levenshtein, Neesleman และ SmithWaterman 
การทดลองแตล่ะรายการจำ�นวน 10 ครัง้หลงัจากนัน้ 
หาคา่เฉลีย่ นำ�มาเขยีนผลการทดลองดงัภาพประกอบ 5

	 จากภาพประกอบ 5 เมื่อค้นหาด้วยการสุ่ม
ขอ้มลูทัง้อกัขระแบบและขอ้ความเพือ่คน้หา ยงัไดผ้ล
การทดลองที่ ข้ันตอนวิธีใหม่ที่นำ�เสนอในงานวิจัยนี้  
ค้นหาเปรียบเทียบโดยใช้เวลาต่ำ�กว่าขั้นตอนวิธี 
Levenshtein และ Neesleman แต่ใช้เวลาค้นหา
ใกล้เคียงและมากกว่าขั้นตอนวิธี SmithWaterman

	 นำ�เข้าข้อมูลจริงจาก แฟ้มข้อมูลจริง 
(anage_data.txt---ขนาด 768 KB) ของ The  
Human Ageing Genomic Resources (HAGR), จาก 
https://genomics.senescence.info/download.
html เขยีนโปรแกรมสุม่อกัขระแบบในแฟม้ดงักลา่ว

 
ภาพประกอบ 5 เปรียบความเร็วการคนหาเมื่อขอความและอักขระแบบสุมจากโปรแกรมคอมพิวเตอร  

 
 จากภาพประกอบ 5 เมื่อคนหาดวยการสุมขอมูลทั้งอักขระแบบและขอความเพื่อคนหา ยังไดผลการทดลองที่ 

ขั้นตอนวิธีใหมที่นําเสนอในงานวิจัยนี้ คนหาเปรียบเทียบโดยใชเวลาต่ํากวาขั้นตอนวิธี Levenshtein และ Neesleman 
แตใชเวลาคนหาใกลเคียงและมากกวาขั้นตอนวิธี SmithWaterman 

4) นําเขาขอมูลจริงจาก แฟมขอมูลจริง (anage_data.txt---ขนาด 768 KB) ของ The Human Ageing 
Genomic Resources (HAGR), จาก https://genomics.senescence.info/download.html เขียนโปรแกรมสุมอักขระ

แบบในแฟมดังกลาวดวยความยาวแตกตางกัน และเปรียบกับขั้นตอนวิธีที่มีประสิทธิภาพไดแก  Levenshtein, 

Neesleman และ SmithWaterman การทดลองแตละรายการจํานวน 10 ครั้งหลังจากนั้นหาคาเฉลี่ย นํามาเขียนผลการ

ทดลองดังภาพประกอบ 6 
 
 

ภาพประกอบ 5 เปรียบความเร็วการค้นหาเมื่อข้อความและอักขระแบบสุ่มจากโปรแกรมคอมพิวเตอร์ 
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ภาพประกอบ 6 เปรียบความเร็วการคนหาจากขอมูลจริง ของ The Human Ageing Genomic Resources (HAGR)  

 
5) นําเขาขอมูล DNA ดวยแฟมขอมูลจริง (gbbct107.seq---ขนาดตนฉบับ 240,865 KB) ของ GenBank, 

National Center for Biotechnology Information, National Library of Medicine, จ า ก 

http://biomirror.aarnet.edu.au/biomirror/genbank/GBBCT107.SEQ เขียนโปรแกรมสุมอักขระแบบจากแฟมดังกลาว

ดวยความยาวแตกตางกัน และเปรียบกับขั้นตอนวิธีที่ มีประสิทธิภาพ  ไดแก  Levenshtein, Neesleman และ 
SmithWaterman การทดลองแตละรายการจํานวน 10 ครั้งหลังจากนั้นหาคาเฉลี่ย นํามาเขียนผลการทดลองดัง

ภาพประกอบ 7 

 
ภาพประกอบ 7 เปรียบความเร็วการคนหาจากขอมูลจริงของดีเอ็นเอ  

 
ภาพประกอบ 6 เปรียบความเร็วการคนหาจากขอมูลจริง ของ The Human Ageing Genomic Resources (HAGR)  

 
5) นําเขาขอมูล DNA ดวยแฟมขอมูลจริง (gbbct107.seq---ขนาดตนฉบับ 240,865 KB) ของ GenBank, 

National Center for Biotechnology Information, National Library of Medicine, จ า ก 

http://biomirror.aarnet.edu.au/biomirror/genbank/GBBCT107.SEQ เขียนโปรแกรมสุมอักขระแบบจากแฟมดังกลาว

ดวยความยาวแตกตางกัน และเปรียบกับขั้นตอนวิธีที่ มีประสิทธิภาพ  ไดแก  Levenshtein, Neesleman และ 
SmithWaterman การทดลองแตละรายการจํานวน 10 ครั้งหลังจากนั้นหาคาเฉลี่ย นํามาเขียนผลการทดลองดัง

ภาพประกอบ 7 

 
ภาพประกอบ 7 เปรียบความเร็วการคนหาจากขอมูลจริงของดีเอ็นเอ  

ภาพประกอบ 6 เปรียบความเร็วการค้นหาจากข้อมูลจริง  
ของ The Human Ageing Genomic Resources (HAGR) 

ภาพประกอบ 7 เปรียบความเร็วการค้นหาจากข้อมูลจริงของดีเอ็นเอ
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ดว้ยความยาวแตกตา่งกนั และเปรยีบกบัขัน้ตอนวธิทีี่
มีประสิทธิภาพได้แก่ Levenshtein, Neesleman 
และ SmithWaterman การทดลองแต่ละรายการ
จำ�นวน 10 ครั้งหลังจากนั้นหาค่าเฉลี่ย นำ�มาเขียน
ผลการทดลองดังภาพประกอบ 6

	 นำ�เข้าข้อมูล DNA ด้วยแฟ้มข้อมูลจริง 
(gbbct107.seq---ขนาดต้นฉบับ 240,865 KB) ของ 
GenBank, National Center for Biotechnology 
Information, National Library of Medicine, 
จาก http://biomirror.aarnet.edu.au/biomirror/ 
genbank/GBBCT107.SEQ เขยีนโปรแกรมสุม่อักขระ
แบบจากแฟ้มดังกล่าวด้วยความยาวแตกต่างกัน  
และเปรียบกับขั้นตอนวิธีที่มีประสิทธิภาพ ได้แก่  
Levenshtein, Neesleman และ SmithWaterman 
การทดลองแตล่ะรายการจำ�นวน 10 ครัง้หลงัจากนัน้ 
หาค่าเฉลี่ย นำ�มาเขียนผลการทดลองดัง 
ภาพประกอบ 7

	 จากภาพประกอบ 6-7 ยนืยนัผลการทดลอง
ค้นหากับข้อมูลจริงที่ได้นำ�มาเปรียบเทียบ พบว่า  
แสดงขั้นตอนวิธีใหม่ท่ีนำ�เสนอในงานวิจัยน้ี ค้นหา 
เปรียบเทยีบโดยใชเ้วลาต่ำ�กวา่ข้ันตอนวธิ ีLevenshtein  
และ Neesleman แต่ใช้เวลาค้นหาใกล้เคียงและ
มากกวา่ข้ันตอนวิธ ีSmithWaterman ซ่ึงการทำ�งาน
ของขั้นตอนวิธีใหม่ ทำ�งานอยู่ในระดับความเร็วสูง 
เชน่เดยีวกับ ขัน้ตอนวธิ ีSmithWaterman แตอ่ยา่งไร
กต็ามหากมกีารปรบัปรงุใหด้ขีึน้ นา่จะทำ�ใหส้ามารถ
ทำ�งานได้รวดเร็วกว่าที่แสดงไว้นี้ก็อาจเป็นได้

5. อภิปรายผลและข้อเสนอแนะ 

	 พจิารณาการทำ�งานในเชงิทฤษฎีของข้ันตอน 
วธิทีีม่กีารสรา้งโครงสรา้งใชเ้วลา O(m) ใชเ้นือ้ที ่เมือ่  
m คือ ความยาวของอักขระแบบ คือ จำ�นวนอักขระ 
แบบ เมือ่นำ�มาเขียนโปรแกรมทดลองสรา้งโครงสรา้ง 
พบว่าใช้เน้ือท่ีบรรจุโครงสร้างในหน่วยความจำ�
คอมพิวเตอร์น้อยกว่าขั้นตอนวิธีที่เคยมีมาก่อนอย่าง
มีนัยสำ�คัญ 

	 สำ�หรับขั้นตอนวิธีการเปรียบคู่สายอักขระ
แบบประมาณท่ีพฒันาขึน้ คน้หาขอ้มลูด้วยกรณีความ 
ซับซ้อนมากสุด O((m-k)n) กรณีค้นหาดีที่สุด O(kn) 
เมื่อ n คือ ความยาวของสายสตริงเท็กซ์ที่ต้องการ
คน้หา k เมือ่นำ�มาพฒันาโปรแกรมคอมพวิเตอรค์น้หา
ทั้งข้อมูลการสุ่มและข้อมูลจริงทำ�ให้ได้เห็นผลการ
ทดลองทีด่กีว่าข้ันตอนวิธี Levenshtein, Neesleman 
ในทุกกรณี ในขณะท่ีทำ�งานได้ใกล้เคียงกับข้ันตอน 
วิธี SmithWaterman ในบางกรณี ทั้งน้ีเน่ืองจาก
ระหว่างการค้นหาขั้นตอนวิธีใหม่จะมีดำ�เนินการหา 
ความแตกตา่งและการเปรยีบเทยีบขอ้มลูเพือ่ตรวจสอบ 
ผลการค้นหาพบในทุกๆ คร้ังของการวนค้นหาใน 
แตล่ะหนา้ตา่งคน้หา แตใ่นขัน้ตอนวธิ ีSmithWaterman  
ดำ�เนินการเพียงหาค่าความแตกตา่งของอักขระแบบ
เท่าน้ัน ดังนั้นในกรณีน้ีจึงทำ�ให้ขั้นตอนวิธีดังกล่าว 
มีความรวดเร็วกว่าในการค้นหา อย่างไรก็ตาม  
ขั้นตอนวิธีใหม่สามารถพัฒนาต่อยอดเพื่อทำ�ให้มี
ประสิทธิภาพได้มากยิ่งขึ้นได้ ดังนี้

	 สามารถพัฒนาข้ันตอนวิธีให้สามารถมี 
ความซบัซอ้น O(n) แบบสมบรูณ์ไดโ้ดยการวเิคราะห์
รายการผกผันท่ีเก็บวิเคราะห์ในแต่คร้ังท่ีการเข้าถึง 
ตารางผกผัน โดยไม่ต้องมีการกวาดซ้ำ�เหมือนใน 
Algorithm 2 ได้ 

	 สามารถพฒันาขัน้ตอนการคน้หาแบบขนาน
ได้ด้วยการเขียนโปรแกรมแบบใช้เทรดได้อีกด้วย

	 สามารถพฒันาการเลือ่นหนา้ตา่งคน้หาใหม้ ี
ตารางการเลื่อน (Shift Table) เพื่อใช้เลื่อนหน้าต่าง
สำ�หรับการกวาดตรวจการค้นพบ เช่น ขั้นตอนของ 
Boyer-Moor หรือ KMP จะทำ�ให้มกีารคน้หาทีร่วดเร็ว
และมคีวามซับซ้อนน้อยลงกวา่ทีน่ำ�เสนอในงานวจัิยน้ี
ได้

	 สามารถพัฒนาเป็นขั้นตอนการเปรียบคู่
สายอกัขระพหแุบบแบบประมาณ (Multiple String 
Pattern Matching with Allow Error) ได้ด้วยการ
สร้างตารางรายการผกผันแบบพหุแบบ (Multiple 
String Pattern) 
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	 สามารถนำ�เอาเทคนิคของปัญญาประดิษฐ์
มาร่วมสำ�หรับการวิเคราะห์หรือทำ�นายคำ�เหมือน
และแตกต่างได้ในแต่ละพยางค์ของการค้นหาเพื่อ 
เพ่ิมประสิทธิภาพให้รวดเร็วข้ึน ในทางตรงกันข้าม  
หากนำ�ขั้นตอนวิธีที่พัฒนาขึ้นนี้สู่กลไกภายในของ
ปัญญาประดิษฐ์ก็สามารถดำ�เนินการได้เช่นกัน

6. สรุปผลการวิจัย 

	 บทความงานวิจัยน้ีนำ�เสนอโครงสร้างขอ้มูล
ใหม่เพื่อใช้สำ�หรับการออกแบบขั้นตอนวิธีเปรียบคู่
สายอกัขระแบบประมาณ โครงสร้างขอ้มลูใหมพ่ฒันา 
ตอ่ยอดจากรายการผกผนัแบบเดีย่วของ Khancome 
& Boonjing (2010) นำ�มาออกแบบใหจ้ดัเกบ็อกัขระ
แบบอาศัยตารางการแฮชจัดเก็บรายการผกผันจาก
อักขระแบบเดี่ยว เพื่อให้รองรับการวิเคราะห์ผล
การเปรียบคู่สำ�เร็จได้แบบประมาณท่ีอนุญาตให้มี 
คา่ความผดิพลาดทีไ่มต่รงกนัของตวัอกัขระในระหวา่ง
การคน้หาได ้จากนัน้พฒันาขัน้ตอนวธิกีารเปรียบคูส่าย 
อักขระแบบประมาณใหม่โดยโครงสร้างข้อมูลชนิด
ใหมท่ี่พฒันาขึน้ ผลการวิจัยทางทฤษฎพีบว่า ขัน้ตอน 
วิธีที่พัฒนาขึ้นใหม่ มีความซับซ้อนต่ำ� สามารถ
ทำ�งานแบบเชิงเส้นอันเป็นลักษณะของการค้นหา 
ท่ีมีประสทิธิภาพ โดยการสรา้งโครงสรา้งขอ้มลูใชเ้วลา
เท่ากับจำ�นวนอักขระแบบที่นำ�มาใช้เพื่อค้นหา และ
ความซับซ้อนด้านเนื้อที่จัดเก็บเท่ากับจำ�นวนอักขระ
แบบที่ใช้ในอักขระแบบรวมกับขนาดอักขระแบบ 
ที่ใช้ ขณะที่ความซับซ้อนด้านเวลาในการค้นหามี
ค่าดีที่สุดเท่ากับความยาวของข้อความที่ค้นคูณกับ 
ความยาวของอกัขระแบบ ผลการทดลองดว้ยการเขยีน
โปรแกรมคอมพวิเตอรว์ดัผลกบัขัน้ตอนวธิทีีม่ชีือ่เสยีง
พบว่า ขั้นตอนวิธีใหม่ใช้เนื้อที่สำ�หรับสร้างโครงสร้าง
ด้วยหน่วยความจำ�ที่ต่ำ�กว่าขั้นตอนวิธีที่นำ�มาเปรียบ
เทียบ และสามารถค้นหาได้ดีเป็นลักษณะเชิงเส้น 
ที่ใช้เวลาในการค้นหาได้รวดเร็วเท่าๆ กับข้ันตอน 
วิธีที่ค้นหาได้รวดเร็วที่สุดที่นำ�มาเปรียบเทียบ 
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บทคัดย่อ: จากข้อมูลของกองระบาดวิทยา พบว่าในช่วงวันที่ 1 มกราคม ถึง 
31 ตลุาคม พ.ศ. 2566 มผีูป้ว่ยโรคปอดบวมหรอืปอดอกัเสบจำ�นวน 239,197 
ราย และในช่วง 5 ปทีีผ่่านมา (พ.ศ. 2561–2565) มจีำ�นวนผู้ป่วยเฉลีย่เดอืนละ 
20,000 ราย โดยมีแนวโน้มเพิ่มขึ้นอย่างต่อเนื่อง การวินิจฉัยและรักษาตั้งแต่
ระยะเริ่มต้นสามารถช่วยลดอัตราการเสียชีวิตได้อย่างมีนัยสำ�คัญ งานวิจัยนี้
จึงเสนอแบบจำ�ลองการจำ�แนกโรคปอดบวมจากภาพเอ็กซ์เรย์ทรวงอกโดยใช ้
โครงข่ายประสาทเทียมแบบคอนโวลูชัน ได้แก่ VGG16 และ VGG19 ร่วมกับ
เทคนคิการถา่ยโอนความรู้โดยใชช้ดุขอ้มลู Chest X-Ray Images (Pneumonia)  
จำ�นวน 5,232 ภาพ ซึ่งประกอบด้วยภาพผู้ป่วย 4,273 ภาพ และภาพไม่เป็น
โรค 1,583 ภาพ พรอ้มทัง้ประยกุตเ์ทคนคิการเสรมิขอ้มลู และแบง่ขอ้มลูออก
เป็นชุดเรียนรู้ร้อยละ 70 ชุดตรวจสอบร้อยละ 20 และชุดทดสอบร้อยละ 10 
การทดลองแบ่งเป็นสองกลุ่ม ได้แก่ กลุ่มที่ 1 ใช้สถาปัตยกรรม VGG16 และ 
VGG19 โดยไม่ปรับแต่ง และกลุ่มที่ 2 ปรับแต่งชั้น Fully Connected ของ
โมเดลร่วมกับการถ่ายโอนความรู้ ผลการทดลองกลุ่มที่ 1 พบว่า VGG16 ให้
ความแม่นยำ�ร้อยละ 95.42 และค่าความสูญเสีย 0.18 ส่วน VGG19 ให้ความ
แม่นยำ�ร้อยละ 94.89 และค่าความสูญเสีย 0.21 สำ�หรับกลุ่มที่ 2 พบว่า  
VGG16 พร้อมปรับแต่งชั้น Fully Connected จำ�นวน 9 ชั้น (ประกอบด้วย 
2048-1024-512-256-128-64-32-16-8 โหนด) ใหผ้ลดทีีส่ดุ โดยมคีวามแมน่ยำ�
ร้อยละ 97.83 และค่าความสูญเสีย 0.11 เมื่อเปรียบเทียบกับ VGG16 และ 
VGG19 ที่ไม่ปรับแต่ง พบว่าความแม่นยำ�เพิ่มขึ้นร้อยละ 2.41 และ 2.94 ตาม
ลำ�ดับ ขณะที่ค่าความสูญเสียลดลง 0.07 และ 0.10 ตามลำ�ดับ 
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1. บทนำ� (Introduction)

	 โรคปอดบวมหรอืปอดอกัเสบ (Pneumonia) 
เกดิจากการตดิเชือ้ท่ีถงุลมฝอย (Alveoli) เป็นภาวะที่
ทีเ่กดิจากเชือ้ไวรสัและแบคทเีรยี เช่น เช้ือไวรัสโคโรนา 
2019 (COVID-19) ในท่อลมหายใจและลักษณะการ
อักเสบของปอดทำ�ให้เกิดการสะสมของน้ำ�หลาก
หลายอย่างในหลอดลมหายใจ อาจทำ�ให้เกิดภาวะ
ระบบหายใจลม้เหลวและเสยีชีวติไดพ้บไดท้ัว่ไปในทกุ 
ช่วงอายุ (Department of Disease Control, 2022) 
และสถานการณใ์นประเทศไทยในป ี2566 ขอ้มลูจาก
กองระบาดวิทยาพบวา่ ระหวา่งวนัที ่1 มกราคม - 31 
ตุลาคม 2566 มีผู้ป่วยจำ�นวน 239,197 ราย คิดเป็น
อัตราการป่วย 361.48 รายต่อประชากร 100,000 
ราย และในช่วง 5 ปทีีผ่า่นมา (2561 - 2565) มผีูป่้วย
เฉลี่ยเดือนละ 20,000 ราย มีผู้เสียชีวิต 224 คนและ 

มแีนวโนม้สงูขึน้ตลอดเวลา (Department of Disease  
Control, 2023) การตรวจร่างกายเพื่อวินิจฉัย 
โรคปอดบวมของแพทย์ด้วยการถ่ายภาพด้วยรังสี
เอ็กซ์ (Chest X-Ray) มีประสิทธิภาพมากยิ่งขึ้นและ
ในปจัจบุนัการพฒันาของเทคโนโลยมีีความกา้วหนา้ที่
สามารถอา่นและคดัแยกโรคเบือ้งตน้จากภายถา่ยเอก็ซ์
เรยโ์ดยใชว้ธิกีารของคอมพวิเตอรวิ์ทศัน ์(Computer 
Vision) ซึ่งเป็นแขนงหนึ่งของปัญญาประดษิฐ์ (AI) ที่
มีความซบัซอ้นและมีความรวดเรว็ในการประมวลผล 
ซึง่ในเทคนคิการทำ�งานของการเรียนรู้เชิงลึก  (Deep 
Learning) มีเทคนิคหรือแบบจำ�ลองอื่นๆ ที่สามารถ
นำ�มาใชใ้นการวเิคราะหแ์ละคดัแยกขอ้มลูจากรปูภาพ
และที่นิยมมากที่สุดในปัจจุบันคือโครงข่ายประสาท
เทียมแบบคอนโวลูชัน (Convolutional Neural 
Networks: CNNs) เป็นโครงข่ายได้รับความนิยม

Abstract: According to data from the Bureau of Epidemiology, between January 1 and October 
31, 2023, a total of 239,197 cases of pneumonia or lung inflammation were reported. Over 
the past five years (2018–2022), the average number of cases was approximately 20,000 per 
month, with a continuously increasing trend. Early detection and treatment of pneumonia  
can significantly reduce mortality rates. This study proposes a classification model for  
pneumonia based on chest X-ray images using Convolutional Neural Networks (CNNs),  
specifically the VGG16 and VGG19 architectures, in conjunction with the transfer learning 
technique. The Chest X-Ray Images (Pneumonia) dataset, consisting of 5,232 images (4,273 
pneumonia cases and 1,583 normal cases), was used. Data augmentation techniques were 
applied, and the dataset was divided into 70% training, 20% validation, and 10% testing sets. 
The experiments were divided into two groups: Group 1 employed the VGG16 and VGG19 
architectures, while Group 2 utilized these architectures with transfer learning and customized 
Fully Connected (FC) layers. In Group 1, the VGG16 achieved an accuracy of 95.42% with a 
loss value of 0.18, while VGG19 achieved an accuracy of 94.89% with a loss of 0.21. In Group 
2, the best performance was achieved using the VGG16 architecture with customized fully 
connected (FC) layers, consisting of nine layers with 2048, 1024, 512, 256, 128, 64, 32, 16, and 
8 nodes, respectively. This configuration achieved the highest accuracy of 97.83% and the 
lowest loss of 0.11. Compared to the VGG16, the model achieved a 2.41% improvement in 
accuracy and a 0.07 reduction in loss. When compared to the unmodified VGG19, accuracy 
improved by 2.94% and loss decreased by 0.10.
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และมีความสามารถในการสกัดคุณลักษณะเด่นของ
รูปภาพได้อย่างมีประสิทธิภาพและอีกท้ังการถ่าย
โอนความรู้ (Transfer Learning) เป็นเทคนิคหนึ่งที่
ได้รับความนิยมเพื่อลดเวลาในการเรียนรู้ของเครื่อง
และเหมาะสำ�หรับข้อมูลที่มีขนาดไม่ใหญ่มาก โดย
ใชค้า่น้ำ�หนกั (Weight) ทีไ่ดรั้บการเรียนรู้ไวล้ว่งหนา้
แลว้มาใชง้าน ซึง่มีความเหมาะสมกบัการนำ�มาใชง้าน
ในชุดข้อมูลที่มีขนาดไม่ใหญ่มากเช่น ข้อมูลทางการ
แพทย์ที่มีปริมาณไม่เยอะมาก (Iman, Arabnia, & 
Rasheed, 2023) โดยแบบจำ�ลองทีไ่ดร้บัความนยิมนำ�
มาใช้ในการถ่ายโอนความรู ้เชน่ Xception, VGG16, 
VGG19, ResNet, ResNetV2 เปน็ตน้ โครงสรา้งของ
แบบจำ�ลอง VGG16, VGG19 มีลักษณะที่เหมือนกัน
และมคีวามแตกตา่งในชัน้ของแบบจำ�ลองทีใ่ชส้ำ�หรบั
การสดัคณุลกัษณะเดน่ของขอ้มลูที ่VGG16 จะมเีพยีง 
16 ชั้น และ VGG19 จะมีเพียง 19 ชั้น ดังแสดงใน
ภาพที่ 3 โครงสร้างของแบบจำ�ลอง ConvNet หรือ 
VGG16 และ VGG19 ในข้อ D และ E

	 บทความน้ีจึงนำ�เสนอแบบจำ�ลองในการ
ตรวจหาโรคปอดบวมหรอืโรคปอดอกัเสบจากจากภาพ
เอก็ซเ์รยท์รวงอกจาก Mendeley data (Kermany, 
Zhang, & Goldbaum, 2018) เปน็ชดุขอ้มลูทีไ่ดร้ับ 
ความนิยมในบทความต่างๆ และชุดข้อมูลนี้ได้ 

เผยแพร่บนเว็บไซต์ kaggle.com ท่ีมีผู้ดาวน์โหลด 
นำ�ไปใช้งานโดยเฉลี่ยเดือนละ 200 คร้ัง โดยใน 
ชดุขอ้มูลประกอบไปดว้ยภาพเอก็ซเ์รยท์รวงอกทีร่ะบุ
การเป็นโรคปอดบวม (Pneumonia) ทั้งหมด 5,232 
ภาพ แบง่ออกเปน็ ไมเ่ปน็โรค (Normal) จำ�นวน 1,583 
ภาพ และที่บ่งบอกว่าไม่ปกติหรือเป็นโรคปอดบวม 
จำ�นวน 4,273 ภาพและใช้เทคนิคการเสริมข้อมูล 
(Data Augmentation) เฉพาะข้อมูลที่ไม่เป็นโรค 
เพื่อทำ�ให้ปริมาณข้อมูลที่เท่ากันทั้งสองส่วน โดยใช้ 
โครงข่ายประสาทเทียมแบบคอนโวลูชันได้แก่
สถาปัตยกรรม VGG16, VGG19 เพื่อนำ�มาใช้ 
ร่วมกับเทคนิคการถ่ายโอนความรู้ ได้แบ่งการ
ทดลองออกเป็น 2 กลุ่ม กลุ่มที่ 1 การทดลองโดยใช้
สถาปัตยกรรม VGG16, VGG19 โดยที่ไม่มีการปรับ
แตง่ใดๆ และกลุม่การทดลองที ่2 ทีน่ำ�สถาปตัยกรรม 
VGG16, VGG19  ซึง่ไดร้บัความนยิมและประสทิธภิาพ 
ในระดับต้นๆ มาใช้โดยการถ่ายโอนความรู้และ 
ปรับแต่งในชั้น Fully connected (FC) โดยนำ� 
รูปแบบพัฒนาการเพ่ิม/ลดจำ�นวน Node ในการ
ทดลอง 6 รูปแบบ ดังแสดงในภาพประกอบ 1 ได้แก่ 
1) การเพิ่มขึ้นของจำ�นวน Node สม่ำ�เสมอ 2) การ
เพิ่มขึ้นของจำ�นวน Node สม่ำ�เสมอและลดลงอย่าง
สม่ำ�เสมอเท่ากับการเพ่ิมข้ึน 3) การลดจำ�นวนของ 

3 

 

นํามาใชงานในชุดขอมูลที่มีขนาดไมใหญมากเชน ขอมูลทางการแพทยที่มีปริมาณไมเยอะมาก (Iman, Arabnia, & 
Rasheed, 2023) โดยแบบจําลองที่ไดรับความนิยมนํามาใชในการถายโอนความรู เชน Xception, VGG16, VGG19, 

ResNet, ResNetV2 เปนตน โครงสรางของแบบจําลอง VGG16, VGG19 มีลักษณะที่เหมือนกันและมีความแตกตางในช้ันของ

แบบจําลองที่ใชสําหรับการสัดคุณลักษณะเดนของขอมูลที่ VGG16 จะมีเพียง 16 ช้ัน และ VGG19 จะมีเพียง 19 ช้ัน ดังแสดง

ในภาพที่ 3 โครงสรางของแบบจําลอง ConvNet หรือ VGG16 และ VGG19 ในขอ D และ E 

บทความนีจ้ึงนําเสนอแบบจําลองในการตรวจหาโรคปอดบวมหรือโรคปอดอักเสบจากจากภาพเอ็กซเรยทรวงอกจาก 

Mendeley data (Kermany, Zhang, & Goldbaum, 2018) เปนชุดขอมูลที่ไดรับความนิยมในบทความตาง ๆ และชุด

ขอมูลนี้ไดเผยแพรบนเว็บไซต kaggle.com ที่มีผูดาวนโหลดนําไปใชงานโดยเฉลี่ยเดือนละ 200 ครั้ง โดยในชุดขอมูลประกอบ

ไปดวยภาพเอ็กซเรยทรวงอกที่ระบุการเปนโรคปอดบวม (Pneumonia) ทั้งหมด 5,232 ภาพ แบงออกเปน ไมเปนโรค (Normal) 
จํานวน 1,583 ภาพ และที่บงบอกวาไมปกติหรือเปนโรคปอดบวม จํานวน 4,273 ภาพและใชเทคนิคการเสริมขอมูล (Data 

Augmentation) เฉพาะขอมูลที่ไมเปนโรคเพื่อทําใหปริมาณขอมูลที่เทากันทั้งสองสวน โดยใชโครงขายประสาทเทียมแบบคอน

โวลูชันไดแกสถาปตยกรรม VGG16, VGG19 เพื่อนํามาใชรวมกับเทคนิคการถายโอนความรู ไดแบงการทดลองออกเปน 2 

กลุม กลุมที่ 1 การทดลองโดยใชสถาปตยกรรม VGG16, VGG19 โดยที่ไมมีการปรับแตงใดๆ และกลุมการทดลองที่ 2 ที่นํา

สถาปตยกรรม VGG16, VGG19  ซึ่งไดรับความนิยมและประสิทธิภาพในระดับตน ๆ  มาใชโดยการถายโอนความรูและ

ปรับแตงในช้ัน Fully connected (FC) โดยนํารูปแบบพัฒนาการเพิ่ม/ลดจํานวน Node ในการทดลอง 6 รูปแบบ ดังแสดงใน

ภาพประกอบ 1 ไดแก 1) การเพิ่มขึ้นของจํานวน Node สม่ําเสมอ 2) การเพิ่มขึ้นของจํานวน Node สม่ําเสมอและลดลงอยาง

สม่ําเสมอเทากับการเพิ่มขึ้น 3) การลดจํานวนของ Node สม่ําเสมอ 4) จํานวนของ Node เทาเดิม 5) จํานวนของ Node 

สลับกัน (สองคา) 6) จํานวนของ Node เพิ่มและลดไมเทากันจาก (Cherdsom & Kanarkard, 2023)  ดังแสดงใน

ภาพประกอบ 8  

 

 
ภาพประกอบ 1 รูปแบบการพัฒนาแบบจําลองของบทความ 

 
2. ทฤษฎีและงานวิจัยที่เก่ียวของ (Materials and Methods) 
 
2.1 โครงขายประสาทเทียมแบบคอนโวลูชัน (Convolutional Neural Networks: CNNs)  

เปนโครงขายไดรับความนิยมและมีความสามารถในการสกัดคุณลักษณะเดนของรูปภาพไดอยางมีประสิทธิภาพ 

โครงสรางประกอบไปดวย 3 ช้ัน ช้ันที่ 1 ช้ันคอนโวลูชัน (Convolutional Layer) เปนช้ันที่ใชสําหรับการสกัดคุณลักษณะเดน

ของขอมูล (Feature Extraction) ช้ันที่ 2 ช้ันพูลลิ่ง (Pooling Layer) เปนช้ันสําหรับการลดขนาดของขอมูลโดยใชเทคนิคตาง ๆ 

ภาพประกอบ 1 รูปแบบการพัฒนาแบบจำ�ลองของบทความ
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Node สม่ำ�เสมอ 4) จำ�นวนของ Node เท่าเดิม 5) 
จำ�นวนของ Node สลับกัน (สองค่า) 6) จำ�นวนของ 
Node เพิ่มและลดไม่เท่ากันจาก (Cherdsom & 
Kanarkard, 2023) ดังแสดงในภาพประกอบ 8 

2. ทฤษฎีและงานวิจัยที่เกี่ยวข้อง  
(Materials and Methods)

2.1 โครงข่ายประสาทเทียมแบบคอน
โวลูชัน (Convolutional Neural 
Networks: CNNs) 

	 เป็นโครงข่ายได้รับความนิยมและมีความ
สามารถในการสกดัคณุลกัษณะเด่นของรปูภาพไดอ้ยา่ง
มปีระสทิธภิาพ โครงสรา้งประกอบไปด้วย 3 ชัน้ ชัน้ท่ี 
1 ชัน้คอนโวลชูนั (Convolutional Layer) เปน็ชัน้ที่
ใชส้ำ�หรบัการสกดัคุณลกัษณะเดน่ของขอ้มลู (Feature 
Extraction) ชั้นที่ 2 ชั้นพูลลิ่ง (Pooling Layer) 
เป็นชั้นสำ�หรับการลดขนาดของข้อมูลโดยใช้เทคนิค
ต่างๆ ได้แก่ การเลือกค่ามากที่สุด (Max pooling)  
การเลือกน้อยที่สุด (Min Pooling) การเลือกผลรวม 
(Sum Pooling) และการเลือกค่าเฉลี่ย (Average 

Pooling) ชั้นที่ 3 ชั้นเชื่อมโยงแบบสมบูรณ์ (Fully 
Connected Layer) เป็นชั้นสำ�หรับการรวมข้อมูล
เป็นลักษณะ 1 มิติแล้วนำ�ข้อมูลทุกๆ โหนดเชื่อม 
เข้าด้วยกันทั้งหมดดังแสดงในภาพที่ 2 โครงสร้าง
ประสาทเทียมแบบคอนโวลูชัน (Sengupta et al., 
2020)

2.2 VGG-Net Architecture 

	 สถาปตัยกรรม VGG-Net หรอื VGG (Visual  
Geometry Group) ถูกพัฒนามาจากโครงข่าย
ประสาทเทยีมแบบคอนโวลูชนั โดยกลุ่มนักวจิยั Visual  
Geometry Group จากมหาวิทยาลัย Oxford  
ซึ่งปัจจุบันได้รับความนิยมได้แก่ VGG16 และ  
VGG19 หมายเลข 16 และ 19 คือจำ�นวนช้ันของ 
การสกดัคณุลกัษณะของขอ้มูลกอ่นเขา้สูช่ัน้การจำ�แนก
ขอ้มลูดงัแสดงในภาพประกอบที ่3 มจีำ�นวนพารามเิตอร ์
138 ล้านพารามิเตอร์และ 144 ล้านพารามิเตอร์ 
ตามลำ�ดับ อีกทั้งยังได้ใช้ชุดข้อมูล ImageNet  
มาใช้ในการเรียนรู้ล่วงหน้าของสถาปัตยกรรมเพื่อ
ให้มีประสิทธิภาพมายิ่งขึ้น (Karen & Andrew,  
2015)

4 

 

ไดแก การเลือกคามากที่สุด (Max pooling) การเลือกนอยที่สุด (Min Pooling) การเลือกผลรวม (Sum Pooling) และการเลือก

คาเฉลี่ย (Average Pooling) ช้ันที่ 3 ช้ันเช่ือมโยงแบบสมบูรณ (Fully Connected Layer) เปนช้ันสําหรับการรวมขอมูลเปน

ลักษณะ 1 มิติแลวนําขอมูลทุก ๆ โหนดเช่ือมเขาดวยกันทั้งหมดดังแสดงในภาพที่ 2 โครงสรางประสาทเทียมแบบคอนโวลูชัน 

(Sengupta et al., 2020) 
 

 
ภาพประกอบท่ี 2 โครงสรางประสาทเทียมแบบคอนโวลูชัน (Sengupta et al., 2020) 

 

2.2 VGG-Net Architecture  
    สถาปตยกรรม VGG-Net หรือ VGG (Visual Geometry Group) ถูกพัฒนามาจากโครงขายประสาทเทียมแบบ

คอนโวลูชัน โดยกลุมนักวิจัย Visual Geometry Group จากมหาวิทยาลัย Oxford ซึ่งปจจุบันไดรับความนิยมไดแก VGG16 และ 

VGG19 หมายเลข 16 และ 19 คือจํานวนช้ันของการสกัดคุณลักษณะของขอมูลกอนเขาสูช้ันการจําแนกขอมูลดังแสดงใน

ภาพประกอบที่ 3 มีจํานวนพารามิเตอร 138 ลานพารามิเตอรและ 144 ลานพารามิเตอรตามลําดับ อีกทั้งยังไดใชชุดขอมูล 

ImageNet มาใชในการเรียนรูลวงหนาของสถาปตยกรรมเพื่อใหมีประสิทธิภาพมายิ่งขึ้น (Karen & Andrew, 2015) 
 

ภาพประกอบที่ 2 โครงสร้างประสาทเทียมแบบคอนโวลูชัน (Sengupta et al., 2020)
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2.3 การถ่ายโอนความรู้ (Transfer 
Learning)

	 เทคนคิการถา่ยโอนความรูโ้ดยใชแ้บบจำ�ลอง
ที่ได้รับการเรียนรู้ล่วงหน้าไว้ก่อนแล้ว (Pre-trained 
Model) จากชุดข้อมูลอื่นๆ ที่ได้รับความนิยมเช่น 
ImageNet ที่มีข้อมูลตัวอย่างจำ�นวนข้อมูล 1.2 ล้าน
ภาพและมีจำ�นวน 1000 หมวดหมู่ นอกจากจะลด
เวลาในการเรียนรู้ของแบบจำ�ลองแล้ว ยังทำ�ให้แบบ
จำ�ลองมีประสทิธิภาพมากข้ึน (Singh et al., 2023b) 
โดยเป็นการนำ�ค่าน้ำ�หนักมาใช้ในการเรียนรู้ของ 
แต่ละชั้นกับชุดข้อมูลใหม่ๆ 

2.4 การแบ่งข้อมูลด้วยวิธี K-Fold 
Cross Validation

	 เทคนคิการแบ่งข้อมลูเพือ่ใชส้ำ�หรบัการทดสอบ
แบบจำ�ลองเพือ่ปอ้งกนัการเกดิ Bais ของแบบจำ�ลอง
ที่พัฒนาขึ้นโดยแบ่งข้อมูลที่มีจำ�นวนเท่ากันออกเป็น
จำ�นวนกลุ่ม (K) ที่ต้องการเช่น 5, 10 (K=5, K=10) 

โดยการสุ่มข้อมูล แบ่งออกเป็นชุดข้อมูลเรียนรู้และ 
ชุดข้อมูลทดสอบและในแต่ละกลุ่มข้อมูลจะข้อมูล 
ในชุดข้อมูลเรียนรู้และชุดข้อมูลทดสอบที่มีความ 
แตกต่างกันดังแสดงภาพประกอบที่ 6 กระบวนการ
การจดัเตรียมชดุขอ้มลู ในหวัขอ้การแบง่ขอ้มลูสำ�หรับ
การทดสอบ (K=5)

2.5 การเสริมข้อมูล (Data  
Augmentation)

	 เทคนิคการเสริมข้อมูลหรือการเพิ่มจำ�นวน
ข้อมูล กรณีที่มีจำ�นวนข้อมูลน้อยไม่เพียงพอต่อการ 
นำ�มาใช้ในการเรียนรู้ของแบบจำ�ลอง ข้อมูลที่ได้มี
ความหลากหลายมากยิง่ขึน้เพือ่ปอ้งกนัปัญหา Overfit  
ระหว่างการเรียนรู้ของแบบจำ�ลองและเพื่อเพิ่ม 
ความแมน่ยำ� ประสทิธภิาพใหแ้บบจำ�ลองทีพ่ฒันาข้ึน  
การเลอืกใชว้ธิกีารเสรมิขอ้มลูเชน่ การหมนุภาพตาม 
องศาทีต่อ้งการ การเพิม่การรบกวนของภาพ (Noise) 
ในลักษณะต่างๆ การลดหรือเพิ่มแสง การตัดครอป
ภาพ (Crop) เปน็ตน้ ทัง้นีก้ารเพิม่ขอ้มลูโดยเทคนิคนี้

5 

 

 
ภาพประกอบท่ี 3 โครงสรางของแบบจําลอง ConvNet (VGG) (Karen & Andrew, 2015) 

 
 
 
2.3 การถายโอนความรู (Transfer Learning) 

เทคนิคการถายโอนความรูโดยใชแบบจําลองที่ไดรับการเรียนรูลวงหนาไวกอนแลว (Pre-trained Model) จากชุด

ขอมูลอื่น ๆ ที่ไดรับความนิยมเชน ImageNet ที่มีขอมูลตัวอยางจํานวนขอมูล 1.2 ลานภาพและมีจํานวน 1000 หมวดหมู 

นอกจากจะลดเวลาในการเรียนรูของแบบจําลองแลว ยังทําใหแบบจําลองมีประสิทธิภาพมากขึ้น (Singh et al., 2023b) โดยเปน

การนําคาน้ําหนักมาใชในการเรียนรูของแตละช้ันกับชุดขอมูลใหม ๆ   
 

2.4 การแบงขอมูลดวยวิธี K-Fold Cross Validation 
    เทคนิคการแบงขอมูลเพื่อใชสําหรับการทดสอบแบบจําลองเพื่อปองกันการเกิด Bais ของแบบจําลองที่พัฒนาขึ้น

โดยแบงขอมูลที่มีจํานวนเทากันออกเปนจํานวนกลุม (K) ที่ตองการเชน 5, 10 (K=5, K=10) โดยการสุมขอมูล แบงออกเปนชุด

ขอมูลเรียนรูและชุดขอมูลทดสอบและในแตละกลุมขอมูลจะขอมูลในชุดขอมูลเรียนรูและชุดขอมูลทดสอบที่มีความแตกตางกัน

ดังแสดงภาพประกอบที่ 6 กระบวนการการจัดเตรียมชุดขอมูล ในหัวขอการแบงขอมูลสําหรับการทดสอบ (K=5) 
 
2.5 การเสริมขอมูล (Data Augmentation) 
    เทคนิคการเสริมขอมูลหรือการเพิ่มจํานวนขอมูล กรณีที่มีจํานวนขอมูลนอยไมเพียงพอตอการนํามาใชในการ

เรียนรูของแบบจําลอง ขอมูลที่ไดมีความหลากหลายมากยิ่งขึ้นเพื่อปองกันปญหา Overfit ระหวางการเรียนรูของแบบจําลอง

และเพื่อเพิ่มความแมนยํา ประสิทธิภาพใหแบบจําลองที่พัฒนาขึ้น การเลือกใชวิธีการเสริมขอมูลเชน การหมุนภาพตามองษาที่

ตองการ การเพิ่มการรบกวนของภาพ (Noise) ในลักษณะตาง ๆ การลดหรือเพิ่มแสง การตัดครอปภาพ (Crop) เปนตน ทั้งนี้

การเพิ่มขอมูลโดยเทคนิคนี้ตองเลือกใชวิธีการที่มีความเหมาะสม วิธีการที่นํามาใชตองมีโอกาสที่จะเกิดขึ้นจริงของขอมูลนั้น ๆ  
   
2.6 งานวิจัยท่ีเก่ียวของ 

ภาพประกอบที่ 3 โครงสร้างของแบบจำ�ลอง ConvNet (VGG) (Karen & Andrew, 2015)
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ต้องเลือกใช้วิธีการที่มีความเหมาะสม วิธีการที่นำ�มา
ใช้ต้องมีโอกาสที่จะเกิดขึ้นจริงของข้อมูลนั้นๆ 

2.6 งานวิจัยที่เกี่ยวข้อง

	 ในการค้นหาโรคปอดบวมของ Chouhan  
et al. (2020) ไดน้ำ�แบบจำ�ลองตา่งๆ มาใชง้านรว่มกบั
เทคนิคการทำ� Ensemble model ที่นำ�แบบจำ�ลอง
มากกวา่หนึง่แบบจำ�ลองมาช่วยในการพยากรณ ์ได้แก ่
AlexNet, DenseNet121, InceptionV3, ResNet18 
และ GoogLeNet และใช้ชุดข้อมูลท่ีปริมาณข้อมูล
ทั้งสองคลาสมีจำ�นวนท่ีไม่เท่ากันคือ 4,273 ภาพ  
ที่บ่งบอกว่าเป็นโรคและไม่เป็นโรค 1,583 ภาพ  
แบบจำ�ลองทีน่ำ�เสนอได้รบัความแมน่ยำ�รอ้ยละ 96.40 

	 การวินิจฉยัโรคปอดบวมของ Zhang et al. 
(2021) ได้นำ�เสนอแบบจำ�ลองจากการปรับแต่งของ
แบบจำ�ลองจากสถาปตัยกรรม VGG16 มคีวามแม่นยำ�
ร้อยละ 96.06 เมื่อเปรียบเทียบกับแบบจำ�ลองจาก
สถาปตัยกรรม VGG16 ทีไ่มไ่ด้รบัการปรบัแต่งมคีวาม
แมน่ยำ�รอ้ยละ 94.35 แบบจำ�ลองจากสถาปัตยกรรม 
Xception มคีวามแม่นยำ�ร้อยละ 96.06 แบบจำ�ลอง 
จากสถาปตัยกรรม MobileNet มีความแม่นยำ�รอ้ยละ 
95.473 แบบจำ�ลองจากสถาปัตยกรรม ResNet121 
มีความแม่นยำ�ร้อยละ 87.35 

	 การนำ�เสนอแบบจำ�ลองของ Racic et al. 
(2021) ที่พัฒนามาจากโครงข่ายประสาทเทียมแบบ
คอนโวลูชัน โดยใช้ชุดข้อมูลท่ีปริมาณข้อมูลท้ังสอง 
คลาสไม่เท่ากันได้แก่ 4,273 ภาพที่เป็นโรคและ 
ที่ไม่เป็นโรค 1,583 ภาพ มีความแม่นยำ�ของแบบ
จำ�ลองร้อยละ 88.90 

	 การวิเคราะห์โรคของ Singh et al. (2023b)
ได้นำ�เสนอแบบจำ�ลองจากโครงข่ายประสาทเทียม
แบบคอนโวลูชัน และแบบจำ�ลองท่ีถ่ายโอนความรู้
ได้แก่ VGG16, VGG19, ResNet50, InceptionV3, 
Xception, InceptionResNetV2, NasNetLarge  
ได้ผลความแม่นยำ�รอ้ยละ 92.14, 89.90, 84.24, 89.42, 

86.64, 86.17, 88.14 ตามลำ�ดับ ส่วนแบบจำ�ลอง 
ที่นำ�เสนอคือ CNN มีความแม่นยำ�ร้อยละ 95.47  
และใช้ชุดข้อมูลที่ปริมาณข้อมูลทั้งสองคลาสได้แก่ 
4,273 ภาพที่เป็นโรคและที่ไม่เป็นโรค 1,583 ภาพ 

	 บทความของ Mabrouk et al. (2022)  
ได้นำ�เสนอการแบบจำ�ลองการจำ�แนกประเภท
โรคปอดบวมโดยใช้เทคนิค Ensemble Learning  
เพื่อลดความซ้ำ�ซ้อนของข้อมูลโดยใช้แบบจำ�ลอง  
MobileNetV2, DenseNet169, Vision Transformer 
(VIT) ใชช้ดุขอ้มูลทีป่รมิาณขอ้มลูทัง้สองคลาสมจีำ�นวน
ที่ไม่เท่ากันคือ 4,273 ภาพที่เป็นโรคและที่ไม่เป็น
โรค 1,583 ภาพ ผลการจำ�แนกพบว่าแบบจำ�ลอง  
MobileNetV2, DenseNet169 และ Vision  
Transformer (VIT) ท่ีไม่ใช้เทคนิค Ensemble 
Learning พบว่ามีความแม่นยำ�ร้อยละ 91.35, 
90.87, 92.47 และเมือ่นำ� 3 แบบจำ�ลองมาใชร้ว่มกับ
เทคนคิ Ensemble Learning พบกวา่มคีวามแมน่ยำ� 
ร้อยละ 93.91 

	 การตรวจหาโรคปอดบวมของ Varshni  
et al. (2019) ได้ใช้โครงข่ายประสาทเทียมแบบ 
คอนโวลูชันในรูปแบบของการทำ� pre-trained 
โดยใช้แบบจำ�ลอง Xception, VGG16, VGG-19, 
ResNet-50, DenseNet-121 และ DenseNet-169 
ในการสกดัขอ้มลูและนำ�ไปพยากรณโ์ดยใช ้Random 
Forest, K-nearest Neighbors, Naive Bayes และ 
Support Vector Machine (SVM) ซึ่งผลพบว่าการ
ใช้งาน ResNet-50 ร่วมกับ SVM (rbf Kernel) ให้
ผล AUC เทา่กับ 0.7749 ซึง่เมือ่เทยีบกับแบบจำ�ลอง 
VGG16 และ VGG19 มีความแตกต่างของค่า AUC 
ประมาณ 0.0899 

	 ในการศึกษาของ (Shankar et al., 2023) 
ได้เปรียบเทียบแบบจำ�ลองของ machine learning  
models ได้แก่ Logistic Regression, KNN,  
Decision Tree, Random Forest, Naive Bayes, 
and Support Vector Machines และ deep  
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learning models ได้แก่ CNN, VGG16, ResNet และ
ปริมาณของข้อมูลที่เป็นโรคและไม่เป็นโรคมีจำ�นวน
ประมาณ 1,200 ภาพต่อคลาสซึ่งเป็นการลดจำ�นวน
ขอ้มลูให้ทัง้สองคลาสมปีรมิาณทีเ่ทา่กนั พบวา่ระหวา่ง 
machine learning models และ deep learning 
models ไม่มีความแตกต่างกันมากเมื่อนำ�มาใช้งาน
จริงแต่เมื่อเปรียบเทียบความแม่นยำ�พบว่าโครงข่าย
ประสาทเทียมแบบคอนโวลูชันพื้นฐานให้ผลร้อยละ 
89.74 VGG16 ให้ผลร้อยละ 75.80 และ ResNet 
ให้ผลร้อยละ 88.14 ซึ่งให้ผลท่ีมากกว่า Machine 
Learning Models 

	 และการศึกษาของ (Singh et al., 2023a) 
ไดน้ำ�เสนอแบบจำ�ลอง QCSA network (Quaternion 
Channel-Spatial Attention Network) ปริมาณ
ข้อมูลทั้งสองคลาสมีจำ�นวนที่ไม่เท่ากันคือ 4,273 
ภาพที่เป็นโรคและที่ไม่เป็นโรค 1,583 ภาพ ให้ความ
แมน่ยำ�ร้อยละ 94.53 และนำ�มาปรียบเทียบกับแบบ
จำ�ลองอืน่ๆ เชน่ VGG16 และ VGG19 ได้ความแมน่ยำ�
ร้อยละ 92.14 และ 90.22 ตามลำ�ดับ 

	 ในการระบุโรคปอดบวมของ (Chiwariro 
& Wosowei, 2023) ได้นำ�แบบจำ�ลองจากโครงข่าย
ประสาทเทียมแบบคอนโวลูชัน (Convolutional 
Neural Networks : CNN) มาใช้ได้แก่ VGG19, 
VGG16, ResNet50 และ InceptionNet v3 โดย
ใช้ YoLo v5 ในการค้นหาตำ�แหน่งของการเกิดโรค
เท่านั้น พบว่า VGG16 มีความแม่นยำ�ร้อยละ 88.00 
และ VGG19 มีความแม่นยำ�ร้อยละ 80.00 ส่วน 
ResNet50 และ InceptionNet v3 มีความแม่นยำ�
ร้อยละ 73.00 และ 79.00 ตามลำ�ดับ 

	 ในการระบโุรคของ (Papadimitriou, Kana-
vos, & Maragoudakis, 2023) นำ�เสนอแบบจำ�ลอง
จากโครงข่ายประสาทเทยีมแบบคอนโวลชูนัทีพ่ฒันา
ขึน้เองทีมี่โครงสรา้ง 3 รปูแบบและพารามเิตอรใ์นการ
ทดลองที่แตกต่างกัน ได้แก่จำ�นวนรอบของการเรียน
รู้ (Epoch) 5, 10, 20, 30, 40, 50 จำ�นวนของข้อมูล 

ที่ใช้ในการเรียนรู้ต่อรอบ (Batch size) 128, 256, 
512, 1024 โดยใช้ชุดข้อมูลที่ปริมาณข้อมูลทั้งสอง
คลาสมีจำ�นวนที่ไม่เท่ากันคือ 4,273 ภาพที่เป็นโรค
และท่ีไม่เป็นโรค 1,583 ภาพ พบว่าแบบจำ�ลอง 
ทีไ่ดผ้ลดทีีส่ดุมคีวามแมน่ยำ�รอ้ยละ 95.59 โครงสรา้ง 
รูปแบบที่ 2 Epoch คือ 50 และ Batch size เท่ากับ 
128 

3. ชุดข้อมูลและวิธีการ (Materials 
and Methods)

3.1 เครื่องมือ

	 งานวจิยันีใ้ชไ้ลบรารี ่Keras เวอรช์ัน่ 2 และ 
Tensorflow ในการพัฒนาแบบจำ�ลองด้วยภาษา 
Python ซึ่งคอมพิวเตอร์สเปค CPU Intel Core i5-
10400F หน่วยความจำ�หลัก 32 GB หน่วยประมวล
ผลกราฟฟกิ Nvidia RTX 3060 (12GB) ระบบปฏบิติั
การ Ubuntu เวอร์ชั่น 20.04 LTS

3.2 ชุดข้อมูลและการเตรียมข้อมูล

	 การจัดเตรียมชุดข้อมูลเพื่อการพัฒนาแบบ
จำ�ลองได้นำ�มาจาก Mendeley data (Kermany, 
Zhang, & Goldbaum, 2018) เป็นชุดข้อมูลท่ี
ได้รับความนิยมในบทความต่างๆ และชุดข้อมูลนี้ 
ไดเ้ผยแพรบ่นเวบ็ไซต ์kaggle.com ทีม่ผีูด้าวนโ์หลด
นำ�ไปใช้งานโดยเฉลี่ยเดือนละ 200 คร้ัง โดยใน 
ชุดข้อมูลประกอบไปด้วยภาพเอ็กซ์เรย์ทรวงอก 
ที่ระบุการเป็นโรคปอดบวม (Pneumonia) ทั้งหมด 
5,232 ภาพ ตัวอย่างข้อมูลแสดงในภาพประกอบ 
ที่ 4 ด้านบน 4 ภาพคือตัวอย่างของภาพจากภาพ 
เอ็กซ์เรย์ไม่แสดงโรคปอดบวม และ 4 ภาพด้านล่าง 
คือภาพท่ีแสดงโรคปอดบวม โดยแบ่งออกเป็น 
ภาพเอ็กซ์เรย์ทรวงอกท่ีบ่งบอกว่าปกติ (Normal) 
จำ�นวน 1,583 ภาพ และทีบ่ง่บอกว่าไมป่กตหิรอืเปน็
โรคปอดบวม (Pneumonia) จำ�นวน 4,273 ภาพ  
ซึง่ทัง้สองกลุม่มีจำ�นวนขอ้มลูไมเ่ทา่กนั (Imbalanced 
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Data) จงึไดน้ำ�เทคนคิการเสรมิขอ้มลูเฉพาะกลุม่ขอ้มลู
บง่บอกวา่ปกตจิำ�นวน 1,583 ภาพ ให้มจีำ�นวนเทา่กนั
ทั้งสองประเภท ซึ่งก่อนจะใช้เทคนิคการเสริมข้อมูล 
ได้แบ่งข้อมูลสำ�หรับชุดทดสอบการเรียนรู้ 10%  
เป็นจำ�นวน 428 ภาพ จากจำ�นวนภาพท่ีจะเกิด 
หลังจากการเสริมข้อมูลจำ�นวน 4,273 ภาพ เพื่อ
ปอ้งการกนั Bias จากชดุขอ้มลู โดยไดเ้ลอืกใชว้ธีิการ 
หมุนภาพ 15 องศา (Rotation) การกลับภาพแนว
นอน (Horizontal Flip) การกลับภาพแบบแนวตั้ง 
(Vertical Flip) การซูมภาพ 20% (Zoom) การ
บิดภาพไม่เกิน 30 องศา (Shear) โดยการเลือกใช้
วิธีท้ัง 5 รูปแบบนี้ได้คำ�นึงถึงลักษณะที่จะเกิดขึ้น 

ของแผน่ภาพเอก็ซเ์รย์ทรวงอกทีใ่ชง้านจรงิ โดยแสดง
ตัวอย่างในภาพประกอบท่ี 5 มีจำ�นวนภาพทั้งหมด 
8,546 ภาพ ทำ�การแบ่งจำ�นวนข้อมูลสำ�หรับการ
สร้างการเรียนรู้ของแบบจำ�ลองเป็น Training Set 
ร้อยละ 70 จำ�นวน 2,991 ภาพ Validation Set 
ร้อยละ 20 จำ�นวน 854 ภาพ Test Set ร้อยละ 10 
จำ�นวน 428 ภาพ ของแต่ละกลุ่มข้อมูลและมีการทำ�  
k-Fold Cross-Validation (K=5) โดยใช้การจัด
กลุม่ขอ้มลูจากการสุม่ใหเ้ปน็ชดุขอ้มลูใหมท่ัง้ 5 กลุม่ 
เพื่อให้ข้อมูลมีการกระจายตัวอย่างสม่ำ�เสมอและ 
นำ�มาทดสอบประสทิธภิาพของแบบจำ�ลองท่ีไดพ้ฒันา
ขึ้น แสดงในภาพประกอบที่ 6 8 

 

 
ภาพประกอบ 4 ตัวอยางภาพเอ็กซเรยทรวงอกจากชุดขอมูลที่แสดงโรคปอดบวม (ดานลาง) และไมแสดงโรคปอดบวม 

(ดานบน) (Kermany, Zhang, & Goldbaum, 2018) 
 

 
ภาพประกอบ 5 ตัวอยางภาพเอ็กซเรยทรวงอกจากการเสริมขอมูล 

8 
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ภาพประกอบ 5 ตัวอยางภาพเอ็กซเรยทรวงอกจากการเสริมขอมูล 

ภาพประกอบ 4 ตัวอย่างภาพเอ็กซ์เรย์ทรวงอกจากชุดข้อมูลที่แสดงโรคปอดบวม (ด้านล่าง) และไม่แสดงโรค
ปอดบวม (ด้านบน) (Kermany, Zhang, & Goldbaum, 2018)

ภาพประกอบ 5 ตัวอย่างภาพเอ็กซ์เรย์ทรวงอกจากการเสริมข้อมูล
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3.3 การวัดประสิทธิภาพ

	 การวัดประสิทธิภาพของแบบจำ�ลอง ได้นำ�
การวัดค่าความแม่นยำ� (Accuracy) มาใช้ 

	

9 

 

 
ภาพประกอบ 6 กระบวนการการจัดเตรียมชุดขอมูล 

 
 
ตาราง 1 การแบงขอมูลสําหรับการเรียนรูของแบบจําลอง 
ชุดขอมูล กลุมขอมูล รอยละ จํานวนขอมูล รวมท้ังหมด 
Training set ปกติ (Normal) 

โรคปอดบวม (Pneumonia) 
70 2,991 

2,991 
5,982 

Validation set ปกติ (Normal) 
โรคปอดบวม (Pneumonia) 

20 854 
854 

1,704 

Test set ปกติ (Normal) 
โรคปอดบวม (Pneumonia) 

10 428 
428 

 856 

 
 
3.3 การวัดประสิทธิภาพ 
   การวัดประสิทธิภาพของแบบจําลอง ไดนําการวัดคาความแมนยํา (Accuracy) มาใช  

 

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 
 
โดยที่ TP คือ คาที่พยากรณถูกตองเชิงบวก TN คือ คาที่พยากรณถูกตองเชิงลบ FP คือ คาที่พยากรณผิดพลาดเชิง

บวก FN คือ คาที่พยากรณผิดพลาดเชิง     
และการวัดความสูญเสีย (Loss Function) คือ ฟงกชันที่ใชวัดระยะหางระหวางคาที่คาดการณไวกับคาที่แทจริงใน

แบบจําลองการเรียนรูของเครื่อง (Machine Learning) คาการสูญเสียจะทําหนาที่ เปนตัวบงช้ีประสิทธิภาพของ

แบบจําลองโดยคาการสูญเสียต่ําจะหมายความวาแบบจําลองทํางานไดแมนยํามากขึ้น 
 

	 โดยที ่TP คอื คา่ทีพ่ยากรณถ์กูตอ้งเชงิบวก 
TN คือ ค่าที่พยากรณ์ถูกต้องเชิงลบ FP คือ ค่าท่ี
พยากรณ์ผิดพลาดเชิงบวก FN คือ ค่าที่พยากรณ์ 
ผดิพลาดเชงิ และการวดัความสญูเสยี (Loss Function)  
คือ ฟังก์ชันท่ีใช้วัดระยะห่างระหว่างค่าที่คาดการณ์

ไว้กับค่าที่แท้จริงในแบบจำ�ลองการเรียนรู้ของ 
เครื่อง (Machine Learning) ค่าการสูญเสียจะ
ทำ�หน้าท่ีเป็นตัวบ่งชี้ประสิทธิภาพของแบบจำ�ลอง 
โดยค่าการสูญเสียต่ำ�จะหมายความว่าแบบจำ�ลอง
ทำ�งานได้แม่นยำ�มากขึ้น

3.4 กระบวนการฝึกสอนแบบจำ�ลอง

	 กระบวนการสร้างแบบจำ�ลองโดยแบ่งออก
เป็นขั้นตอนดังนี้ ที่แสดงในภาพประกอบ 7

	 1. เมื่อเตรียมข้อมูลและแบ่งข้อมูลเพื่อให้มี
ความพร้อมสำ�หรับการสร้างแบบจำ�ลอง

9 
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Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 
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บวก FN คือ คาที่พยากรณผิดพลาดเชิง     
และการวัดความสูญเสีย (Loss Function) คือ ฟงกชันที่ใชวัดระยะหางระหวางคาที่คาดการณไวกับคาที่แทจริงใน

แบบจําลองการเรียนรูของเครื่อง (Machine Learning) คาการสูญเสียจะทําหนาที่ เปนตัวบงช้ีประสิทธิภาพของ
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ภาพประกอบ 6 กระบวนการการจัดเตรียมชุดข้อมูล

ตาราง 1	 การแบ่งข้อมูลสำ�หรับการเรียนรู้ของแบบจำ�ลอง

ชุดข้อมูล กลุ่มข้อมูล ร้อยละ จำ�นวนข้อมูล รวมทั้งหมด

Training set ปกติ (Normal)
โรคปอดบวม (Pneumonia)

70 2,991
2,991

5,982

Validation set ปกติ (Normal)
โรคปอดบวม (Pneumonia)

20 854
854

1,704

Test set ปกติ (Normal)
โรคปอดบวม (Pneumonia)

10 428
428

 856
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	 2. เรียกใชง้านฟังกชั์น ImageDataGenerator  
เพื่อแปลงข้อมูลของรูปภาพให้เป็นแบบ One-hot 
Encoding ให้พิกเซล (Pixel) ของรูปภาพมีค่าอยู่
ระหว่าง 0 และ 1

	 3. เรยีกใชง้านฟงักช่ั์น flow_from_directory  
เพือ่จดัเตรยีมขอ้มลูข้ันตอนสดุท้ายกอ่นเข้าสูก่ระบวนการ
สรา้งแบบจำ�ลองโดยทีก่ำ�หนดขนาดของภาพทีต่อ้งการ 
(target_size) เป็น 224 * 224 ขนาดของจำ�นวน
ข้อมูลที่ใช้ในการเรียนรู้แต่ละรอบ (batch_size) 
และกำ�หนดรูปแบบของชุดข้อมูล (class_mode) 
เป็นแบบ binary

	 4. เข้าสู่ขั้นตอนการเรียนรู้ของแบบจำ�ลอง 
โดยกำ�หนดให้ loss function เป็นแบบ binary_ 
crossentropy และ optimizer คือ Adam จำ�นวน
รอบการเรียนรู้ (epoch) 15 รอบ

	 5. ในกระบวนการเรียนรู้ในแต่ละรอบ  
(Epoch) จะมีการปรับแต่งค่าต่างๆ ที่ในการเรียนรู้ 
เช่น weights, loss และกลับเข้าสู่รอบการเรียนรู้ 
ถัดไป ซึ่งจะได้ผลการเรียนรู้ค่าความแม่นยำ�และ 
ความสูญเสียในแต่ละรอบของการเรียนรู้ 

	 6. เมื่อครบรอบการเรียนรู้ใน 1 ครั้ง 15 
รอบ จะนำ�มาทดสอบกับชุดข้อมูล k-Fold Cross-
Validation (K=5) ท่ีไดเ้ตรียมไว ้ซ่ึงจะไดผ้ลการเรยีนรู้ 

ค่าความแม่นยำ�และความสูญเสีย

3.5 รูปแบบและวิธีการทดลอง

	 การออกแบบการทดลองไดแ้บง่การทดลอง
เปน็ 2 กลุม่ กลุม่ที ่1 ทดลองโดยใชส้ถาปตัยกรรมพืน้
ฐานที่ได้รับความนิยมและทันสมัย 2 สถาปัตยกรรม
ได้แก่ VGG16 และ VGG19 ท่ีไม่ได้มีการปรับแต่ง 
กลุ่มที่ 2 ทดลองโดยนำ�สถาปัตยกรรมพื้นฐานได้แก่ 
VGG16 และ VGG19 มาใช้โดยเทคนิคการถ่ายโอน
ข้อมูล และปรับแต่งชั้น Fully Connected ซึ่งนำ�
รปูแบบการพฒันาการเพิม่/ลดจำ�นวน Node ในการ
ทดลอง 6 รูปแบบ ได้แก่ 1) การเพิ่มขึ้นของจำ�นวน 
Node สม่ำ�เสมอ 2) การเพิ่มขึ้นของจำ�นวน Node 
สม่ำ�เสมอและลดลงอยา่งสม่ำ�เสมอเทา่กบัการเพิม่ขึน้ 
3) การลดจำ�นวนของ Node สม่ำ�เสมอ 4) จำ�นวนของ 
Node เท่าเดิม 5) จำ�นวนของ Node สลับกัน (สอง
ค่า) 6) จำ�นวนของ Node เพิ่มและลดไม่เท่ากันจาก 
(Cherdsom & Kanarkard, 2023) ดังแสดงในภาพ
ประกอบ 9 และกำ�หนดพารามิเตอร์ในการทดลอง
ได้ของทั้ง 2 กลุ่มการทดลองได้แก่ Optimizer คือ 
Adam Learning Rate คือ 0.001 (ค่าตั้งต้นของ 
Optimizer Adam) Batch Size คอื 64 และ Epoch 
คือ 15 รอบ ดังแสดงในภาพประกอบ 8

10 

 

 
 
3.4 กระบวนการฝกสอนแบบจําลอง 
   กระบวนการสรางแบบจําลองโดยแบงออกเปนขั้นตอนดังนี้ ที่แสดงในภาพประกอบ 7 

1. เมื่อเตรียมขอมูลและแบงขอมูลเพื่อใหมีความพรอมสําหรับการสรางแบบจําลอง 
2. เรียกใชงานฟงกชัน ImageDataGenerator เพื่อแปลงขอมูลของรูปภาพใหเปนแบบ One-hot Encoding   

ใหพิกเซล (Pixel) ของรูปภาพมีคาอยูระหวาง 0 และ 1 
3. เรียกใชงานฟงกช่ัน flow_from_directory เพื่อจัดเตรียมขอมูลขั้นตอนสุดทายกอนเขาสูกระบวนการสราง

แบบจําลองโดยที่กําหนดขนาดของภาพที่ตองการ (target_size) เปน 224 * 224 ขนาดของจํานวนขอมูลที่

ใชในการเรียนรูแตละรอบ (batch_size) และกําหนดรูปแบบของชุดขอมูล (class_mode) เปนแบบ binary 
4. เขาสูขั้นตอนการเรียนรูของแบบจําลอง โดยกําหนดให loss function เปนแบบ binary_crossentropy      

และ optimizer คือ Adam จํานวนรอบการเรียนรู (epoch) 15 รอบ 
5. ในกระบวนการเรียนรูในแตละรอบ (Epoch) จะมีการปรับแตงคาตาง ๆ ที่ในการเรียนรู เชน weights, loss 

และกลับเขาสูรอบการเรียนรูถัดไป ซึ่งจะไดผลการเรียนรูคาความแมนยําและความสูญเสียในแตละรอบ

ของการเรียนรู  
6. เมื่อครบรอบการเรียนรูใน 1 ครั้ง 15 รอบ จะนํามาทดสอบกับชุดขอมูล k-Fold Cross-Validation (K=5)        

ที่ไดเตรียมไว ซึ่งจะไดผลการเรียนรูคาความแมนยําและความสูญเสีย 
 

 
ภาพประกอบ 7 ขั้นตอนการเรียนรูของแบบจําลอง 

 
3.5 รูปแบบและวิธีการทดลอง 
    การออกแบบการทดลองไดแบงการทดลองเปน 2 กลุม กลุมที่ 1 ทดลองโดยใชสถาปตยกรรมพื้นฐานที่ไดรับ

ความนิยมและทันสมัย 2 สถาปตยกรรมไดแก VGG16 และ VGG19 ที่ไมไดมีการปรับแตง กลุมที่  2 ทดลองโดยนํา

สถาปตยกรรมพื้นฐานไดแก VGG16 และ VGG19 มาใชโดยเทคนิคการถายโอนขอมูล และปรับแตงช้ัน Fully Connected ซึ่ง

นํารูปแบบการพัฒนาการเพิ่ม/ลดจํานวน Node ในการทดลอง 6 รูปแบบ ไดแก 1) การเพิ่มขึ้นของจํานวน Node สม่ําเสมอ 2) 
การเพิ่มขึ้นของจํานวน Node สม่ําเสมอและลดลงอยางสม่ําเสมอเทากับการเพิ่มขึ้น 3) การลดจํานวนของ Node สม่ําเสมอ 4) 
จํานวนของ Node เทาเดิม 5) จํานวนของ Node สลับกัน (สองคา) 6) จํานวนของ Node เพิ่มและลดไมเทากันจาก 

(Cherdsom & Kanarkard, 2023) ดังแสดงในภาพประกอบ 9 และกําหนดพารามิเตอรในการทดลองไดของทั้ง 2 กลุม

ภาพประกอบ 7 ขั้นตอนการเรียนรู้ของแบบจำ�ลอง
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4. ผลการวิจัย (Experimental Result)

4.1 ผลการทดลองกลุ่มที่ 1 การทดลอง
โดยใช้สถาปัตยกรรมพื้นฐาน (VGG16, 
VGG19)

	 ในการทดลองกลุม่ท่ี 1 ทำ�การทดลองโดยใช้
สถาปัตยกรรมพื้นฐานที่ไม่ได้มีการปรับแต่งชั้นต่างๆ 
ของแบบจำ�ลอง ซึ่งเพิ่มชั้น Fully Connected เป็น

ชั้น Output ในการพยากรณ์โรคเท่านั้น ดังแสดงใน
ตาราง 2 ข้อมูลในตารางแสดงผลจากการทดสอบ
ค่าความแม่นยำ� ค่าความสูญเสีย และค่าเบี่ยงเบน
มาตรฐาน (Standard Deviation) รวมทั้งค่าเฉลี่ย
ของความแม่นยำ�และความสูญเสียจากชุดข้อมูล
ทดสอบ (Test Set) และภาพประกอบ 10 แสดง
ค่าความแม่นยำ� และค่าความสูญเสียจากชุดข้อมูล
ทดสอบทั้ง 2 แบบจำ�ลอง

11 

 

การทดลองไดแก Optimizer คือ Adam Learning Rate คือ 0.001 (คาตั้งตนของ Optimizer Adam) Batch Size คือ 64 และ 

Epoch คือ 15 รอบ ดังแสดงในภาพประกอบ 8 

 

 
ภาพประกอบ 8 รูปแบบและกลุมการทดลอง 2 กลุม 

 

 
ภาพประกอบ 9 รูปแบบการพัฒนาการเพิ่ม/ลดจํานวน Node (Cherdsom & Kanarkard, 2023) 

 
4. ผลการวิจัย (Experimental Result) 
4.1 ผลการทดลองกลุมท่ี 1 การทดลองโดยใชสถาปตยกรรมพ้ืนฐาน (VGG16, VGG19) 
   ในการทดลองกลุมที่ 1 ทําการทดลองโดยใชสถาปตยกรรมพื้นฐานที่ไมไดมีการปรับแตงช้ันตาง ๆ ของแบบจําลอง 

ซึ่งเพิ่มช้ัน Fully Connected เปนช้ัน Output ในการพยากรณโรคเทานั้น ดังแสดงในตาราง 2 ขอมูลในตารางแสดงผลจากการ

ทดสอบคาความแมนยํา คาความสูญเสีย และคาเบ่ียงเบนมาตรฐาน (Standard Deviation) รวมทั้งคาเฉลี่ยของความแมนยํา

11 

 

การทดลองไดแก Optimizer คือ Adam Learning Rate คือ 0.001 (คาตั้งตนของ Optimizer Adam) Batch Size คือ 64 และ 

Epoch คือ 15 รอบ ดังแสดงในภาพประกอบ 8 

 

 
ภาพประกอบ 8 รูปแบบและกลุมการทดลอง 2 กลุม 

 

 
ภาพประกอบ 9 รูปแบบการพัฒนาการเพิ่ม/ลดจํานวน Node (Cherdsom & Kanarkard, 2023) 

 
4. ผลการวิจัย (Experimental Result) 
4.1 ผลการทดลองกลุมท่ี 1 การทดลองโดยใชสถาปตยกรรมพ้ืนฐาน (VGG16, VGG19) 
   ในการทดลองกลุมที่ 1 ทําการทดลองโดยใชสถาปตยกรรมพื้นฐานที่ไมไดมีการปรับแตงช้ันตาง ๆ ของแบบจําลอง 

ซึ่งเพิ่มช้ัน Fully Connected เปนช้ัน Output ในการพยากรณโรคเทานั้น ดังแสดงในตาราง 2 ขอมูลในตารางแสดงผลจากการ

ทดสอบคาความแมนยํา คาความสูญเสีย และคาเบ่ียงเบนมาตรฐาน (Standard Deviation) รวมทั้งคาเฉลี่ยของความแมนยํา

ภาพประกอบ 8 รูปแบบและกลุ่มการทดลอง 2 กลุ่ม

ภาพประกอบ 9 รูปแบบการพัฒนาการเพิ่ม/ลดจำ�นวน Node (Cherdsom & Kanarkard, 2023)
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	 โดยในคอลมัน ์# ระบุ P1-P2 ซึง่นำ�มาแสดง
ในกราฟค่าความแม่นยำ�และค่าความสูญเสียในภาพ
ประกอบ 10

4.2 ผลการทดลองกลุ่มที่ 2 การปรับ
แต่งชั้น Fully connected 

	 การทดลองกลุ่มที่ 2 ได้นำ�สถาปัตยกรรม 
VGG16 และ VGG19 มาใช้ในการพัฒนาเพิ่มเติม
ในชั้นของ Fully Connected โดยใช้รูปแบบ 6  
รูปแบบโดยใช้การถ่ายโอนข้อมูลและใช้รูปแบบ 
การปรบัแตง่จำ�นวนโหนด (Node) ดงัแสดงในตาราง 
3 - 8 ซ่ึงข้อมูลในตารางแสดงผลจากการทดสอบ
ค่าความแม่นยำ� ค่าความสูญเสีย และค่าเบ่ียงเบน
มาตรฐาน รวมทั้งค่าเฉลี่ยของความแม่นยำ� และ 
ความสูญเสีย จากชุดข้อมูลทดสอบ

	 รูปแบบที่ 1 การเพิ่มขึ้นของจำ�นวน Node 
สม่ำ�เสมอ ผลการทดลองได้แสดงในตาราง 3 จำ�นวน 

3 รายการในแต่ละแบบจำ�ลองโดยใช้สถาปัตยกรรม 
VGG16 และ VGG19 (3 ลำ�ดับที่มีค่าความแม่นย่ำ�
มากทีส่ดุ) และภาพประกอบ 11 แสดงคา่ความแม่นยำ�  
และค่าความสูญเสียจากชุดข้อมูลทดสอบท้ัง 6  
แบบจำ�ลอง

	 รูปแบบที่ 2 การเพิ่มขึ้นของจำ�นวน Node 
สม่ำ�เสมอและลดลงอยา่งสม่ำ�เสมอเทา่กบัการเพิม่ขึน้ 
ผลการทดลองไดแ้สดงในตาราง 4 จำ�นวน 3 รายการ
ในแต่ละแบบจำ�ลอง (3 ลำ�ดับที่มีค่าความแม่นย่ำ� 
มากที่สุด) และภาพประกอบ 12 แสดงค่า 
ความแม่นยำ� และค่าความสูญเสียจากชุดข้อมูล 
ทดสอบทั้ง 6 แบบจำ�ลอง

	 รูปแบบท่ี 3 การลดจำ�นวนของ Node 
สม่ำ�เสมอ ผลการทดลองได้แสดงในตาราง 5 จำ�นวน 
3 รายการในแต่ละแบบจำ�ลอง (3 ลำ�ดับที่มีค่า 
ความแม่นย่ำ�มากที่สุด) และภาพประกอบ 13 แสดง

12 

 

และความสูญเสียจากชุดขอมูลทดสอบ (Test Set) และภาพประกอบ 10 แสดงคาความแมนยํา และคาความสูญเสียจากชุด

ขอมูลทดสอบทั้ง 2 แบบจําลอง 

 

 

 

 

ตาราง 2 ผลการทดลองกลุมที่ 1 การทดลองโดยใชสถาปตยกรรมพื้นฐาน 

# 
แบบจําลอง 

(Model) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คาเบี่ยงเบน
มาตรฐาน 

(SD Accuracy) 

คาเบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 
P1 VGG16 95.42 0.18 0.007 0.017 95.06 0.08 

P2 VGG19 94.89 0.21 0.013 0.025 94.71 0.09 

โดยในคอลัมน # ระบุ P1-P2 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบ 10 

 

 
ภาพประกอบ 10 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 2 

 

4.2 ผลการทดลองกลุมท่ี 2 การปรับแตงชั้น Fully connected  
   การทดลองกลุมที่ 2 ไดนําสถาปตยกรรม VGG16 และ VGG19 มาใชในการพัฒนาเพิ่มเติมในช้ันของ Fully 

Connected โดยใชรูปแบบ 6 รูปแบบโดยใชการถายโอนขอมูลและใชรูปแบบการปรับแตงจํานวนโหนด (Node) ดังแสดงใน

ตาราง 3 - 8 ซึ่งขอมูลในตารางแสดงผลจากการทดสอบคาความแมนยํา คาความสูญเสีย และคาเบ่ียงเบนมาตรฐาน รวมทั้ง

คาเฉลี่ยของความแมนยํา และความสูญเสีย จากชุดขอมูลทดสอบ 

รูปแบบท่ี 1 การเพิ่มขึ้นของจํานวน Node สม่ําเสมอ ผลการทดลองไดแสดงในตาราง 3 จํานวน 3 รายการในแตละ

แบบจําลองโดยใชสถาปตยกรรม VGG16 และ VGG19 (3 ลําดับที่มีคาความแมนย่ํามากที่สุด) และภาพประกอบ 11 

แสดงคาความแมนยํา และคาความสูญเสียจากชุดขอมูลทดสอบทั้ง 6 แบบจําลอง 

รูปแบบท่ี 2 การเพิ่มขึ้นของจํานวน Node สม่ําเสมอและลดลงอยางสม่ําเสมอเทากับการเพิ่มขึ้น ผลการทดลองได

แสดงในตาราง 4 จํานวน 3 รายการในแตละแบบจําลอง (3 ลําดับที่มีคาความแมนย่ํามากที่สุด) และภาพประกอบ 12 

แสดงคาความแมนยํา และคาความสูญเสียจากชุดขอมูลทดสอบทั้ง 6 แบบจําลอง 

รูปแบบท่ี 3 การลดจํานวนของ Node สม่ําเสมอ ผลการทดลองไดแสดงในตาราง 5 จํานวน 3 รายการในแตละ

แบบจําลอง (3 ลําดับที่มีคาความแมนย่ํามากที่สุด) และภาพประกอบ 13 แสดงคาความแมนยํา และคาความสูญเสียจาก

ชุดขอมูลทดสอบทั้ง 6 แบบจําลอง 

ตาราง 2	 ผลการทดลองกลุ่มที่ 1 การทดลองโดยใช้สถาปัตยกรรมพื้นฐาน

#
แบบจำ�ลอง
(Model)

Test set Validation set (K=5) 

ค่าความ
แม่นยำ�

(Accuracy)

ค่าความ 
สูญเสีย
(Loss)

ค่าเบี่ยงเบน
มาตรฐาน

(SD  
Accuracy)

ค่าเบี่ยงเบน
มาตรฐาน
(SD Loss)

ค่าเฉลี่ย
(Average 
Accuracy)

ค่าเฉลี่ย
(Average 

Loss)

P1 VGG16 95.42 0.18 0.007 0.017 95.06 0.08

P2 VGG19 94.89 0.21 0.013 0.025 94.71 0.09

ภาพประกอบ 10 แสดงค่าความแม่นยำ� (ซ้าย) และค่าความสูญเสีย (ขวา) ของแบบจำ�ลองในตาราง 2
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ค่าความแม่นยำ� และค่าความสูญเสียจากชุดข้อมูล
ทดสอบทั้ง 6 แบบจำ�ลอง

	 รูปแบบที่ 4 จำ�นวนของ Node เท่าเดิม  
ผลการทดลองไดแ้สดงในตาราง 6 จำ�นวน 3 รายการ
ในแต่ละแบบจำ�ลอง (3 ลำ�ดับที่มีค่าความแม่นย่ำ� 
มากที่สุด) และภาพประกอบ 14 แสดงค่า 
ความแม่นยำ� และคา่ความสูญเสียจากชุดข้อมลูทดสอบ
ทั้ง 6 แบบจำ�ลอง

	 รูปแบบที่ 5 จำ�นวนของ Node สลับกัน 
(สองค่า) ผลการทดลองได้แสดงในตาราง 7 จำ�นวน 

3 รายการในแต่ละแบบจำ�ลอง (3 ลำ�ดับที่มีค่าความ
แม่นย่ำ�มากท่ีสดุ) และภาพประกอบ 15 แสดงคา่ความ
แม่นยำ� และค่าความสูญเสียจากชุดข้อมูลทดสอบ 
ทั้ง 6 แบบจำ�ลอง

	 รูปแบบที่ 6 จำ�นวนของ Node เพิ่มและ
ลดไม่เท่ากันจาก ผลการทดลองได้แสดงในตาราง 
8 จำ�นวน 3 รายการในแต่ละแบบจำ�ลอง (3 ลำ�ดับ 
ท่ีมีค่าความแม่นย่ำ�มากท่ีสุด) และภาพประกอบ 
16 แสดงค่าความแม่นยำ� และค่าความสูญเสีย จาก 
ชุดข้อมูลทดสอบทั้ง 6 แบบจำ�ลอง

ตาราง 3	 ผลการทดลองกลุ่มที่ 2 การปรับแต่งชั้น Fully Connected รูปแบบที่ 1

#
แบบ 

จำ�ลอง
(Model)

จำ�นวน
โหนดของ
ชั้น Fully  

connected  
(Fc)

Test set Validation set (K=5) 

ค่าความ
แม่นยำ�

(Accuracy)

ค่า
ความ
สูญ
เสีย

(Loss)

ค่าเบี่ยงเบน
มาตรฐาน

(SD  
Accuracy)

ค่าเบี่ยง
เบน

มาตรฐาน
(SD Loss)

ค่าเฉลี่ย
(Average 
Accuracy)

ค่าเฉลี่ย
(Average 

Loss)

P1 VGG16 64 97.54 0.11 0.005 0.027 97.00 0.07

P2 VGG16
64-128-256-
512-1024-
2048

97.18 0.07 0.007 0.029 97.10 0.09

P3 VGG16
64-128-256-
512-1024

96.07 0.23 0.007 0.024 96.89 0.09

P4 VGG19
64-128-256-
512

97.30 0.09 0.009 0.022 97.07 0.08

P5 VGG19 64 96.72 0.16 0.010 0.036 96.61 0.10

P6 VGG19
64-128-256-
512-1024-
2048

96.60 0.13 0.009 0.062 96.14 0.14

* โดยในคอลัมน์ # ระบุ P1-P6 ซึ่งนำ�มาแสดงในกราฟค่าความแม่นยำ�และค่าความสูญเสียในภาพประกอบ 11
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ตาราง 4	 ผลการทดลองกลุ่มที่ 2 การปรับแต่งชั้น Fully Connected รูปแบบที่ 2

#
แบบ

จำ�ลอง
(Model)

จำ�นวน
โหนดของ
ชั้น Fully 

connected 
(FC)

Test set Validation set (K=5) 

ค่าความ
แม่นยำ�

(Accuracy)

ค่า
ความ
สูญเสีย
(Loss)

คา่เบีย่งเบน
มาตรฐาน

(SD  
Accuracy)

ค่าเบี่ยง
เบน

มาตรฐาน
(SD 

Loss)

ค่าเฉลี่ย
(Average 
Accuracy)

ค่าเฉลี่ย
(Average 

Loss)

P1 VGG16

64-128-256-
512-1024-
2048-1024-
512-256-128-
64

97.54 0.11 0.011 0.022 97.10 0.09

P2 VGG16
64-128-256-
128-64

97.18 0.07 0.015 0.053 96.50 0.11

P3 VGG16
64-128-256-
512-256-128-
64

96.07 0.23 0.005 0.018 97.01 0.08

P4 VGG19

64-128-256-
512-1024-
2048-1024-
512-256-128-
64

97.30 0.09 0.006 0.019 97.00 0.08

P5 VGG19
64-128-256-
512-256-128-
64

96.72 0.16 0.010 0.029 96.03 0.10

P6 VGG19 64-128-64 96.60 0.13 0.022 0.058 95.28 0.13

* โดยในคอลัมน์ # ระบุ P1-P6 ซึ่งนำ�มาแสดงในกราฟค่าความแม่นยำ�และค่าความสูญเสียในภาพประกอบ 12

13 

 

รูปแบบท่ี 4 จํานวนของ Node เทาเดิม ผลการทดลองไดแสดงในตาราง 6 จํานวน 3 รายการในแตละแบบจําลอง 
(3 ลําดับที่มีคาความแมนย่ํามากที่สุด) และภาพประกอบ 14 แสดงคาความแมนยํา และคาความสูญเสียจากชุดขอมูล

ทดสอบทั้ง 6 แบบจําลอง 
รูปแบบท่ี 5 จํานวนของ Node สลับกัน (สองคา) ผลการทดลองไดแสดงในตาราง 7 จํานวน 3 รายการในแตละ

แบบจําลอง (3 ลําดับที่มีคาความแมนย่ํามากที่สุด) และภาพประกอบ 15 แสดงคาความแมนยํา และคาความสูญเสียจาก

ชุดขอมูลทดสอบทั้ง 6 แบบจําลอง 
รูปแบบท่ี 6 จํานวนของ Node เพิ่มและลดไมเทากันจาก ผลการทดลองไดแสดงในตาราง 8 จํานวน 3 รายการใน

แตละแบบจําลอง (3 ลําดับที่มีคาความแมนย่ํามากที่สุด) และภาพประกอบ 16 แสดงคาความแมนยํา และคาความ

สูญเสีย จากชุดขอมูลทดสอบทั้ง 6 แบบจําลอง 
 
ตาราง 3  ผลการทดลองกลุมที่ 2 การปรับแตงช้ัน Fully Connected รูปแบบที่ 1 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 
Fully connected (Fc) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P1 VGG16 64 97.54 0.11 0.005 0.027 97.00 0.07 
P2 VGG16 64-128-256-512-

1024-2048 
97.18 0.07 0.007 0.029 97.10 0.09 

P3 VGG16 64-128-256-512-1024 96.07 0.23 0.007 0.024 96.89 0.09 
P4 VGG19 64-128-256-512 97.30 0.09 0.009 0.022 97.07 0.08 
P5 VGG19 64 96.72 0.16 0.010 0.036 96.61 0.10 
P6 

VGG19 
64-128-256-512-
1024-2048 

96.60 0.13 0.009 0.062 96.14 0.14 

* โดยในคอลัมน # ระบุ P1-P6 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบ 11 
 

 
ภาพประกอบ 11 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 3 

 
ตาราง 4  ผลการทดลองกลุมที่ 2 การปรับแตงช้ัน Fully Connected รูปแบบที่ 2 

ภาพประกอบ 11 แสดงค่าความแม่นยำ� (ซ้าย) และค่าความสูญเสีย (ขวา) ของแบบจำ�ลองในตาราง 3
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ตาราง 5	 ผลการทดลองกลุ่มที่ 2 การปรับแต่งชั้น Fully Connected รูปแบบที่ 3

#
แบบ

จำ�ลอง
(Model)

จำ�นวนโหนด
ของชั้น  
Fully  

connected  
(Fc)

Test set Validation set (K=5) 

ค่าความ
แม่นยำ�

(Accuracy)

ค่าความ
สูญเสีย
(Loss)

ค่าเบี่ยงเบน
มาตรฐาน

(SD  
Accuracy)

ค่าเบี่ยง
เบน

มาตรฐาน
(SD 

Loss)

ค่าเฉลี่ย
(Average 
Accuracy)

ค่าเฉลี่ย
(Average 

Loss)

P1 VGG16
2048-1024-
512-256-128-
64-32-16-8

97.83 0.11 0.004 0.014 97.61 0.09

P2 VGG16 2048-1024 97.54 0.12 0.013 0.068 96.64 0.11

P3 VGG16
2048-1024-
512-256-128-
64

97.48 0.11 0.013 0.063 96.59 0.10

P4 VGG19
2048-1024-
512

97.38 0.10 0.011 0.019 96.64 0.09

P5 VGG19
2048-1024-
512-256

97.30 0.09 0.021 0.114 95.93 0.13

P6 VGG19
2048-1024-
512-256-128-
64-32-16

97.24 0.08 0.010 0.028 96.66 0.10

* โดยในคอลัมน์ # ระบุ P1-P6 ซึ่งนำ�มาแสดงในกราฟค่าความแม่นยำ�และค่าความสูญเสียในภาพประกอบ 13

14 

 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 

Fully connected (FC) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P1 VGG16 64-128-256-512-1024-
2048-1024-512-256-
128-64 

97.54 0.11 0.011 0.022 97.10 0.09 

P2 VGG16 64-128-256-128-64 97.18 0.07 0.015 0.053 96.50 0.11 
P3 VGG16 64-128-256-512-256-

128-64 
96.07 0.23 0.005 0.018 97.01 0.08 

P4 VGG19 64-128-256-512-1024-
2048-1024-512-256-
128-64 

97.30 0.09 0.006 0.019 97.00 0.08 

P5 VGG19 64-128-256-512-256-
128-64 

96.72 0.16 0.010 0.029 96.03 0.10 

P6 VGG19 64-128-64 96.60 0.13 0.022 0.058 95.28 0.13 
* โดยในคอลัมน # ระบุ P1-P6 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบ 12 

 

 
ภาพประกอบ 12 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 4 

 
ตาราง 5 ผลการทดลองกลุมที่ 2 การปรับแตงช้ัน Fully Connected รูปแบบที่ 3 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 
Fully connected (Fc) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P1 VGG16 2048-1024-512-256-
128-64-32-16-8 

97.83 0.11 0.004 0.014 97.61 0.09 

ภาพประกอบ 12 แสดงค่าความแม่นยำ� (ซ้าย) และค่าความสูญเสีย (ขวา) ของแบบจำ�ลองในตาราง 4
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ตาราง 6	 ผลการทดลองกลุ่มที่ 2 การปรับแต่งชั้น Fully Connected รูปแบบที่ 4

#
แบบ

จำ�ลอง
(Model)

จำ�นวนโหนด
ของชั้น Fully  
connected 

(Fc)

Test set Validation set (K=5) 

ค่าความ
แม่นยำ�

(Accuracy)

ค่า
ความ
สูญเสีย
(Loss)

ค่าเบี่ยงเบน
มาตรฐาน

(SD  
Accuracy)

ค่าเบี่ยง
เบน

มาตรฐาน
(SD 

Loss)

ค่าเฉลี่ย
(Average 

Accu-
racy)

ค่าเฉลี่ย
(Average 

Loss)

P1 VGG16
20248-20248-

20248
97.59 0.13 0.013 0.030 96.61 0.10

P2 VGG16 128-128-128 97.59 0.13 0.010 0.026 97.10 0.09

P3 VGG16 512-512-512 97.24 0.12 0.018 0.919 96.64 0.49

P4 VGG19 128-128-128 97.24 0.09 0.027 0.094 95.56 0.14

P5 VGG19 64-64-64 97.07 0.10 0.014 0.028 96.75 0.09

P6 VGG19
20248-20248-

20248
96.60 0.15 0.008 0.013 96.05 0.10

* โดยในคอลัมน์ # ระบุ P1-P6 ซึ่งนำ�มาแสดงในกราฟค่าความแม่นยำ�และค่าความสูญเสียในภาพประกอบที่ 14
16 

 

 
ภาพประกอบ 14 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 6 

 
 
 
 
 
 
 
 
ตาราง 7 ผลการทดลองกลุมที่ 2 การปรับแตงช้ัน Fully Connected รูปแบบที่ 5 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 
Fully connected (Fc) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P1 VGG16 128-64-128-64-128-64 97.59 0.12 0.012 0.025 96.78 0.09 
P2 VGG16 512-256-512-256-512-

256 
97.48 0.16 0.013 0.042 96.38 0.11 

P3 VGG16 256-128-256-128-256-
128 

97.42 0.10 0.010 0.027 95.23 0.15 

P4 VGG19 128-64-128-64-128-64 97.24 0.12 0.011 0.026 96.36 0.10 
P5 VGG19 32-16-32-16-32-16 97.24 0.10 0.009 0.026 96.61 0.09 
P6 VGG19 256-128-256-128-256-

128 
96.72 0.13 0.027 0.088 94.46 0.16 

* โดยในคอลัมน # ระบุ P1-P6 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบ 15 
 

15 

 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 
Fully connected (Fc) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P2 VGG16 2048-1024 97.54 0.12 0.013 0.068 96.64 0.11 
P3 VGG16 2048-1024-512-256-

128-64 
97.48 0.11 0.013 0.063 96.59 0.10 

P4 VGG19 2048-1024-512 97.38 0.10 0.011 0.019 96.64 0.09 
P5 VGG19 2048-1024-512-256 97.30 0.09 0.021 0.114 95.93 0.13 
P6 VGG19 2048-1024-512-256-

128-64-32-16 
97.24 0.08 0.010 0.028 96.66 0.10 

* โดยในคอลัมน # ระบุ P1-P6 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบ 13 

 
ภาพประกอบ 13 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 5 

 
ตาราง 6 ผลการทดลองกลุมที่ 2 การปรับแตงช้ัน Fully Connected รูปแบบที่ 4 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 
Fully connected (Fc) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P1 VGG16 20248-20248-20248 97.59 0.13 0.013 0.030 96.61 0.10 
P2 VGG16 128-128-128 97.59 0.13 0.010 0.026 97.10 0.09 
P3 VGG16 512-512-512 97.24 0.12 0.018 0.919 96.64 0.49 
P4 VGG19 128-128-128 97.24 0.09 0.027 0.094 95.56 0.14 
P5 VGG19 64-64-64 97.07 0.10 0.014 0.028 96.75 0.09 
P6 VGG19 20248-20248-20248 96.60 0.15 0.008 0.013 96.05 0.10 

* โดยในคอลัมน # ระบุ P1-P6 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบที่ 14 
 

ภาพประกอบ 13 แสดงค่าความแม่นยำ� (ซ้าย) และค่าความสูญเสีย (ขวา) ของแบบจำ�ลองในตาราง 5

ภาพประกอบ 14 แสดงค่าความแม่นยำ� (ซ้าย) และค่าความสูญเสีย (ขวา) ของแบบจำ�ลองในตาราง 6
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ตาราง 7	 ผลการทดลองกลุ่มที่ 2 การปรับแต่งชั้น Fully Connected รูปแบบที่ 5

#
แบบ

จำ�ลอง
(Model)

จำ�นวน
โหนดของ

ชั้น  
Fully  

connected  
(Fc)

Test set Validation set (K=5) 

ค่าความ
แม่นยำ�

(Accuracy)

ค่า
ความ
สูญเสีย
(Loss)

ค่าเบี่ยงเบน
มาตรฐาน

(SD  
Accuracy)

ค่าเบี่ยง
เบน

มาตรฐาน
(SD Loss)

ค่าเฉลี่ย
(Average 
Accuracy)

ค่าเฉลี่ย
(Average 

Loss)

P1 VGG16
128-64-
128-64-
128-64

97.59 0.12 0.012 0.025 96.78 0.09

P2 VGG16
512-256-
512-256-
512-256

97.48 0.16 0.013 0.042 96.38 0.11

P3 VGG16
256-128-
256-128-
256-128

97.42 0.10 0.010 0.027 95.23 0.15

P4 VGG19
128-64-
128-64-
128-64

97.24 0.12 0.011 0.026 96.36 0.10

P5 VGG19
32-16-32-
16-32-16

97.24 0.10 0.009 0.026 96.61 0.09

P6 VGG19
256-128-
256-128-
256-128

96.72 0.13 0.027 0.088 94.46 0.16

* โดยในคอลัมน์ # ระบุ P1-P6 ซึ่งนำ�มาแสดงในกราฟค่าความแม่นยำ�และค่าความสูญเสียในภาพประกอบ 15

ภาพประกอบ 15 แสดงค่าความแม่นยำ� (ซ้าย) และค่าความสูญเสีย (ขวา) ของแบบจำ�ลองในตาราง 7

17 

 

 
ภาพประกอบ 15 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 7 

 
ตาราง 8 ผลการทดลองกลุมที่ 2 การปรับแตงช้ัน Fully Connected รูปแบบที่ 6 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 
Fully connected (Fc) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P1 VGG16 32-2048-32-16-8 97.65 0.13 0.004 0.012 97.01 0.09 
P2 VGG16 2048-32-2048-32-16 97.36 0.10 0.007 0.016 96.87 0.10 
P3 VGG16 128-128-128-128-64-

128-64-128-64 
97.36 0.13 0.007 0.013 97.15 0.09 

P4 VGG19 64-128-256-512-2048-
20248-20248 

97.24 0.11 0.019 0.042 96.38 0.10 

P5 VGG19 128-128-128-128-64-
128-64-128-64 

97.07 0.11 0.023 0.072 96.00 0.12 

P6 VGG19 2048-1024-512-256-
128-64-32-16-8-4-4-4 

96.59 0.11 0.016 0.037 96.19 0.11 

* โดยในคอลัมน # ระบุ P1-P6 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบ 16 
 

 
ภาพประกอบ 16 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 8 
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ตาราง 8	 ผลการทดลองกลุ่มที่ 2 การปรับแต่งชั้น Fully Connected รูปแบบที่ 6

#
แบบจำ�ลอง
(Model)

จำ�นวนโหนด
ของชั้น Fully 
connected 

(Fc)

Test set Validation set (K=5) 

ค่าความ
แม่นยำ�

(Accuracy)

ค่าความ
สูญเสีย
(Loss)

ค่าเบี่ยงเบน
มาตรฐาน

(SD  
Accuracy)

ค่าเบี่ยง
เบน

มาตรฐาน
(SD Loss)

ค่าเฉลี่ย
(Average 
Accuracy)

ค่าเฉลี่ย
(Average 

Loss)

P1 VGG16
32-2048-32-

16-8
97.65 0.13 0.004 0.012 97.01 0.09

P2 VGG16
2048-32-

2048-32-16
97.36 0.10 0.007 0.016 96.87 0.10

P3 VGG16
128-128-128-
128-64-128-
64-128-64

97.36 0.13 0.007 0.013 97.15 0.09

P4 VGG19
64-128-256-
512-2048-

20248-20248
97.24 0.11 0.019 0.042 96.38 0.10

P5 VGG19
128-128-128-
128-64-128-
64-128-64

97.07 0.11 0.023 0.072 96.00 0.12

P6 VGG19

2048-1024-
512-256-128-
64-32-16-8-

4-4-4

96.59 0.11 0.016 0.037 96.19 0.11

* โดยในคอลัมน์ # ระบุ P1-P6 ซึ่งนำ�มาแสดงในกราฟค่าความแม่นยำ�และค่าความสูญเสียในภาพประกอบ 16

17 

 

 
ภาพประกอบ 15 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 7 

 
ตาราง 8 ผลการทดลองกลุมที่ 2 การปรับแตงช้ัน Fully Connected รูปแบบที่ 6 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 
Fully connected (Fc) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P1 VGG16 32-2048-32-16-8 97.65 0.13 0.004 0.012 97.01 0.09 
P2 VGG16 2048-32-2048-32-16 97.36 0.10 0.007 0.016 96.87 0.10 
P3 VGG16 128-128-128-128-64-

128-64-128-64 
97.36 0.13 0.007 0.013 97.15 0.09 

P4 VGG19 64-128-256-512-2048-
20248-20248 

97.24 0.11 0.019 0.042 96.38 0.10 

P5 VGG19 128-128-128-128-64-
128-64-128-64 

97.07 0.11 0.023 0.072 96.00 0.12 

P6 VGG19 2048-1024-512-256-
128-64-32-16-8-4-4-4 

96.59 0.11 0.016 0.037 96.19 0.11 

* โดยในคอลัมน # ระบุ P1-P6 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบ 16 
 

 
ภาพประกอบ 16 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 8 

 
ภาพประกอบ 16 แสดงค่าความแม่นยำ� (ซ้าย) และค่าความสูญเสีย (ขวา) ของแบบจำ�ลองในตาราง 8
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ตาราง 9	 เปรียบเทียบผลการทดลองกับบทความอื่น

อ้างอิง (Reference) แบบจำ�ลอง (Model) ค่าความแม่นยำ� (Accuracy)

(Chouhan et al., 2020) Ensemble model 
[AlexNet, DenseNet121, InceptionV3, 
GoogLeNet, and ResNet18]

96.40

(Zhang et al., 2021) Xception
MobileNet
VGG16
ResNet50
ResNet121

96.06
95.47
94.35
92.80
87.35

Racic et al. (2021) CNN 88.90

(Singh et al., 2023b) CNN 
VGG16
VGG19
ResNet50
InceptionV3
Xception
InceptionResNetV2
NasNetLarge

95.47
92.14
89.90
84.24
89.42
86.64
86.17
88.14

(Mabrouk et al., 2022) E n s e m b l e  m o d e l 
[MobileNetV2,DenseNet169,Vision 
Transformer (VIT)] 
MobileNetV2
DenseNet169
Vision Transformer (VIT) 

93.91

91.35
90.87
92.47

(Shankar et al., 2023) CNN 
VGG16
ResNet 

89.74
75.80
88.14

(Singh et al., 2023a) QCSA 
VGG16 
VGG19 

94.53
92.14
90.22

(Chiwariro & Wosowei, 2023) VGG16 
VGG19
ResNet50
InceptionNet 

88.00
80.00
73.00
79.00

(Papadimitriou et al., 2023) CNN 95.59

ผู้เขียน VGG16
VGG19
VGG16 + FC (นำ�เสนอ)

95.42
94.89
97.83
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สรุปผลการทดลอง

	 จากการพัฒนาแบบจำ�ลองในการตรวจหา 
โรคปอดบวมจากภาพเอ็กซ์เรย์ทรวงอกโดยใช้ 
โครงข่ายประสาทเทียมแบบคอนโวลูชันได้แก่
สถาปัตยกรรม VGG16, VGG19 เพ่ือนำ�มาใช้ร่วม
กับเทคนิคการถ่ายโอนความรู้ (Transfer Learning) 
แบง่การทดลองออกเปน็ 2 กลุม่ กลุม่ที ่1 การทดลอง
โดยใช้สถาปัตยกรรม VGG16 และ VGG19 โดยที่
ไมม่กีารปรับแตง่ใดๆ และกลุม่ที ่2 นำ�สถาปตัยกรรม 
VGG16 และ VGG19 มาใช้โดยการถ่ายโอนความรู้ 
และปรับแต่งชั้น Fully Connected (Fc) โดยใช ้
รูปแบบในการปรบัแต่งโหนด 6 รปูแบบ จากชดุขอ้มลู
ของ (Kermany, Zhang, & Goldbaum, 2018) 
และมีการทำ� k-fold Cross-Validation (K=5) กับ 
ชุดข้อมูลที่นำ�มาสร้างและทดสอบแบบจำ�ลอง  
โดยแต่ละ Fold แบ่งข้อมูลออกเป็น 70:20:10  
(Training Set : Validation Set : Test Set)

	 กลุ่มการทดลองที่ 1 ทั้งสองสถาปัตยกรรม 
VGG16 และ VGG19 ได้ค่าความแม่นยำ�ที่ใกล้เคียง
กนัคอืรอ้ยละ 95.42 และ 94.89 เมือ่เปรยีบเทยีบกบั
ความแม่นยำ�ในการนำ�แบบจำ�ลองทั้งสองไปใช้งาน 
กับบทความอื่นๆ พบความมีความแม่นยำ�ที่ไม่ 
แตกต่างกันอย่างมีนัยสำ�คัญมากนัก และเมื่อ 
เปรียบเทียบทั้งสองสถาปัตยกรรมพบว่าค่าเบี่ยงเบน
มาตรฐาน (Standard Deviation) มีว่าการกระจาย
ตวัไม่แตกตา่งกนัมากนกัทีข่องค่าความแมน่ยำ� 0.006 
ของค่าความสูญเสีย 0.008 และค่าเฉลี่ย (Average) 
ของค่าความแม่นยำ� 0.36 ของค่าความสูญเสีย 0.01 

	 กลุ่มการทดลองที่ 2 เป็นการพัฒนา 
เพิ่มเติมในชั้นของ Fully connected โดยใช้เทคนิค
การถ่ายโอนความรู้จากสถาปัตยกรรม VGG16 และ
สถาปัตยกรรม VGG19 จำ�นวน 6 รูปแบบ 

	 รูปแบบที่ 1 ในการทดลองทั้งหมดพบว่า
แบบจำ�ลองที่ได้ผลดีท่ีสุดคือ VGG16 + FC (64)  
เพียงหน่ึงชั้นได้ค่าความแม่นยำ�สูงถึงร้อยละ 97.77 

และค่าความสูญเสียร้อยละ 0.08 และที่ได้ผลดี 
น้อยที่สุดคือ VGG16 + FC (64-128-256-512)  
ได้ค่าความแม่นยำ�สูงถึงร้อยละ 93.87 และค่า 
ความสญูเสยีเพ่ิมมากถงึรอ้ยละ 2.41 และเมือ่เปรียบเทียบ 
พบว่ามีระยะห่างของความแม่นยำ�สูงถึงร้อยละ 
3.9 และค่าความสูญเสียมากถึงร้อยละ 2.33 และ 
คา่เบีย่งเบนมาตรฐาน (Standard Deviation) มกีาร 
กระจายตัวไม่แตกต่างกันมากนักที่ค่าสูงสุดที่ 0.010 
และน้อยที่สุดที่ 0.005 ส่วนค่าเฉลี่ย (Average) ของ
ค่าความแม่นยำ�สูงที่สุดคือ 97.10 ต่ำ�ที่สุดคือ 96.14 
ของค่าความสูญเสียสูงที่สุดคือ 0.14 ต่ำ�ที่สุดคือ 
0.08 อกีทัง้เมือ่นำ�คา่ความแมน่ยำ�มาเปรยีบเทยีบกบั 
ค่าเฉลี่ยความแม่นยำ�แล้วมีความแตกต่างไม่มากนัก 
ไม่เกิน 0.82 โดยเฉล่ียแล้วค่าความแม่นยำ�ท่ีดีที่สุด 
ในรูปแบบน้ีคือการถ่ายโอนความรู้ของแบบจำ�ลอง 
VGG19 

	 รูปแบบที่ 2 ในการทดลองทั้งหมดพบว่า 
แบบจำ�ลองทีไ่ดผ้ลดทีีส่ดุคอื VGG16 + FC (64-128-
256-512-1024-2048-1024-512-256-128-64)  
ได้ค่าความแม่นยำ�สูงถึงร้อยละ 97.54 และค่า 
ความสูญเสียร้อยละ 0.11 และที่ได้ผลดีน้อยที่สุด 
คือ VGG16 + FC (64-128-256-512-1024-512-256-
128-64) ค่าความแม่นยำ�สูงถึงร้อยละ 96.07 และ 
ค่าความสูญเสียเพิ่มมากถึงร้อยละ 0.23 และเมื่อ 
เปรียบเทียบพบว่ามีระยะห่างของความแม่นยำ� 
ร้อยละ 1.47 และคา่ความสญูเสยีมากถงึร้อยละ 0.12 
และคา่เบีย่งเบนมาตรฐานมกีารกระจายตวัไมแ่ตกตา่งกนั 
มากนกัทีค่า่สงูสดุที ่0.060 และนอ้ยทีสุ่ดที ่0.005 ส่วน
คา่เฉลีย่ของคา่ความแมน่ยำ�สงูทีส่ดุคอื 97.10 ต่ำ�ทีส่ดุ 
คือ 93.71 ของค่าความสูญเสียสูงที่สุดคือ 0.18  
ต่ำ�ท่ีสุดคือ 0.08 อีกท้ังเมื่อนำ�ค่าความแม่นยำ�มา 
เปรียบเทียบกับค่าเฉลี่ยความแม่นยำ�แล้วมีความ 
แตกต่างไม่มากนักไม่เกิน 1.32 โดยเฉลี่ยแล้วค่า 
ความแมน่ยำ�ทีด่ทีีส่ดุในรปูแบบนีค้อืการถา่ยโอนความรู้ 
ของแบบจำ�ลอง VGG16 แต่ไม่ได้มีความแตกต่างกัน
มากกับ VGG19 
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	 รูปแบบท่ี 3 ในการทดลองท้ังหมดพบว่า 
แบบจำ�ลองที่ได้ผลดีที่สุดคือ VGG16 + FC (2048-
1024-512-256-128-64-32-16-8) ไดค่้าความแมน่ยำ�
สูงถึงรอ้ยละ 97.83 และคา่ความสญูเสยีรอ้ยละ 0.11 
และทีไ่ดผ้ลดนีอ้ยทีสุ่ดคือ VGG16 + FC (2048-1024-
512-256-128) คา่ความแมน่ยำ�สงูรอ้ยละ 85.59 และ
ค่าความสูญเสียร้อยละ 0.19 และเมื่อเปรียบเทียบ 
พบว่ามีระยะห่างของความแม่นยำ�มากถึงร้อยละ  
12.24 และค่าความสูญเสียเพียงร้อยละ 0.08 และ 
คา่เบ่ียงเบนมาตรฐานมกีารกระจายตวัไมแ่ตกตา่งกนั
มากนักที่ค่าสูงสุดที่ 0.021 และน้อยท่ีสุดที่ 0.004 
ส่วนค่าเฉลี่ย ของค่าความแม่นยำ�สูงที่สุดคือ 97.61 
ต่ำ�ที่สุดคือ 95.93 ของค่าความสูญเสียสูงที่สุดคือ 
0.13 ต่ำ�ที่สุดคือ 0.09 อีกทั้งเมื่อนำ�ค่าความแม่นยำ� 
มาเปรียบเทียบกับค่าเฉลี่ยความแม่นยำ�แล้วมี 
ความแตกต่างไม่มากนักไม่เกิน 1.37 โดยเฉลี่ยแล้ว
ค่าความแม่นยำ�ที่ดีที่สุดในรูปแบบนี้คือการถ่ายโอน
ความรู้ของแบบจำ�ลอง VGG19

	 รูปแบบที่ 4 ในการทดลองทั้งหมดพบว่า
แบบจำ�ลองที่ได้ผลดีที่สุดคือ VGG16 + FC (20248-
20248-20248) ได้ค่าความแม่นยำ�สูงถึงร้อยละ 
97.59 และคา่ความสญูเสยีรอ้ยละ 0.13 และทีไ่ดผ้ลดี 
น้อยที่สุดคือ VGG19 + FC (256-256-256) มีค่า 
ความแมน่ยำ�สงูถงึรอ้ยละ 96.54 และค่าความสญูเสยี
ร้อยละ 0.15 และเมื่อเปรียบเทียบพบว่ามีระยะห่าง 
ของความแม่นยำ�เพียงถึงร้อยละ 1.05 และค่า 
ความสูญเสียเพียงร้อยละ 0.02 และค่าเบี่ยงเบน
มาตรฐานมีการกระจายตัวไม่แตกต่างกันมากนัก 
ที่ค่าสูงสุดที่ 0.027 และน้อยที่สุดที่ 0.008 ส่วน 
ค่าเฉลี่ยของค่าความแม่นยำ�สูงท่ีสุดคือ 97.10  
ต่ำ�ที่สุดคือ 95.56 ของค่าความสูญเสียสูงที่สุดคือ  
0.49 ต่ำ�ที่สุดคือ 0.09 อีกทั้งเมื่อนำ�ค่าความแม่นยำ�
มาเปรียบเทียบกับค่าเฉลี่ยความแม่นยำ�แล้วมี 
ความแตกตา่งไมม่ากนกัไมเ่กนิ 1.68 โดยเฉลีย่แลว้ค่า 
ความแม่นยำ�ที่ดีที่สุดในรูปแบบนี้คือการถ่ายโอน 
ความรู้ของแบบจำ�ลอง VGG16

	 รูปแบบท่ี 5 ในการทดลองท้ังหมดพบว่า
แบบจำ�ลองที่ได้ผลดีที่สุดคือ VGG16 + FC (128-
64-128-64-128-64) ได้ค่าความแม่นยำ�สูงถึง 
ร้อยละ 97.59 และค่าความสูญเสียร้อยละ 0.12  
และที่ได้ผลดีน้อยที่สุดคือ VGG19 + FC (512-256-
512-256-512-256) มีความแม่นยำ�ร้อยละ 82.90 
และคา่ความสญูเสยีรอ้ยละ 1.06 และเมือ่เปรยีบเทยีบ
พบว่ามีระยะห่างของความแม่นยำ�มากถึงถึงร้อยละ  
14.69 และค่าความสูญเสียมากร้อยละ 0.94 และ 
คา่เบีย่งเบนมาตรฐานมกีารกระจายตวัไมแ่ตกตา่งกนั
มากนักท่ีค่าสูงสุดท่ี 0.088 และน้อยท่ีสุดท่ี 0.025  
ส่วนค่าเฉลี่ยของค่าความแม่นยำ�สูงท่ีสุดคือ 96.78 
ต่ำ�ที่สุดคือ 94.46 ของค่าความสูญเสียสูงที่สุดคือ 
0.15 ต่ำ�ที่สุดคือ 0.09 อีกทั้งเมื่อนำ�ค่าความแม่นยำ�
มาเปรียบเทียบกับค่าเฉลี่ยความแม่นยำ�แล้วมี 
ความแตกต่างไม่มากนักไม่เกิน 2.26 โดยเฉลี่ยแล้ว
ค่าความแม่นยำ�ที่ดีที่สุดในรูปแบบน้ีคือการถ่ายโอน
ความรู้ของแบบจำ�ลอง VGG16

	 รูปแบบที่ 6 ในการทดลองทั้งหมดพบว่า 
แบบจำ�ลองทีไ่ด้ผลดทีีส่ดุคอื VGG16 + FC (32-2048-
32-16-8) ไดค้า่ความแมน่ยำ�สูงถงึรอ้ยละ 97.65 และ
ค่าความสูญเสียร้อยละ 0.13 และที่ได้ผลดีน้อยที่สุด 
คือ VGG19 + FC (2048-1024-2048-1024-512-
256-128) มีความแมน่ยำ�รอ้ยละ 50.00 และคา่ความ 
สูญเสียร้อยละ 3,556.00 ซึ่งเป็นการทดลอง 
ที่ไม่สามารถพยากรณ์โรคได้อีกทั้งไม่เหมาะกับช้ัน 
FC ที่ทดลองและเม่ือเปรียบเทียบพบว่ามีระยะห่าง 
ของความแม่นยำ�สูงถึงถึงร้อยละ 47.65 และ 
คา่ความสญูเสยีมากรอ้ยละ 3,555.87 และคา่เบีย่งเบน 
มาตรฐานมีการกระจายตัวไม่แตกต่างกันมากนัก 
ที่ค่าสูงสุดที่ 0.023 และน้อยที่สุดที่ 0.072 ส่วน 
ค่าเฉลี่ยของค่าความแม่นยำ�สูงที่สุดคือ 97.15  
ต่ำ�ที่สุดคือ 96.00 ของค่าความสูญเสียสูงที่สุดคือ 
0.12 ต่ำ�ที่สุดคือ 0.09 อีกทั้งเมื่อนำ�ค่าความแม่นยำ�
มาเปรียบเทียบกับค่าเฉลี่ยความแม่นยำ�แล้วมี 
ความแตกต่างไม่มากนักไม่เกิน 1.07 โดยเฉลี่ยแล้ว
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ภาพประกอบ 19 โครงสรางแบบจําลองของแบบจําลองที่นําเสนอ  

5. อภิปรายผล (Discussion) 
   การทดลองไดแบงออกเปน 2 กลุม กลุมที่ 1 การทดลองโดยใชสถาปตยกรรม VGG16 และ VGG19 โดยที่ไมมีการ

ปรับแตงใดๆ และกลุมที่ 2 นําสถาปตยกรรม VGG16 และ VGG19 มาใชโดยการถายโอนความรูและปรับแตงช้ัน Fully 

ค่าความแม่นยำ�ที่ดีที่สุดในรูปแบบนี้คือการถ่ายโอน
ความรู้ของแบบจำ�ลอง VGG16

	 และเมื่อเปรียบบเทียบทั้ง 6 รูปแบบการ
ทดลองแลว้พบว่าการทดลองทีใ่ชส้ถาปตัยกรรม VGG16 
ร่วมกับชั้น Fully connected โดยมีจำ�นวนโหนด
คือ 2048-1024-512-256-128-64-32-16-8 ตาม
ลำ�ดับซึง่แสดงดงัภาพประกอบ 19 ไดค้า่ความแมน่ยำ� 
มากที่สุดคือ 97.83 และค่าความสูญเสีย 0.11 และ
ค่าเบ่ียงเบนมาตรฐานมีการกระจายตัวที่ 0.004 
ส่วนค่าเฉลี่ยของค่าความแม่นยำ�คือ 97.61 ของค่า
ความสูญเสียคือ 0.09 อีกทั้งเมื่อนำ�ค่าความแม่นยำ� 

มาเปรียบเทียบกับค่าเฉลี่ยความแม่นยำ�แล้วมี 
ความแตกต่างไม่มากนักคือ 0.22 ซ่ึงอยู่ในรูปแบบ 
ท่ี 3 ในภาพประกอบ 17 ได้แสดงค่าความแม่นยำ� 
และคา่ความสญูเสยีระหวา่งการเรยีนรูข้องแบบจำ�ลอง
ทีน่ำ�เสนอและเปน็แบบจำ�ลองทีม่คีวามแม่นยำ�สงูท่ีสดุ 
และภาพประกอบ 18 แสดง Confusion Matrix  
ของการพยากรณ์ เม่ือนำ�มาเปรยีบเทียบสถาปตัยกรรม 
VGG16 และ VGG19 ที่ไม่ได้มีการปรับแต่งพบว่ามี 
ค่าความแม่นยำ�เพิ่มข้ึน 2.41 และค่าความสูญเสีย
ลดลง 0.07 เมื่อเปรียบเทียบกับ VGG16 ค่าความ
แมน่ยำ�เพิม่ขึน้ 2.94 และคา่ความสูญเสียลดลง 0.10 
เมื่อเปรียบเทียบกับ VGG19
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5. อภิปรายผล (Discussion)

	 การทดลองได้แบ่งออกเป็น 2 กลุ่ม  
กลุ่มท่ี 1 การทดลองโดยใช้สถาปัตยกรรม VGG16 
และ VGG19 โดยท่ีไมม่กีารปรับแต่งใดๆ และกลุ่มที ่2  
นำ�สถาปัตยกรรม VGG16 และ VGG19 มาใช้โดย 
การถ่ายโอนความรูแ้ละปรบัแตง่ชัน้ Fully connected 
(FC) 6 รูปแบบเพื่อให้เห็นความแตกต่างของของ 
แบบจำ�ลองท่ีไม่ได้มีการปรับแต่งค่าใดๆในกลุ่มที่ 1 
และทีม่กีารปรบัแตง่ค่าของแบบจำ�ลองในกลุม่ท่ี 2 น้ัน
แสดงใหเ้หน็วา่การปรบัแตง่ในชัน้ Fully Connected 
สามารถเพิ่มประสิทธิภาพและความแม่นยำ�ในการ
พยากรณ์โรคปอดบวมเพิ่มมากขึ้นจากแบบจำ�ลอง
ต้ังต้น ในแต่ละรูปแบบของการทดลองในกลุ่มที่ 2  
ให้ผลที่ไม่แตกต่างกันมากนักเนื่องจากการใช้เทคนิค
การถ่ายโอนความรูน้ัน้มปีระสทิธภิาพพอสมควรอยูแ่ลว้ 
ทำ�ให้การปรับแต่งในชั้น Fully Connected ไม่ได้ 
มผีลความแมน่ย่ำ�ท่ีเพิม่ขึน้อยากมนียัสำ�คญั ถงึอยา่งไรนัน้ 
การทดลองในการปรับแตง่ทัง้ 6 รูปแบบ โดยชุดข้อมูล 
มจีำ�นวนภาพทัง้หมด 8,546 ภาพ ทำ�การแบง่จำ�นวน
ข้อมูลสำ�หรับการสร้างการเรียนรู้ของแบบจำ�ลอง 
เป็น Training set ร้อยละ 70 จำ�นวน 2,991 ภาพ 
Validation Set ร้อยละ 20 จำ�นวน 854 ภาพ Test 
Set รอ้ยละ 10 จำ�นวน 428 ภาพ ของแตล่ะกลุม่ขอ้มลู
และมีการทำ� k-fold Cross-Validation (K=5) โดย
ใช้การจัดกลุ่มข้อมูลจากการสุ่มให้เป็นชุดข้อมูลใหม่

ทัง้ 5 กลุม่ สามารถนำ�มาใชเ้ปน็แนวทางในการพฒันา
แบบจำ�ลองทัง้ในสว่นของการปรบัแตง่ชัน้ Features 
Extraction รวมทั้ง Fully Connected ที่ปรับแต่ง
ในการทดลองนีไ้ด้และผลจากการทดลอง เมือ่นำ�แบบ
จำ�ลองที่นำ�เสนอและได้ความแม่นยำ�มากที่สุดนั้น
ได้ค่าความแม่นยำ�มากที่สุดคือ 97.83 และค่าความ
สูญเสีย 0.11 และค่าเบี่ยงเบนมาตรฐาน (Standard 
Deviation) มีการกระจายตัวที่ 0.004 ส่วนค่าเฉลี่ย 
(Average) ของค่าความแม่นยำ�คือ 97.61 ของค่า
ความสูญเสียคือ 0.09 อีกทั้งเมื่อนำ�ค่าความแม่นยำ� 
มาเปรียบเทียบกับค่าเฉลี่ยความแม่นยำ�แล้วมีความ 
แตกตา่งไมม่ากนกัคอื 0.22 การนำ�ผลมาเปรยีบเทยีบ 
กับกับผลการทดลองของแบบจำ�ลองต่างๆ จาก 
บทความอื่นๆ จากตาราง 9 แสดงให้เห็นว่าวิธีการ 
และรูปแบบที่นำ�มาใช้ในการทดลองมีประสิทธิภาพ
สามารถเพิ่มความแม่นยำ�ให้กับแบบจำ�ลองได้และ
สามารถนำ�ไปใชใ้นการตรวจหาโรคและคัดกรองผูป่้วยได้

6. สรุปผลการวิจัย (Conclusion)

	 ผลการทดลองในบทความนี้ชี้ให้เห็นว่า
สามารถนำ�แบบจำ�ลองที่พัฒนาขึ้นไปใช้ในการตรวจ
หาโรคปอดบวมจากภาพเอก็ซเ์รยท์รวงอกเบือ้งตน้ได้
กอ่นให้แพทยว์นิจิฉยัอยา่งละเอยีดอกีครัง้เพือ่ลดการ
ทำ�งานของบคุลากรท่ีเก่ียวขอ้ง โดยท่ีแบบจำ�ลองท่ีได้
พฒันาขึน้มคีวามแม่นยำ�รอ้ยละ 97.83 ซึง่แบบจำ�ลอง
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   การทดลองไดแบงออกเปน 2 กลุม กลุมที่ 1 การทดลองโดยใชสถาปตยกรรม VGG16 และ VGG19 โดยที่ไมมีการ

ปรับแตงใดๆ และกลุมที่ 2 นําสถาปตยกรรม VGG16 และ VGG19 มาใชโดยการถายโอนความรูและปรับแตงช้ัน Fully 

ภาพประกอบ 19 โครงสร้างแบบจำ�ลองของแบบจำ�ลองที่นำ�เสนอ 



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 7(2): 2568
Journal of Applied Informatics and Technology, 7(2): 2025429Pneumonia Detection from Chest X-ray Images using Convolutional...

Pongsathorn Chedsom

ทีน่ำ�เสนอนีส้ามารถนำ�มาใชว้นิจิฉยัโรคปอดบวมและ
ลดอัตราการเสียชีวิตในเด็กและผู้สูงอายุได้ แต่เนื่อง
ด้วยการใช้งานจริงภายใต้ความเสี่ยงของการวินิจฉัย
โรคการนำ�ไปใช้งานควรให้แ     พทย์เป็นผู้ยืนยันผล 
และวินิจฉัยเพิ่มเติมให้มีความแม่นยำ�และถูกต้อง 
อกีคร้ังเพือ่ปอ้งกันความผดิพลาดทีจ่ะกระทบตอ่ผูป้ว่ย

	 ข้อเสนอแนะ ในการทดลองนี้จะเห็นได้ว่า
ชุดข้อมูลมีข้อจำ�กัด ซึ่งมีเพียง 5,232 ภาพ แบ่งออก
เป็นภาพที่บ่งบอกว่าปกติ (Normal) จำ�นวน 1,583 
ภาพและที่บ่งบอกว่าไม่ปกติหรือเป็นโรคปอดบวม 
(Pneumonia) จำ�นวน 4,273 ภาพ ซึ่งผู้วิจัยมีความ
เห็นว่าไม่เพียงพอต่อการนำ�มาใช้ในการเรียนรู้ของ
แบบจำ�ลอง เพ่ือวัตถุประสงค์ของการใช้งานจริง 
ถึงแม้จะใช้เทคนิคในการเพิ่มข้อมูลและให้วิธีการ 
ถา่ยโอนความรูแ้ล้วนัน้ ผูว้จิยัจงึเสนอแนะใหม้กีารนำ�
ชุดข้อมูลจากภาพเอ็กซ์เรย์ทรวงอกจากชุดข้อมูล 
อื่นๆ ที่เป็นโรคอื่นๆ เข้ามาร่วมด้วยเพื่อให้ปริมาณ
ข้อมูลและความหลากหลายของข้อมูลมากขึ้น 
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บทคัดย่อ: เทคโนโลยีปัญญาประดิษฐ์ได้รับความนิยมอย่างแพร่หลายในการ
ประยกุตใ์ช้ในหลากหลายสาขา รวมถงึในดา้นการแพทย ์ซ่ึงถกูนำ�มาใชส้นบัสนนุ
การวินิจฉัยโรคอย่างมีประสิทธิภาพ โดยเฉพาะโรคหลอดเลือดหัวใจซึ่งเป็น 
โรคท่ีสามารถเกดิไดกั้บทกุเพศ ทกุวยั และทกุเชือ้ชาต ิอกีทัง้ยงัเปน็สาเหตสุำ�คัญ
ของการเสยีชวีติในปจัจบัุน การวนิจิฉยัโรคหลอดเลอืดหวัใจสามารถดำ�เนนิการ 
ร่วมกับเทคโนโลยีปัญญาประดิษฐ์ โดยใช้ข้อมูลจากการตรวจคลื่นไฟฟ้า
หัวใจร่วมกับอัลกอริทึมการเรียนรู้ของเครื่อง อย่างไรก็ตาม ข้อมูลที่ใช้ในการ
วิเคราะห์มักประกอบด้วยคุณลักษณะจำ�นวนมากเกินความจำ�เป็น ซึ่งอาจ 
ส่งผลต่อประสิทธิภาพของโมเดล งานวิจัยนี้จึงเสนอการคัดเลือกคุณลักษณะ
ด้วยเทคนิคการวิเคราะห์แยกแยะเชิงเส้นเพื่อเพิ่มความแม่นยำ�ในการจำ�แนก 
ผู้ปว่ยโรคหลอดเลือดหัวใจ พร้อมเปรยีบเทียบกบัเทคนิคการคัดเลอืกคุณลกัษณะ
โดยใช้ค่าสหสัมพันธ์ และค่าเกนความรู้ โดยประเมินผลผ่านการสร้างโมเดล 
ด้วย 3 อัลกอริทึม ได้แก่ การถดถอยโลจิสติก ซัพพอร์ตเวกเตอร์แมชชีน และ
โครงข่ายประสาทเทียม ผลการทดลองพบว่า การใช้เทคนิคการวิเคราะห์
แยกแยะเชิงเส้นช่วยเพ่ิมค่าเฉลี่ยความแม่นยำ�จากร้อยละ 77.82 เป็น 
ร้อยละ 86.46 (เพิ่มขึ้นร้อยละ 11.10) และเมื่อใช้ร่วมกับโครงข่ายประสาท
เทียมสามารถจำ�แนกข้อมูลได้อย่างแม่นยำ�สูงสุดที่ร้อยละ 87.39 จากผล
การศึกษา ผู้วิจัยจึงพัฒนาโปรแกรมประเมินความเสี่ยงโรคหลอดเลือดหัวใจ 
โดยใช้เทคนิคดังกล่าว ซึ่งสามารถใช้เป็นเคร่ืองมือช่วยคัดกรองบุคคลที่มี 
ความเสี่ยงสูง พร้อมทั้งให้ข้อมูลเกี่ยวกับโอกาสการเกิดโรคหลอดเลือดหัวใจ 
ในแต่ละบุคคลได้อย่างมีประสิทธิภาพ

การคัดเลือกคุณลักษณะด้วยการวิเคราะห์แยกแยะเชิงเส้นเพื่อเพิ่มประสิทธิภาพ 
การจำ�แนกข้อมูลผู้ป่วยโรคหลอดเลือดหัวใจ

Feature Selection with Linear Discriminant Analysis to Improve the  
Performance of Hearth Disease Classification
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1. บทนํา

	 โรคหลอดเลอืดหวัใจเปน็หนึง่ในโรคทีท่ำ�ให้
ผูค้นเสยีชวีติมากทีส่ดุทัว่โลก การวนิจิฉยัโรคไดอ้ยา่ง
แม่นยำ� รวมไปถึงการรู้ล่วงหน้าถึงความเสี่ยงที่มีต่อ
โรคหลอดเลือดหัวใจสามารถช่วยลดความเสี่ยงใน
การเสียชีวิตโดยการปรับเปลี่ยนพฤติกรรมที่ส่งผล 
ต่อสุขภาพหัวใจ เช่น การบริโภคอาหาร การออก
กำ�ลงักาย และยังชว่ยให้ไดร้บัการรกัษาทีเ่หมาะสมได้  
ซ่ึงโดยทัว่ไปมักจะใชแ้พทยผ์ูเ้ชีย่วชาญในการวนิจิฉยั 
ด้วยการตรวจพ้ืนฐาน เช่น การซักประวัติคนไข้ 
สอบถามอาการ การเอกซ์เรย์หัวใจ รวมไปถึงใช้ 
วิธีการตรวจคลื่นไฟฟ้าหัวใจ (Electrocardiogram: 
ECG) เพื่อบันทึกและวิเคราะห์คลื่นไฟฟ้าที่เกิดขึ้น 
ในขณะทีห่วัใจทำ�งาน ซึง่เปน็วธิทีีใ่ชก้นัอยา่งแพรห่ลาย 
ในการตรวจวินิจฉัยโรคหัวใจ

	 ในขณะทีเ่ทคโนโลยีทางดา้นปัญญาประดษิฐ ์
(Artificial Intelligence: AI) สามารถนำ�มาประยุกต์

ใช้ให้คอมพิวเตอร์สามารถประมวลผล วิเคราะห์ผล 
และจำ�แนกผลได้ตามแต่ละประเภทที่นำ�ไปประยุกต์
ใช้งาน ซึ่งในทางการแพทย์ก็ได้มีการนำ�เทคโนโลยี
ด้านปัญหาประดิษฐ์เข้ามาช่วยด้านการวินิจฉัยโรค 
การบำ�บดั รวมไปถึงการแนะนำ�วธิกีารรกัษาเบือ้งตน้  
การใช้ปัญญาประดิษฐ์เข้ามาประยุกต์ใช้จำ�แนก 
โรคหวัใจก็เป็นหน่ึงในแขนงทีนั่กวจิยัมกัต้องการทา้ทาย
เพือ่เพิม่ประสทิธภิาพดา้นความแม่นยำ�ในการจำ�แนก 
ดว้ยการใชเ้ทคโนโลยคีอมพวิเตอรด์า้นอัลกอรทิมึ หรอื
กระบวนการในการแกป้ญัหาต่างๆ เข้ามาประยกุตใ์ช้
ร่วมกับปัญญาประดิษฐ์เพื่อให้การจำ�แนกโรคหัวใจ 
มคีวามแมน่ยำ�เพิม่มากขึน้ซึง่กำ�ลงัเปน็ทีน่ยิมในปจัจบัุน 
ดังงานวิจัยดังต่อไปนี้

	 Radhika & George (2021) ใช้การเรียนรู้
ของเครือ่งเพือ่ทำ�นายแนวโนม้การเกดิโรคหลอดเลอืด
หวัใจโดยใช้อัลกอรทิมึ K-Nearest Neighbor (KNN), 
Support Vector Machine (SVM), Naïve Bayes 

Abstract: Artificial intelligence (AI) technology has become increasingly popular and is widely 
applied across various fields. In the medical domain, AI has been employed to support  
disease diagnosis. Heart disease is a common condition that affects individuals of all genders, 
ages, and races, and remains a leading cause of mortality worldwide. Currently, the diagnosis 
of heart disease can be performed using AI by leveraging electrocardiogram (ECG) data in 
combination with machine learning algorithms. However, in some cases, the number of data 
features required is excessive, which may reduce model performance. In this research, we 
propose a feature selection method based on Linear Discriminant Analysis (LDA) to improve 
the classification accuracy of a heart disease dataset. The proposed method is compared 
with two other feature selection techniques: correlation-based selection and information gain. 
We then construct classification models using three algorithms: logistic regression, support 
vector machines (SVM), and artificial neural networks (ANN). The experimental results show 
that the proposed technique improves the average classification accuracy from 77.82% to 
86.46%, representing an 11.10% increase. The highest classification accuracy of 87.39% is 
achieved when combining ANN with LDA. The researcher employed this technique to develop 
a program for assessing the risk of coronary heart disease. The program assists in screening  
individuals at high risk and provides users with personalized information regarding their  
likelihood of developing the disease.
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(NB), Logistic Regression (LR), Decision Tree 
(DT) และ Random Forest (RF) ในการทดลองใช้
ขอ้มลูโรคหวัใจจาก UCI (University of California, 
Irvine C.A) ซึ่งมีจำ�นวนข้อมูล 303 ข้อมูล มีจำ�นวน 
12 คุณสมบัติ ผลการทดลองพบว่า KNN และ RF  
ให้ประสิทธิภาพดีที่สุดเท่ากัน โดยมีความแม่นยำ�ที่
ร้อยละ 88.52

	 Chowdhury et al. (2021) ใช้ข้อมูล 
ที่รวบรวมข้อมูลโดยใช้แบบสอบถาม ซึ่งมีผู้ให้ข้อมูล 
564 คน โดยเป็นผู้ป่วยโรคหลอดเลือดหัวใจทั้งหมด 
313 คน และคนที่มีสุขภาพดีอยู่ที่ 251 คน ในงาน
วิจัยใช้อัลกอริทึม DT, LR, KNN, NB และ SVM  
โดยอลักอรทิมึทีใ่ห้ประสทิธภิาพสงูสดุดว้ยความแมน่ยำ�
ร้อยละ 91 คือ SVM

	 Lakshmi & Devi (2023) ใช้ชุดข้อมูล 
โรคหลอดเลอืดหวัใจจากเวบ็ไซต ์Kaggle เพือ่วเิคราะห์
โรคหัวใจ ข้อมูลประกอบด้วย 4238 รายการข้อมูล 
มีจำ�นวน 16 คุณสมบัติ มีการเตรียมข้อมูลด้วยการ
ลบข้อมูลท่ีไม่เหมาะสมออกจากชุดข้อมูล จากนั้น
จึงใช้อัลกอริทึม Whale Optimization Algorithm 
(EWOA) เพ่ือเลือกคุณสมบัติที่เหมาะสมก่อนนำ�ไป
สรา้งโมเดลทีช่้ำ�นายโรคหลอดเลอืดหวัใจ ในงานวจิยั
ใชอ้ลักอริทมึ SVM, RF, DT, LR และ KNN, SVM-RF 
(HSVRF) และ SVM-KNN (HSVKN) วิธีการจำ�แนก
ประเภทด้วยอัลกอริทึม HSVRF ให้ผลลัพธ์ท่ีดีที่สุด
ด้วยความแม่นยำ�ร้อยละ 85.79

	 Kavitha et al. (2021) ใชว้ธิกีารสรา้งโมเดล
ไฮบรดิ ซึง่เปน็เทคนคิใหม่ทีม่กีารระบุความนา่จะเป็น
ที่มาจากโมเดลการเรียนรู้ของเครื่องหนึ่งเป็นอินพุต
ให้กับโมเดลการเรียนรู้ของเครื่องอ่ืน ในงานวิจัยนี ้
ใช้ข้อมูลจาก UCI โดยอัลกอริทึมที่ใช้ประกอบด้วย 
DT, RF และ Hybrid (DT รว่มกบั RF) ผลการทดลอง 
พบว่าวิธีการที่นำ�เสนอให้ผลลัพธ์ท่ีดีท่ีสุดด้วย 
ความแม่นยำ�ร้อยละ 88

	 Imanbek, Buribayev, & Yerkos (2023) 
ใช้ข้อมูลโรคหลอดเลือดหัวใจที่มี 12 คุณสมบัติ 
จำ�นวน 1,190 ข้อมูล มีการเติมข้อมูลสูญหาย 
ดว้ยวิธ ีKNNImputer ซึ่งใชว้ิธ ีOne Hot Encoding 
กับข้อมูล Chest pain type, Resting ecg และ ST 
slope เพือ่แปลงขอ้มลูแยกคณุสมบตัใิหเ้ปน็ คณุสมบตัิ
ย่อย แบบไบนารีตามค่าจริงของข้อมูล ในงานวิจัย 
ใช้อัลกอริทึม RF, XGBoost (XGB) และ Light  
Gradient Boosting Machine (LGBM) มกีารปรบัแตง่ 
ไฮเปอร์พารามิเตอร์เพื่อผลลัพธ์ที่ดีที่สุดโดยใช้วิธี  
GridSearchCV และประเมินประสทิธภิาพของโมเดล
ด้วยวิธี 5-fold cross-validation มีการคัดเลือก
คุณสมบัติโดยเลือกใช้ 5 คุณสมบัติจากการพิจารณา
ของ RF, XGB และ LGBM ผลการทดลอง LGBM  
ให้ประสิทธิภาพสูงสุดให้ค่าเฉลี่ย ROC score 
(AUC=0.95)

	 Modak, Abdel-Raheem, & Rueda (2022) 
ใชข้อ้มลูโรคหลอดเลอืดหวัใจทีมี่ 14 คณุสมบตั ิจำ�นวน 
1,190 ข้อมูล ใช้กระบวนการ Infinite Feature 
Selection เพือ่คดัเลอืกคณุสมบตั ิและใชอ้ลักอรทิมึ 
Deep Neural Networks ในการสรา้งโมเดลจำ�แนก 
และใช้ 5-fold cross-validation ในการประเมิน
ประสิทธิภาพโมเดล ซ่ึงให้ค่าความแม่นยำ�เฉลี่ยที่ 
ร้อยละ 87.70 

	 Kadhim & Radhi (2023) ใช้ข้อมูล 
โรคหลอดเลอืดหัวใจทีม่ ี12 คณุสมบติั จำ�นวน 1,190 
ข้อมูล มีการลบข้อมูลที่มีบางคุณสมบัติไม่มีข้อมูล 
และลบข้อมูลสัญญาณรบกวนด้วยการพิจารณา 
ด้วย Boxplots แบ่งข้อมูลฝึก (Training Set) 80% 
และข้อมูลทดสอบ (Test Set) 20% สร้างโมเดล 
โดยใช ้RF, SVM, KNN และ DT มีการหาค่าพารามิเตอร์
ที่เหมาะสมของแต่ละโมเดลด้วย Random Search 
Optimization ผลการทดลองพบวา่ RF ใหป้ระสทิธภิาพ
ค่าความแม่นยำ�สูงสุดที่ร้อยละ 94.9	
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	 จะเห็นไดว้า่การเพ่ิมประสิทธภิาพการจำ�แนก
โรคหลอดเลือดหัวใจมักจะใช้อัลกอริทึมด้านปัญญา
ประดษิฐม์าใชใ้นการจำ�แนกรว่มกนั การใช้การคดัเลอืก 
คุณสมบัติที่เหมาะสมของข้อมูลทำ�ให้ได้โมเดลที่มี
ประสิทธิภาพมากกว่าการใช้ข้อมูลทั้งหมด เนื่องจาก
คุณลักษณะของข้อมูลบางประการไม่มีความจำ�เป็น
ที่ใช้ในการจำ�แนก ดังนั้นงานวิจัยนี้ใช้เทคนิค 
การคัดเลือกคุณสมบัติด้วยการวิเคราะห์แยะแยะ 
เชิงเส้นซึ่งเป็นวิธีการคัดเลือกคุณสมบัติโดยการ
พยายามรักษาข้อมูลท่ีใช้ในการแยกคลาส (Class) 
ใหม้ากทีสุ่ดและทำ�ให้คลาสตา่งๆ ถกูแยกออกจากกนั
มากที่สุด โดยจะหาทิศทางการวางข้อมูลในมิติใหม่ 
ทีท่ำ�ใหข้อ้มลูของคลาสตา่งๆ มคีวามแปรปรวนภายใน
คลาสต่ำ�สุดและความแปรปรวนระหว่างคลาสสูงสุด 
เปรียบเทียบกับวิธีการท่ีมีแนวคิดของการคัดเลือก
เลือกคุณสมบัติของข้อมูลที่แตกต่างกัน ได้แก่ ค่า 
สหสัมพันธ์ (Correlation-based Selection) และ 
คา่เกนความรู ้(Information Gain) โดยคา่สหสมัพนัธ์
จะตัดข้อมูลที่มีความซ้ำ�ซ้อนกันออก ค่าเกนความรู ้
จะคัดเลือกคุณสมบัติท่ีสามารถแบ่งคลาสของข้อมูล 
ได้ดี ซ่ึงจะเห็นว่าการคัดเลือกคุณสมบัติด้วยการ
วิเคราะห์แยะแยะเชิงมีการมีการมองข้อมูลในมิติ
ใหมแ่ละมเีงือ่นไขในการคดัเลอืกคณุสมบตัทิีซ่บัซอ้น
กว่าค่าสหสัมพันธ์ และค่าเกนความรู้ ในงานวิจัยนี ้
ใช้เทคโนโลยีปัญญาประดิษฐ์เพื่อสร้างโมเดลที่ใช้
สำ�หรับการจำ�แนกข้อมูลผู้ป่วยโรคหลอดเลือดหัวใจ 
ได้แก่ การถดถอยโลจีสติกส์ (Logistic Regression 
:LR) ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector  
Machine: SVM) และโครงข่ายประสาทเทียม  
(Artificial Neural Network: ANN) 

2. ปริทัศน์และวรรณกรรมที่เกี่ยวข้อง

2.1 ค่าสหสัมพันธ์ (Correlation 
Coefficient)

	 ค่าสหสัมพันธ์ เป็นกระบวนการสำ�หรับ
หาความสมัพนัธร์ะหวา่งตวัแปรสองตวั โดยพจิารณา

ว่าตัวแปรที่มาจากแหล่งเดียวกันมีความสัมพันธ์ 
หรือมีความแปรปรวนร่วมกันมากหรือน้อยเพียงใด 
ซึง่ความแปรปรวมรว่มเปน็ตวัช้ีวดัความเปลีย่นแปลง
ของตวัแปรท้ังสองมกีารเปล่ียนแปลงตามกนัมากนอ้ย
เพยีงใด โดยพบวา่ หากมคีวามแปรปรวนรว่มกันมาก 
หมายความว่าตัวแปรทั้งสองตัวนั้นมีความสัมพันธ์
กันสูงมาก ในขณะที่หากตัวแปรทั้งสองตัวมีความ
แปรปรวนร่วมกันน้อย สามารถตีความได้ว่าตัวแปร
ทั้งสองตัวมีความสัมพันธ์กันต่ำ� และหากตัวแปร 
ทั้งสองตัวไม่มีความสัมพันธ์กันก็จะส่งผลให้ตัวแปร
ทั้งสองไม่มีความแปรปรวนร่วมกัน

	 การหาคา่สหสมัพนัธแ์บบเพยีรส์นั (Pearson 
Product Moment Correlation) จะใช้หาความ
สัมพันธ์ระหว่างตัวแปรสองตัวที่มีความสัมพันธ์ 
เป็นเส้นตรง (Linear Relationship) โดยสามารถ 
หาค่าสหสัมพันธ์แบบเพียร์สันได้ดังสมการที่ 1
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โดยที่ 𝑟    คือ คาสหสัมพันธ  

𝑥� , 𝑦�   คือ คาของตัวแปร 𝑥 และ 𝑦 ลําดับที่ 𝑖 ในชุดขอมูล 

𝑥̅, 𝑦� คือ คาเฉลี่ยของตัวแปร 𝑥 และ 𝑦 

 

 คาสหสัมพันธจะมีคาอยูระหวาง -1 ถึง 1 โดยเคร่ืองหมาย + และ - จะแสดง

ทิศทางของความสัมพันธกัน หากความสัมพันธมีคาเปนบวก หมายความวาตัวแปรทั้ง

สองตัวมีความสัมพันธในเชิงแปรผันรวมกัน แตหากความสัมพันธเปนในทิศทางตรงกัน

ขาม หรือผกผันกัน จะสงผลใหคาสหสัมพันธมีคาเปนลบ สําหรับการแปรความหมายเชิง

ปริมาณของคาสหสัมพันธ (Schober, Boer, & Schwarte, 2018)  แสดง

ดังตาราง 1 

 

ตาราง 1 การแปลความหมายปริมาณของคาสหสัมพนัธ 

คาสหสมัพนัธ การตคีวาม 

0.0 – 0.09 มีความสัมพันธเล็กนอย 

0.10 – 0.39 มีความสัมพันธต่ํา 

0.40 - 0.69 มีความสัมพันธปานกลาง 

0.70 – 0.89 มีความสัมพันธสูง 

0.90 – 1.00 มีความสัมพันธสูงมาก 

 

2.2  การวเิคราะหแยกแยะเชงิเสน (Linear Discriminant Analysis: LDA) 

การวิเคราะหแยกแยะเชิงเสน เปนอัลกอริทึมการเรียนรูของเคร่ืองที่ใชใน

การจําแนกขอมูลตั้งแต 2 กลุมขอมูลขึ้นไป โดยจะใชเทคนิคการเรียนรูแบบมีผูฝกสอน ซ่ึง

หลักการทํางานจะคลายคลึงกับการคัดเลือกคุณลักษณะดวยการวิเคราะหองคประกอบ

หลัก (Principle Component Analysis: PCA) เพียงแตการวิเคราะหแยกแยะเชิงเสนจะนํา

คําอธิบาย (Label) ของขอมูลมาพิจารณารวมดวย และปรับปรุงเง่ือนไขสําหรับการหา 

เมทริกซดวยการหาคาความแปรปรวนระหวางกลุม (Covariance between Group: 𝑆� ) 

กับคาความแปรปรวนรวมภายในกลุม (Covariance within Group: 𝑆� ) สูงสุด แสดงดัง

สมการที่ 2 และ 3  

 

𝑆� = ∑ ∑ (𝑥�� − 𝜇�)(𝑥�� − 𝜇�)�
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𝑆 � = ∑ (𝜇� − 𝜇)(𝜇� − 𝜇)��
���                 (3) 

 

โดยที่  𝑐  คือ จํานวนกลุม 

𝑥��   คือ ขอมูลตวัที่ 𝑖 ในกลุมที่ 𝑗 

 𝜇�  คือ คาเฉลี่ยของขอมูลแตละกลุม 

 𝜇  คือ คาเฉลี่ยของขอมูลทั้งหมด 

 

เม่ือหาอัตราสวนระหวางคาความแปรปรวนระหวางกลุมและคาความ

แปรปรวนรวมภายในกลุมแลวจึงนําคาที่ไดไปหาคาไอเกน (Eigenvalues) (Tharwat et al., 

2017) แสดงดังสมการที่ 4 โดยคาไอเกนจะใชบงบอกถึงความสําคัญของแตละคุณสมบัติ

ในชุดขอมูล ซ่ึงจะนําคานี้มาพิจารณาเพื่อลดมิติขอมูล 

 
𝑆�𝑤 =  𝜆𝑆�𝑤            (4) 

 

โดยที่  𝑆�   คือ คาความแปรปรวนรวมภายในกลุม  

𝑆�   คือ คาความแปรปรวนระหวางกลุม 

𝑤   หาคาไดจาก  𝑤 = 𝑆���𝑆�  

𝜆   คือ คาไอเกน 

 

2.3 การถดถอยโลจสีตกิส (Logistic Regression: LR) 

 การถดถอยโลจีสติกสเปนเทคนิควิเคราะหทางสถิติที่ใชสําหรับการทํานาย

เหตุการณที่สนใจวาจะเกิดขึ้นหรือไม มีหลักการทํางานคลายคลึงกับการวิเคราะหการ

ถดถอยเชิงเสน การถดถอยโลจีสติกสจะทําการวิเคราะหหาความสัมพันธของตัวแปรใน

รูปแบบความนาจะเปนของการเกิดเหตุการณที่สนใจ (Stoltzfus, 2011) โดยการวิเคราะห

การถดถอยโลจีสติกสจะประกอบไปดวยตัวแปรทํานาย (ตัวแปรตน) และตัวแปรผล (ตัว

แปรตอบสนอง)  

 ในการวิเคราะหการถดถอยโลจีสติกส จะใชตัวแปรทํานายเพื่อทํานายโอกาส

ในการเกิดตัวแปรผล โดยอาศัยโอกาสความนาจะเปนของตัวแปรทํานายเพือ่หาความนาจะ

เปนที่จะเกิดคาแตละคาของตัวแปรผล ในกรณีที่มีตัวแปรทํานาย 1 ตัวจะเรียกวา การ

วิเคราะหการถดถอยเชิงเสนโลจีสติกสอยางงาย (Simple Logistic Regression) แตหากมีตวั

แปรทํานายมากกวา 1 ตัวขึ้นไปจะเรียกวา การวิเคราะหการถดถอยโลจีสติกสเชิงพหุ 

(Multiple Logistic Regression) เม่ือพิจารณาที่ตัวแปรผลถาตัวแปรผลมีคาที่เปนไปไดเพยีง

สองคาเทานั้น เชน การศึกษาการเปนโรคหลอดเลือดหัวใจ ตัวแปรผล 𝑦 มีคาเปน 1 คือ

ปวย และ 𝑦 มีคาเปน 0 คือไมปวย จะเรียกวา การวิเคราะหการถดถอยโลจีสติกสแบบสอง

กลุม (Binary Logistic Regression) แตถาตัวแปรผลมีคามากกวา 2 คา จะเรียกวา การ

วิเคราะหการถดถอยโลจีสติกสแบบหลายกลุม (Multinomial Logistic Regression) แสดง

สมการถดถอยโลจิสติกสดังสมการที่ 5 

 

𝑌� = 𝛽� + 𝛽�𝑥� + 𝛽�𝑥� + ⋯+ 𝛽�𝑥�   (5) 

 

โดยที ่ 𝑌�  คือ การประมาณคาตัวแปรผล หรือตัวแปรตอบสนอง 

𝛽�  คือ คาสัมประสิทธิ์ความถดถอยของตวัแปรทํานายตัวที่ n 

𝑥�  คือ คาของตัวแปรทํานายตัวที่ i 

 

2.4 โครงขายประสาทเทียม (Artificial Neural Network: ANN) 

โครงขายประสาทเทียม เปนการจําลองการทํางานของเครือขายประสาทใน

สมองของมนุษยดวยแบบจําลองทางคณิตศาสตรซ่ึงมีการปรับเปลี่ยนตัวเองตอการ

ตอบสนองของขอมูลนําเขาหรือคาอินพุตตามกฎการเรียนรู (Learning Rule) หลังจากที่

เครือขายไดเรียนรูส่ิงที่ตองการ เครือขายนั้นจะสามารถทํางานที่กําหนดไวได เปน

แนวความคิดที่ตองการใหคอมพิวเตอรมีความสามารถในการเรียนรูเหมือนมนุษย  สมอง

มนุษยมีนิวรอนหรือเซลลประสาท ซ่ึงเปนหนวยประมวลผลที่มีการเชื่อมตอกันมากมาย

อยูในสมองมนุษยมีประมาณ 1011 นิวรอน จึงสามารถกลาวไดวาสมองมนุษยเปน

คอมพิวเตอรที่มีการปรับตัวเอง (Adaptive) ไมเปนเชิงเสน (Nonlinear) และมีการทํางาน

แบบขนาน (Parallel) ในการจัดการการทํางานรวมกันของนิวรอน  

คุณลักษณะเดนของโครงขายประสาทเทียมคือ โครงขายจะประกอบไปดวย

หนวยประมวลผลยอย ๆ   ซ่ึงเชื่อมตอแบบขนานเปนจํานวนมาก ในหนวยประมวลผลยอย

แตละหนวยมีโครงสรางงาย ๆ และไมคอยมีความสามารถ แตเม่ือหนวยประมวลผลยอย ๆ  

เหลานี้ทํางานรวมกันแบบกระจายทําใหโครงขายประสาทเทียมจะมีการทํางานที่มี

ประสิทธิภาพ โครงขายจะมีการเชื่อมตอดวยหนวยประมวลผลยอย ๆ   จํานวนมาก ถา

เครือขายบางสวนเสียหาย แตการทํางานของโครงขายประสาทเทียมจะยังคงสามารถ

ทํางานได  คุณสมบัติที่เดนสุดคือ สามารถเรียนรูและแกไขปญหาไดอยางมีประสิทธิภาพ 

ผลจากการเรียนรูดวยตัวอยางขอมูลบางสวนนําไปสูการตอบสนองตอขอมูลอินพุตที่เขา

มาใหม   

 โครงขายประสาทเทียมประกอบไปดวยเซตของโหนดและเสนเชื่อมระหวาง

โหนด โดยที่โหนดจะแบงเปน 3 ระดับ ไดแก ช้ันอินพุต (Input layer) ชั้นซอน (Hidden 

layer) และชั้นเอาทพุต (Output layer) ที่ชั้นซอนอาจจะมีไดมากกวา 1 ชั้นขึ้นอยูกับการ

ออกแบบโครงขาย โดยสถาปตยกรรมของโครงขายประสาทเทียมภายในโครงขายจะมีเสน

เชื่อมจากทุกโหนดในชั้นอินพุตไปยังทุกโหนดในชั้นซอน และมีเสนเชื่อมจากทุกโหนดใน

ชั้นซอนไปยังทุกโหนดในชั้นเอาทพุต โดยที่เสนเชื่อมแตละเสนจะมีคาน้ําหนัก (Weight)  

โครงขายประสาทเทียมหนึ่งหนวยสามารถมีหลายอินพุทได (Chanklan, 2017)  แสดง

โครงขายประสาทเทียมหนึ่งหนวยดังภาพประกอบ 1  
 

		  (1)

โดยที่

	 r คือ ค่าสหสัมพันธ์ 

 	 xv , yi คือ ค่าของตัวแปร x และ y ลำ�ดับที่ 
i ในชุดข้อมูล

	 ,  คือ ค่าเฉลี่ยของตัวแปร x และ y

	 ค่าสหสัมพันธ์จะมีค่าอยู่ระหว่าง -1 ถึง 1 
โดยเครื่องหมาย + และ - จะแสดงทิศทางของความ
สมัพนัธก์นั หากความสมัพนัธม์คีา่เปน็บวก หมายความ
ว่าตัวแปรทั้งสองตัวมีความสัมพันธ์ในเชิงแปรผัน 
ร่วมกัน แต่หากความสัมพันธ์เป็นในทิศทางตรงกัน
ข้าม หรือผกผันกัน จะส่งผลให้ค่าสหสัมพันธ์มีค่า
เป็นลบ สำ�หรับการแปรความหมายเชิงปริมาณของ 
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ค่าสหสัมพนัธ ์(Schober, Boer, & Schwarte, 2018) 
แสดงดังตาราง 1

2.2 การวิเคราะห์แยกแยะเชิงเส้น  
(Linear Discriminant Analysis: 
LDA)

	 การวิเคราะห์แยกแยะเชิงเส้น เป็นอัลกอริ
ทึมการเรียนรู้ของเครือ่งทีใ่ชใ้นการจำ�แนกขอ้มลูตัง้แต ่ 
2 กลุ่มข้อมูลขึ้นไป โดยจะใช้เทคนิคการเรียนรู้แบบ 
มผีูฝ้กึสอน ซึง่หลกัการทำ�งานจะคลา้ยคลงึกบัการคดัเลอืก
คณุลกัษณะดว้ยการวเิคราะหอ์งคป์ระกอบหลกั (Principle 
Component Analysis: PCA) เพยีงแตก่ารวเิคราะห์
แยกแยะเชิงเส้นจะนำ�คำ�อธิบาย (Label) ของข้อมูล 
มาพิจารณาร่วมด้วย และปรับปรุงเง่ือนไขสำ�หรับ 
การหาเมทรกิซด้์วยการหาคา่ความแปรปรวนระหวา่ง
กลุ่ม (Covariance between Group: S

B
) กับค่า

ความแปรปรวนร่วมภายในกลุม่ (Covariance within 
Group: S

W
) สูงสุด แสดงดังสมการที่ 2 และ 3 
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𝑟 = ∑(����̅)(�����)

�∑(����̅)� ∑(�����)�
  (1) 

 

โดยที่ 𝑟    คือ คาสหสัมพันธ  

𝑥� , 𝑦�   คือ คาของตัวแปร 𝑥 และ 𝑦 ลําดับที่ 𝑖 ในชุดขอมูล 

𝑥̅, 𝑦� คือ คาเฉลี่ยของตัวแปร 𝑥 และ 𝑦 

 

 คาสหสัมพันธจะมีคาอยูระหวาง -1 ถึง 1 โดยเคร่ืองหมาย + และ - จะแสดง

ทิศทางของความสัมพันธกัน หากความสัมพันธมีคาเปนบวก หมายความวาตัวแปรทั้ง

สองตัวมีความสัมพันธในเชิงแปรผันรวมกัน แตหากความสัมพันธเปนในทิศทางตรงกัน

ขาม หรือผกผันกัน จะสงผลใหคาสหสัมพันธมีคาเปนลบ สําหรับการแปรความหมายเชิง

ปริมาณของคาสหสัมพันธ (Schober, Boer, & Schwarte, 2018)  แสดง

ดังตาราง 1 

 

ตาราง 1 การแปลความหมายปริมาณของคาสหสัมพนัธ 

คาสหสมัพนัธ การตคีวาม 

0.0 – 0.09 มีความสัมพันธเล็กนอย 

0.10 – 0.39 มีความสัมพันธต่ํา 

0.40 - 0.69 มีความสัมพันธปานกลาง 

0.70 – 0.89 มีความสัมพันธสูง 

0.90 – 1.00 มีความสัมพันธสูงมาก 

 

2.2  การวเิคราะหแยกแยะเชงิเสน (Linear Discriminant Analysis: LDA) 

การวิเคราะหแยกแยะเชิงเสน เปนอัลกอริทึมการเรียนรูของเคร่ืองที่ใชใน

การจําแนกขอมูลตั้งแต 2 กลุมขอมูลขึ้นไป โดยจะใชเทคนิคการเรียนรูแบบมีผูฝกสอน ซ่ึง

หลักการทํางานจะคลายคลึงกับการคัดเลือกคุณลักษณะดวยการวิเคราะหองคประกอบ

หลัก (Principle Component Analysis: PCA) เพียงแตการวิเคราะหแยกแยะเชิงเสนจะนํา

คําอธิบาย (Label) ของขอมูลมาพิจารณารวมดวย และปรับปรุงเง่ือนไขสําหรับการหา 

เมทริกซดวยการหาคาความแปรปรวนระหวางกลุม (Covariance between Group: 𝑆� ) 

กับคาความแปรปรวนรวมภายในกลุม (Covariance within Group: 𝑆� ) สูงสุด แสดงดัง

สมการที่ 2 และ 3  

 

𝑆� = ∑ ∑ (𝑥�� − 𝜇�)(𝑥�� − 𝜇�)�
��
���

�
���  (2) 

 

𝑆 � = ∑ (𝜇� − 𝜇)(𝜇� − 𝜇)��
���                 (3) 

 

โดยที่  𝑐  คือ จํานวนกลุม 

𝑥��   คือ ขอมูลตวัที่ 𝑖 ในกลุมที่ 𝑗 

 𝜇�  คือ คาเฉลี่ยของขอมูลแตละกลุม 

 𝜇  คือ คาเฉลี่ยของขอมูลทั้งหมด 

 

เม่ือหาอัตราสวนระหวางคาความแปรปรวนระหวางกลุมและคาความ

แปรปรวนรวมภายในกลุมแลวจึงนําคาที่ไดไปหาคาไอเกน (Eigenvalues) (Tharwat et al., 

2017) แสดงดังสมการที่ 4 โดยคาไอเกนจะใชบงบอกถึงความสําคัญของแตละคุณสมบัติ

ในชุดขอมูล ซ่ึงจะนําคานี้มาพิจารณาเพื่อลดมิติขอมูล 

 
𝑆�𝑤 =  𝜆𝑆�𝑤            (4) 

 

โดยที่  𝑆�   คือ คาความแปรปรวนรวมภายในกลุม  

𝑆�   คือ คาความแปรปรวนระหวางกลุม 

𝑤   หาคาไดจาก  𝑤 = 𝑆���𝑆�  

𝜆   คือ คาไอเกน 

 

2.3 การถดถอยโลจสีตกิส (Logistic Regression: LR) 

 การถดถอยโลจีสติกสเปนเทคนิควิเคราะหทางสถิติที่ใชสําหรับการทํานาย

เหตุการณที่สนใจวาจะเกิดขึ้นหรือไม มีหลักการทํางานคลายคลึงกับการวิเคราะหการ

ถดถอยเชิงเสน การถดถอยโลจีสติกสจะทําการวิเคราะหหาความสัมพันธของตัวแปรใน

รูปแบบความนาจะเปนของการเกิดเหตุการณที่สนใจ (Stoltzfus, 2011) โดยการวิเคราะห

การถดถอยโลจีสติกสจะประกอบไปดวยตัวแปรทํานาย (ตัวแปรตน) และตัวแปรผล (ตัว

แปรตอบสนอง)  

 ในการวิเคราะหการถดถอยโลจีสติกส จะใชตัวแปรทํานายเพื่อทํานายโอกาส

ในการเกิดตัวแปรผล โดยอาศัยโอกาสความนาจะเปนของตัวแปรทํานายเพือ่หาความนาจะ

เปนที่จะเกิดคาแตละคาของตัวแปรผล ในกรณีที่มีตัวแปรทํานาย 1 ตัวจะเรียกวา การ

วิเคราะหการถดถอยเชิงเสนโลจีสติกสอยางงาย (Simple Logistic Regression) แตหากมีตวั

แปรทํานายมากกวา 1 ตัวขึ้นไปจะเรียกวา การวิเคราะหการถดถอยโลจีสติกสเชิงพหุ 

(Multiple Logistic Regression) เม่ือพิจารณาที่ตัวแปรผลถาตัวแปรผลมีคาที่เปนไปไดเพยีง

สองคาเทานั้น เชน การศึกษาการเปนโรคหลอดเลือดหัวใจ ตัวแปรผล 𝑦 มีคาเปน 1 คือ

ปวย และ 𝑦 มีคาเปน 0 คือไมปวย จะเรียกวา การวิเคราะหการถดถอยโลจีสติกสแบบสอง

กลุม (Binary Logistic Regression) แตถาตัวแปรผลมีคามากกวา 2 คา จะเรียกวา การ

วิเคราะหการถดถอยโลจีสติกสแบบหลายกลุม (Multinomial Logistic Regression) แสดง

สมการถดถอยโลจิสติกสดังสมการที่ 5 

 

𝑌� = 𝛽� + 𝛽�𝑥� + 𝛽�𝑥� + ⋯+ 𝛽�𝑥�   (5) 

 

โดยที ่ 𝑌�  คือ การประมาณคาตัวแปรผล หรือตัวแปรตอบสนอง 

𝛽�  คือ คาสัมประสิทธิ์ความถดถอยของตวัแปรทํานายตัวที่ n 

𝑥�  คือ คาของตัวแปรทํานายตัวที่ i 

 

2.4 โครงขายประสาทเทียม (Artificial Neural Network: ANN) 

โครงขายประสาทเทียม เปนการจําลองการทํางานของเครือขายประสาทใน

สมองของมนุษยดวยแบบจําลองทางคณิตศาสตรซ่ึงมีการปรับเปลี่ยนตัวเองตอการ

ตอบสนองของขอมูลนําเขาหรือคาอินพุตตามกฎการเรียนรู (Learning Rule) หลังจากที่

เครือขายไดเรียนรูส่ิงที่ตองการ เครือขายนั้นจะสามารถทํางานที่กําหนดไวได เปน

แนวความคิดที่ตองการใหคอมพิวเตอรมีความสามารถในการเรียนรูเหมือนมนุษย  สมอง

มนุษยมีนิวรอนหรือเซลลประสาท ซ่ึงเปนหนวยประมวลผลที่มีการเชื่อมตอกันมากมาย

อยูในสมองมนุษยมีประมาณ 1011 นิวรอน จึงสามารถกลาวไดวาสมองมนุษยเปน

คอมพิวเตอรที่มีการปรับตัวเอง (Adaptive) ไมเปนเชิงเสน (Nonlinear) และมีการทํางาน

แบบขนาน (Parallel) ในการจัดการการทํางานรวมกันของนิวรอน  

คุณลักษณะเดนของโครงขายประสาทเทียมคือ โครงขายจะประกอบไปดวย

หนวยประมวลผลยอย ๆ   ซ่ึงเชื่อมตอแบบขนานเปนจํานวนมาก ในหนวยประมวลผลยอย

แตละหนวยมีโครงสรางงาย ๆ และไมคอยมีความสามารถ แตเม่ือหนวยประมวลผลยอย ๆ  

เหลานี้ทํางานรวมกันแบบกระจายทําใหโครงขายประสาทเทียมจะมีการทํางานที่มี

ประสิทธิภาพ โครงขายจะมีการเชื่อมตอดวยหนวยประมวลผลยอย ๆ   จํานวนมาก ถา

เครือขายบางสวนเสียหาย แตการทํางานของโครงขายประสาทเทียมจะยังคงสามารถ

ทํางานได  คุณสมบัติที่เดนสุดคือ สามารถเรียนรูและแกไขปญหาไดอยางมีประสิทธิภาพ 

ผลจากการเรียนรูดวยตัวอยางขอมูลบางสวนนําไปสูการตอบสนองตอขอมูลอินพุตที่เขา

มาใหม   

 โครงขายประสาทเทียมประกอบไปดวยเซตของโหนดและเสนเชื่อมระหวาง

โหนด โดยที่โหนดจะแบงเปน 3 ระดับ ไดแก ชั้นอินพุต (Input layer) ชั้นซอน (Hidden 

layer) และชั้นเอาทพุต (Output layer) ที่ชั้นซอนอาจจะมีไดมากกวา 1 ชั้นขึ้นอยูกับการ

ออกแบบโครงขาย โดยสถาปตยกรรมของโครงขายประสาทเทียมภายในโครงขายจะมีเสน

เชื่อมจากทุกโหนดในชั้นอินพุตไปยังทุกโหนดในชั้นซอน และมีเสนเชื่อมจากทุกโหนดใน

ชั้นซอนไปยังทุกโหนดในชั้นเอาทพุต โดยที่เสนเชื่อมแตละเสนจะมีคาน้ําหนัก (Weight)  

โครงขายประสาทเทียมหนึ่งหนวยสามารถมีหลายอินพุทได (Chanklan, 2017)  แสดง

โครงขายประสาทเทียมหนึ่งหนวยดังภาพประกอบ 1  
 

(2)
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𝑟 = ∑(����̅)(�����)

�∑(����̅)� ∑(�����)�
  (1) 

 

โดยที่ 𝑟    คือ คาสหสัมพันธ  

𝑥� , 𝑦�   คือ คาของตัวแปร 𝑥 และ 𝑦 ลําดับที่ 𝑖 ในชุดขอมูล 

𝑥̅, 𝑦� คือ คาเฉลี่ยของตัวแปร 𝑥 และ 𝑦 

 

 คาสหสัมพันธจะมีคาอยูระหวาง -1 ถึง 1 โดยเคร่ืองหมาย + และ - จะแสดง

ทิศทางของความสัมพันธกัน หากความสัมพันธมีคาเปนบวก หมายความวาตัวแปรทั้ง

สองตัวมีความสัมพันธในเชิงแปรผันรวมกัน แตหากความสัมพันธเปนในทิศทางตรงกัน

ขาม หรือผกผันกัน จะสงผลใหคาสหสัมพันธมีคาเปนลบ สําหรับการแปรความหมายเชิง

ปริมาณของคาสหสัมพันธ (Schober, Boer, & Schwarte, 2018)  แสดง

ดังตาราง 1 

 

ตาราง 1 การแปลความหมายปริมาณของคาสหสัมพนัธ 

คาสหสมัพนัธ การตคีวาม 

0.0 – 0.09 มีความสัมพันธเล็กนอย 

0.10 – 0.39 มีความสัมพันธต่ํา 

0.40 - 0.69 มีความสัมพันธปานกลาง 

0.70 – 0.89 มีความสัมพันธสูง 

0.90 – 1.00 มีความสัมพันธสูงมาก 

 

2.2  การวเิคราะหแยกแยะเชงิเสน (Linear Discriminant Analysis: LDA) 

การวิเคราะหแยกแยะเชิงเสน เปนอัลกอริทึมการเรียนรูของเคร่ืองที่ใชใน

การจําแนกขอมูลตั้งแต 2 กลุมขอมูลขึ้นไป โดยจะใชเทคนิคการเรียนรูแบบมีผูฝกสอน ซ่ึง

หลักการทํางานจะคลายคลึงกับการคัดเลือกคุณลักษณะดวยการวิเคราะหองคประกอบ

หลัก (Principle Component Analysis: PCA) เพียงแตการวิเคราะหแยกแยะเชิงเสนจะนํา

คําอธิบาย (Label) ของขอมูลมาพิจารณารวมดวย และปรับปรุงเง่ือนไขสําหรับการหา 

เมทริกซดวยการหาคาความแปรปรวนระหวางกลุม (Covariance between Group: 𝑆� ) 

กับคาความแปรปรวนรวมภายในกลุม (Covariance within Group: 𝑆� ) สูงสุด แสดงดัง

สมการที่ 2 และ 3  

 

𝑆� = ∑ ∑ (𝑥�� − 𝜇�)(𝑥�� − 𝜇�)�
��
���

�
���  (2) 

 

𝑆 � = ∑ (𝜇� − 𝜇)(𝜇� − 𝜇)��
���                 (3) 

 

โดยที่  𝑐  คือ จํานวนกลุม 

𝑥��   คือ ขอมูลตวัที่ 𝑖 ในกลุมที่ 𝑗 

 𝜇�  คือ คาเฉลี่ยของขอมูลแตละกลุม 

 𝜇  คือ คาเฉลี่ยของขอมูลทั้งหมด 

 

เม่ือหาอัตราสวนระหวางคาความแปรปรวนระหวางกลุมและคาความ

แปรปรวนรวมภายในกลุมแลวจึงนําคาที่ไดไปหาคาไอเกน (Eigenvalues) (Tharwat et al., 

2017) แสดงดังสมการที่ 4 โดยคาไอเกนจะใชบงบอกถึงความสําคัญของแตละคุณสมบัติ

ในชุดขอมูล ซ่ึงจะนําคานี้มาพิจารณาเพื่อลดมิติขอมูล 

 
𝑆�𝑤 =  𝜆𝑆�𝑤            (4) 

 

โดยที่  𝑆�   คือ คาความแปรปรวนรวมภายในกลุม  

𝑆�   คือ คาความแปรปรวนระหวางกลุม 

𝑤   หาคาไดจาก  𝑤 = 𝑆���𝑆�  

𝜆   คือ คาไอเกน 

 

2.3 การถดถอยโลจสีตกิส (Logistic Regression: LR) 

 การถดถอยโลจีสติกสเปนเทคนิควิเคราะหทางสถิติที่ใชสําหรับการทํานาย

เหตุการณที่สนใจวาจะเกิดขึ้นหรือไม มีหลักการทํางานคลายคลึงกับการวิเคราะหการ

ถดถอยเชิงเสน การถดถอยโลจีสติกสจะทําการวิเคราะหหาความสัมพันธของตัวแปรใน

รูปแบบความนาจะเปนของการเกิดเหตุการณที่สนใจ (Stoltzfus, 2011) โดยการวิเคราะห

การถดถอยโลจีสติกสจะประกอบไปดวยตัวแปรทํานาย (ตัวแปรตน) และตัวแปรผล (ตัว

แปรตอบสนอง)  

 ในการวิเคราะหการถดถอยโลจีสติกส จะใชตัวแปรทํานายเพื่อทํานายโอกาส

ในการเกิดตัวแปรผล โดยอาศัยโอกาสความนาจะเปนของตัวแปรทํานายเพือ่หาความนาจะ

เปนที่จะเกิดคาแตละคาของตัวแปรผล ในกรณีที่มีตัวแปรทํานาย 1 ตัวจะเรียกวา การ

วิเคราะหการถดถอยเชิงเสนโลจีสติกสอยางงาย (Simple Logistic Regression) แตหากมีตวั

แปรทํานายมากกวา 1 ตัวขึ้นไปจะเรียกวา การวิเคราะหการถดถอยโลจีสติกสเชิงพหุ 

(Multiple Logistic Regression) เม่ือพิจารณาที่ตัวแปรผลถาตัวแปรผลมีคาที่เปนไปไดเพยีง

สองคาเทานั้น เชน การศึกษาการเปนโรคหลอดเลือดหัวใจ ตัวแปรผล 𝑦 มีคาเปน 1 คือ

ปวย และ 𝑦 มีคาเปน 0 คือไมปวย จะเรียกวา การวิเคราะหการถดถอยโลจีสติกสแบบสอง

กลุม (Binary Logistic Regression) แตถาตัวแปรผลมีคามากกวา 2 คา จะเรียกวา การ

วิเคราะหการถดถอยโลจีสติกสแบบหลายกลุม (Multinomial Logistic Regression) แสดง

สมการถดถอยโลจิสติกสดังสมการที่ 5 

 

𝑌� = 𝛽� + 𝛽�𝑥� + 𝛽�𝑥� + ⋯+ 𝛽�𝑥�   (5) 

 

โดยที ่ 𝑌�  คือ การประมาณคาตัวแปรผล หรือตัวแปรตอบสนอง 

𝛽�  คือ คาสัมประสิทธิ์ความถดถอยของตวัแปรทํานายตัวที่ n 

𝑥�  คือ คาของตัวแปรทํานายตัวที่ i 

 

2.4 โครงขายประสาทเทียม (Artificial Neural Network: ANN) 

โครงขายประสาทเทียม เปนการจําลองการทํางานของเครือขายประสาทใน

สมองของมนุษยดวยแบบจําลองทางคณิตศาสตรซ่ึงมีการปรับเปลี่ยนตัวเองตอการ

ตอบสนองของขอมูลนําเขาหรือคาอินพุตตามกฎการเรียนรู (Learning Rule) หลังจากที่

เครือขายไดเรียนรูส่ิงที่ตองการ เครือขายนั้นจะสามารถทํางานที่กําหนดไวได เปน

แนวความคิดที่ตองการใหคอมพิวเตอรมีความสามารถในการเรียนรูเหมือนมนุษย  สมอง

มนุษยมีนิวรอนหรือเซลลประสาท ซ่ึงเปนหนวยประมวลผลที่มีการเชื่อมตอกันมากมาย

อยูในสมองมนุษยมีประมาณ 1011 นิวรอน จึงสามารถกลาวไดวาสมองมนุษยเปน

คอมพิวเตอรที่มีการปรับตัวเอง (Adaptive) ไมเปนเชิงเสน (Nonlinear) และมีการทํางาน

แบบขนาน (Parallel) ในการจัดการการทํางานรวมกันของนิวรอน  

คุณลักษณะเดนของโครงขายประสาทเทียมคือ โครงขายจะประกอบไปดวย

หนวยประมวลผลยอย ๆ   ซ่ึงเชื่อมตอแบบขนานเปนจํานวนมาก ในหนวยประมวลผลยอย

แตละหนวยมีโครงสรางงาย ๆ และไมคอยมีความสามารถ แตเม่ือหนวยประมวลผลยอย ๆ  

เหลานี้ทํางานรวมกันแบบกระจายทําใหโครงขายประสาทเทียมจะมีการทํางานที่มี

ประสิทธิภาพ โครงขายจะมีการเชื่อมตอดวยหนวยประมวลผลยอย ๆ   จํานวนมาก ถา

เครือขายบางสวนเสียหาย แตการทํางานของโครงขายประสาทเทียมจะยังคงสามารถ

ทํางานได  คุณสมบัติที่เดนสุดคือ สามารถเรียนรูและแกไขปญหาไดอยางมีประสิทธิภาพ 

ผลจากการเรียนรูดวยตัวอยางขอมูลบางสวนนําไปสูการตอบสนองตอขอมูลอินพุตที่เขา

มาใหม   

 โครงขายประสาทเทียมประกอบไปดวยเซตของโหนดและเสนเชื่อมระหวาง

โหนด โดยที่โหนดจะแบงเปน 3 ระดับ ไดแก ชั้นอินพุต (Input layer) ชั้นซอน (Hidden 

layer) และชั้นเอาทพุต (Output layer) ที่ชั้นซอนอาจจะมีไดมากกวา 1 ชั้นขึ้นอยูกับการ

ออกแบบโครงขาย โดยสถาปตยกรรมของโครงขายประสาทเทียมภายในโครงขายจะมีเสน

เชื่อมจากทุกโหนดในชั้นอินพุตไปยังทุกโหนดในชั้นซอน และมีเสนเชื่อมจากทุกโหนดใน

ชั้นซอนไปยังทุกโหนดในชั้นเอาทพุต โดยที่เสนเชื่อมแตละเสนจะมีคาน้ําหนัก (Weight)  

โครงขายประสาทเทียมหนึ่งหนวยสามารถมีหลายอินพุทได (Chanklan, 2017)  แสดง

โครงขายประสาทเทียมหนึ่งหนวยดังภาพประกอบ 1  
 

	   (3)

โดยที่ 	

	 c คือ จำ�นวนกลุ่ม

 	 xij คือ ข้อมูลตัวที่ i ในกลุ่มที่ j

	 µi คือ ค่าเฉลี่ยของข้อมูลแต่ละกลุ่ม

	 µ คือ ค่าเฉลี่ยของข้อมูลทั้งหมด

	 เมือ่หาอตัราสว่นระหว่างคา่ความแปรปรวน
ระหวา่งกลุม่และคา่ความแปรปรวนรว่มภายในกลุม่แลว้
จงึนำ�คา่ทีไ่ดไ้ปหาคา่ไอเกน (Eigenvalues) (Tharwat 
et al., 2017) แสดงดังสมการที่ 4 โดยค่าไอเกนจะ
ใช้บ่งบอกถึงความสำ�คัญของแต่ละคุณสมบัติในชุด
ข้อมูล ซึ่งจะนำ�ค่านี้มาพิจารณาเพื่อลดมิติข้อมูล

	 Sww = λSBw			    (4)

โดยที่ 

	 Sw คือ ค่าความแปรปรวนร่วมภายในกลุ่ม	

 	 SB คือ ค่าความแปรปรวนระหว่างกลุ่ม

 	 w หาค่าได้จาก 
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𝑟 = ∑(����̅)(�����)

�∑(����̅)� ∑(�����)�
  (1) 

 

โดยที่ 𝑟    คือ คาสหสัมพันธ  

𝑥� , 𝑦�   คือ คาของตัวแปร 𝑥 และ 𝑦 ลําดับที่ 𝑖 ในชุดขอมูล 

𝑥̅, 𝑦� คือ คาเฉลี่ยของตัวแปร 𝑥 และ 𝑦 

 

 คาสหสัมพันธจะมีคาอยูระหวาง -1 ถึง 1 โดยเคร่ืองหมาย + และ - จะแสดง

ทิศทางของความสัมพันธกัน หากความสัมพันธมีคาเปนบวก หมายความวาตัวแปรทั้ง

สองตัวมีความสัมพันธในเชิงแปรผันรวมกัน แตหากความสัมพันธเปนในทิศทางตรงกัน

ขาม หรือผกผันกัน จะสงผลใหคาสหสัมพันธมีคาเปนลบ สําหรับการแปรความหมายเชิง

ปริมาณของคาสหสัมพันธ (Schober, Boer, & Schwarte, 2018)  แสดง

ดังตาราง 1 

 

ตาราง 1 การแปลความหมายปริมาณของคาสหสัมพนัธ 

คาสหสมัพนัธ การตคีวาม 

0.0 – 0.09 มีความสัมพันธเล็กนอย 

0.10 – 0.39 มีความสัมพันธต่ํา 

0.40 - 0.69 มีความสัมพันธปานกลาง 

0.70 – 0.89 มีความสัมพันธสูง 

0.90 – 1.00 มีความสัมพันธสูงมาก 

 

2.2  การวเิคราะหแยกแยะเชงิเสน (Linear Discriminant Analysis: LDA) 

การวิเคราะหแยกแยะเชิงเสน เปนอัลกอริทึมการเรียนรูของเคร่ืองที่ใชใน

การจําแนกขอมูลตั้งแต 2 กลุมขอมูลขึ้นไป โดยจะใชเทคนิคการเรียนรูแบบมีผูฝกสอน ซ่ึง

หลักการทํางานจะคลายคลึงกับการคัดเลือกคุณลักษณะดวยการวิเคราะหองคประกอบ

หลัก (Principle Component Analysis: PCA) เพียงแตการวิเคราะหแยกแยะเชิงเสนจะนํา

คําอธิบาย (Label) ของขอมูลมาพิจารณารวมดวย และปรับปรุงเง่ือนไขสําหรับการหา 

เมทริกซดวยการหาคาความแปรปรวนระหวางกลุม (Covariance between Group: 𝑆� ) 

กับคาความแปรปรวนรวมภายในกลุม (Covariance within Group: 𝑆� ) สูงสุด แสดงดัง

สมการที่ 2 และ 3  

 

𝑆� = ∑ ∑ (𝑥�� − 𝜇�)(𝑥�� − 𝜇�)�
��
���

�
���  (2) 

 

𝑆 � = ∑ (𝜇� − 𝜇)(𝜇� − 𝜇)��
���                 (3) 

 

โดยที่  𝑐  คือ จํานวนกลุม 

𝑥��   คือ ขอมูลตวัที่ 𝑖 ในกลุมที่ 𝑗 

 𝜇�  คือ คาเฉลี่ยของขอมูลแตละกลุม 

 𝜇  คือ คาเฉลี่ยของขอมูลทั้งหมด 

 

เม่ือหาอัตราสวนระหวางคาความแปรปรวนระหวางกลุมและคาความ

แปรปรวนรวมภายในกลุมแลวจึงนําคาที่ไดไปหาคาไอเกน (Eigenvalues) (Tharwat et al., 

2017) แสดงดังสมการที่ 4 โดยคาไอเกนจะใชบงบอกถึงความสําคัญของแตละคุณสมบัติ

ในชุดขอมูล ซ่ึงจะนําคานี้มาพิจารณาเพื่อลดมิติขอมูล 

 
𝑆�𝑤 =  𝜆𝑆�𝑤            (4) 

 

โดยที่  𝑆�   คือ คาความแปรปรวนรวมภายในกลุม  

𝑆�   คือ คาความแปรปรวนระหวางกลุม 

𝑤   หาคาไดจาก  𝑤 = 𝑆���𝑆�  

𝜆   คือ คาไอเกน 

 

2.3 การถดถอยโลจสีตกิส (Logistic Regression: LR) 

 การถดถอยโลจีสติกสเปนเทคนิควิเคราะหทางสถิติที่ใชสําหรับการทํานาย

เหตุการณที่สนใจวาจะเกิดขึ้นหรือไม มีหลักการทํางานคลายคลึงกับการวิเคราะหการ

ถดถอยเชิงเสน การถดถอยโลจีสติกสจะทําการวิเคราะหหาความสัมพันธของตัวแปรใน

รูปแบบความนาจะเปนของการเกิดเหตุการณที่สนใจ (Stoltzfus, 2011) โดยการวิเคราะห

การถดถอยโลจีสติกสจะประกอบไปดวยตัวแปรทํานาย (ตัวแปรตน) และตัวแปรผล (ตัว

แปรตอบสนอง)  

 ในการวิเคราะหการถดถอยโลจีสติกส จะใชตัวแปรทํานายเพื่อทํานายโอกาส

ในการเกิดตัวแปรผล โดยอาศัยโอกาสความนาจะเปนของตัวแปรทํานายเพือ่หาความนาจะ

เปนที่จะเกิดคาแตละคาของตัวแปรผล ในกรณีที่มีตัวแปรทํานาย 1 ตัวจะเรียกวา การ

วิเคราะหการถดถอยเชิงเสนโลจีสติกสอยางงาย (Simple Logistic Regression) แตหากมีตวั

แปรทํานายมากกวา 1 ตัวขึ้นไปจะเรียกวา การวิเคราะหการถดถอยโลจีสติกสเชิงพหุ 

(Multiple Logistic Regression) เม่ือพิจารณาที่ตัวแปรผลถาตัวแปรผลมีคาที่เปนไปไดเพยีง

สองคาเทานั้น เชน การศึกษาการเปนโรคหลอดเลือดหัวใจ ตัวแปรผล 𝑦 มีคาเปน 1 คือ

ปวย และ 𝑦 มีคาเปน 0 คือไมปวย จะเรียกวา การวิเคราะหการถดถอยโลจีสติกสแบบสอง

กลุม (Binary Logistic Regression) แตถาตัวแปรผลมีคามากกวา 2 คา จะเรียกวา การ

วิเคราะหการถดถอยโลจีสติกสแบบหลายกลุม (Multinomial Logistic Regression) แสดง

สมการถดถอยโลจิสติกสดังสมการที่ 5 

 

𝑌� = 𝛽� + 𝛽�𝑥� + 𝛽�𝑥� + ⋯+ 𝛽�𝑥�   (5) 

 

โดยที ่ 𝑌�  คือ การประมาณคาตัวแปรผล หรือตัวแปรตอบสนอง 

𝛽�  คือ คาสัมประสิทธิ์ความถดถอยของตวัแปรทํานายตัวที่ n 

𝑥�  คือ คาของตัวแปรทํานายตัวที่ i 

 

2.4 โครงขายประสาทเทียม (Artificial Neural Network: ANN) 

โครงขายประสาทเทียม เปนการจําลองการทํางานของเครือขายประสาทใน

สมองของมนุษยดวยแบบจําลองทางคณิตศาสตรซ่ึงมีการปรับเปลี่ยนตัวเองตอการ

ตอบสนองของขอมูลนําเขาหรือคาอินพุตตามกฎการเรียนรู (Learning Rule) หลังจากที่

เครือขายไดเรียนรูส่ิงที่ตองการ เครือขายนั้นจะสามารถทํางานที่กําหนดไวได เปน

แนวความคิดที่ตองการใหคอมพิวเตอรมีความสามารถในการเรียนรูเหมือนมนุษย  สมอง

มนุษยมีนิวรอนหรือเซลลประสาท ซ่ึงเปนหนวยประมวลผลที่มีการเชื่อมตอกันมากมาย

อยูในสมองมนุษยมีประมาณ 1011 นิวรอน จึงสามารถกลาวไดวาสมองมนุษยเปน

คอมพิวเตอรที่มีการปรับตัวเอง (Adaptive) ไมเปนเชิงเสน (Nonlinear) และมีการทํางาน

แบบขนาน (Parallel) ในการจัดการการทํางานรวมกันของนิวรอน  

คุณลักษณะเดนของโครงขายประสาทเทียมคือ โครงขายจะประกอบไปดวย

หนวยประมวลผลยอย ๆ   ซ่ึงเชื่อมตอแบบขนานเปนจํานวนมาก ในหนวยประมวลผลยอย

แตละหนวยมีโครงสรางงาย ๆ และไมคอยมีความสามารถ แตเม่ือหนวยประมวลผลยอย ๆ  

เหลานี้ทํางานรวมกันแบบกระจายทําใหโครงขายประสาทเทียมจะมีการทํางานที่มี

ประสิทธิภาพ โครงขายจะมีการเชื่อมตอดวยหนวยประมวลผลยอย ๆ   จํานวนมาก ถา

เครือขายบางสวนเสียหาย แตการทํางานของโครงขายประสาทเทียมจะยังคงสามารถ

ทํางานได  คุณสมบัติที่เดนสุดคือ สามารถเรียนรูและแกไขปญหาไดอยางมีประสิทธิภาพ 

ผลจากการเรียนรูดวยตัวอยางขอมูลบางสวนนําไปสูการตอบสนองตอขอมูลอินพุตที่เขา

มาใหม   

 โครงขายประสาทเทียมประกอบไปดวยเซตของโหนดและเสนเชื่อมระหวาง

โหนด โดยที่โหนดจะแบงเปน 3 ระดับ ไดแก ช้ันอินพุต (Input layer) ชั้นซอน (Hidden 

layer) และชั้นเอาทพุต (Output layer) ที่ชั้นซอนอาจจะมีไดมากกวา 1 ชั้นขึ้นอยูกับการ

ออกแบบโครงขาย โดยสถาปตยกรรมของโครงขายประสาทเทียมภายในโครงขายจะมีเสน

เชื่อมจากทุกโหนดในชั้นอินพุตไปยังทุกโหนดในชั้นซอน และมีเสนเชื่อมจากทุกโหนดใน

ชั้นซอนไปยังทุกโหนดในชั้นเอาทพุต โดยที่เสนเชื่อมแตละเสนจะมีคาน้ําหนัก (Weight)  

โครงขายประสาทเทียมหนึ่งหนวยสามารถมีหลายอินพุทได (Chanklan, 2017)  แสดง

โครงขายประสาทเทียมหนึ่งหนวยดังภาพประกอบ 1  
 

 	 λ คือ ค่าไอเกน

2.3 การถดถอยโลจีสติกส์ (Logistic 
Regression: LR)

	 การถดถอยโลจีสติกส์เป็นเทคนิควิเคราะห์
ทางสถิติท่ีใช้สำ�หรับการทำ�นายเหตุการณ์ที่สนใจ

ตาราง 1	 การแปลความหมายปริมาณของค่าสหสัมพันธ์

ค่าสหสัมพันธ์ การตีความ

0.0 – 0.09 มีความสัมพันธ์เล็กน้อย

0.10 – 0.39 มีความสัมพันธ์ต่ำ�

0.40 - 0.69 มีความสัมพันธ์ปานกลาง

0.70 – 0.89 มีความสัมพันธ์สูง

0.90 – 1.00 มีความสัมพันธ์สูงมาก
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ว่าจะเกิดขึ้นหรือไม่ มีหลักการทำ�งานคล้ายคลึง 
กบัการวเิคราะหก์ารถดถอยเชงิเสน้ การถดถอยโลจสีตกิส ์
จะทำ�การวิเคราะห์หาความสัมพันธ์ของตัวแปรใน 
รปูแบบความนา่จะเปน็ของการเกดิเหตกุารณท์ีส่นใจ 
(Stoltzfus, 2011) โดยการวิเคราะห์การถดถอย 
โลจีสติกส์จะประกอบไปด้วยตัวแปรทำ�นาย  
(ตัวแปรต้น) และตัวแปรผล (ตัวแปรตอบสนอง) 

	 ในการวเิคราะหก์ารถดถอยโลจีสติกส์ จะใช้
ตวัแปรทำ�นายเพือ่ทำ�นายโอกาสในการเกิดตวัแปรผล 
โดยอาศัยโอกาสความน่าจะเป็นของตัวแปรทำ�นาย
เพือ่หาความนา่จะเปน็ทีจ่ะเกดิคา่แตล่ะค่าของตวัแปร
ผล ในกรณีที่มีตัวแปรทำ�นาย 1 ตัวจะเรียกว่า การ
วิเคราะห์การถดถอยเชิงเส้นโลจีสติกส์อย่างง่าย 
(Simple Logistic Regression) แต่หากมีตัวแปร
ทำ�นายมากกว่า 1 ตัวขึ้นไปจะเรียกว่า การวิเคราะห์
การถดถอยโลจีสติกส์เชิงพหุ (Multiple Logistic 
Regression) เมื่อพิจารณาที่ตัวแปรผลถ้าตัวแปรผล
มีค่าที่เป็นไปได้เพียงสองค่าเท่านั้น เช่น การศึกษา
การเป็นโรคหลอดเลือดหัวใจ ตัวแปรผล y มีค่าเป็น 
1 คือป่วย และ y มีค่าเป็น 0 คือไม่ป่วย จะเรียกว่า  
การวเิคราะห์การถดถอยโลจสีตกิสแ์บบสองกลุม่ (Binary 
Logistic Regression) แต่ถ้าตัวแปรผลมีค่ามากกว่า 
2 ค่า จะเรียกว่า การวิเคราะห์การถดถอยโลจีสติกส์
แบบหลายกลุม่ (Multinomial Logistic Regression) 
แสดงสมการถดถอยโลจิสติกส์ดังสมการที่ 5

	  = β0 + β1x1 + β2x2 + ... + βixi 	 (5)

โดยที่

	  คือ การประมาณคา่ตวัแปรผล หรอืตัวแปร
ตอบสนอง

	 βn คือ ค่าสัมประสิทธิ์ความถดถอยของ
ตัวแปรทำ�นายตัวที่ n

	 xi คือ ค่าของตัวแปรทำ�นายตัวที่ i

2.4 โครงข่ายประสาทเทียม (Artificial 
Neural Network: ANN)

	 โครงข่ายประสาทเทียม เป็นการจำ�ลอง
การทำ�งานของเครอืขา่ยประสาทในสมองของมนษุย์
ดว้ยแบบจำ�ลองทางคณติศาสตรซ์ึง่มกีารปรบัเปลีย่น 
ตวัเองตอ่การตอบสนองของขอ้มูลนำ�เขา้หรอืคา่อนิพตุ
ตามกฎการเรียนรู้ (Learning Rule) หลังจากที่เครือ
ข่ายได้เรียนรู้ส่ิงท่ีต้องการ เครือข่ายนั้นจะสามารถ
ทำ�งานที่กำ�หนดไว้ได้ เป็นแนวความคิดที่ต้องการ
ให้คอมพิวเตอร์มีความสามารถในการเรียนรู้เหมือน
มนุษย์ สมองมนุษย์มีนิวรอนหรือเซลล์ประสาท ซึ่ง
เป็นหน่วยประมวลผลที่มีการเชื่อมต่อกันมากมาย 
อยูใ่นสมองมนษุยม์ปีระมาณ 1011 นวิรอน จึงสามารถ
กล่าวได้ว่าสมองมนุษย์เป็นคอมพิวเตอร์ที่มีการปรับ
ตวัเอง (Adaptive) ไมเ่ปน็เชงิเสน้ (Nonlinear) และ 
มีการทำ�งานแบบขนาน (Parallel) ในการจัดการ 
การทำ�งานร่วมกันของนิวรอน 

	 คณุลกัษณะเดน่ของโครงขา่ยประสาทเทยีม
คือ โครงข่ายจะประกอบไปด้วยหน่วยประมวลผล
ย่อยๆ ซึ่งเชื่อมต่อแบบขนานเป็นจำ�นวนมาก ใน
หน่วยประมวลผลย่อยแต่ละหน่วยมีโครงสร้างง่ายๆ 
และไม่ค่อยมีความสามารถ แต่เม่ือหนว่ยประมวลผล 
ย่อยๆ เหล่านี้ทำ�งานร่วมกันแบบกระจายทำ�ให้ 
โครงขา่ยประสาทเทยีมจะมกีารทำ�งานทีม่ปีระสทิธภิาพ 
โครงข่ายจะมีการเชื่อมต่อด้วยหน่วยประมวลผล 
ย่อยๆ จำ�นวนมาก ถ้าเครือข่ายบางส่วนเสียหาย  
แต่การทำ�งานของโครงข่ายประสาทเทียมจะยังคง
สามารถทำ�งานได้ คุณสมบัติที่เด่นสุดคือ สามารถ
เรียนรู้และแก้ไขปัญหาได้อย่างมีประสิทธิภาพ  
ผลจากการเรียนรู้ด้วยตัวอย่างข้อมูลบางส่วนนำ�ไปสู่
การตอบสนองต่อข้อมูลอินพุตที่เข้ามาใหม่ 

	 โครงขา่ยประสาทเทยีมประกอบไปดว้ยเซต
ของโหนดและเส้นเชื่อมระหว่างโหนด โดยที่โหนด
จะแบ่งเป็น 3 ระดับ ได้แก่ ชั้นอินพุต (Input layer) 
ชั้นซ่อน (Hidden layer) และชั้นเอาท์พุต (Output 
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layer) ที่ชั้นซ่อนอาจจะมีได้มากกว่า 1 ช้ันข้ึนอยู่
กับการออกแบบโครงข่าย โดยสถาปัตยกรรมของ 
โครงขา่ยประสาทเทยีมภายในโครงข่ายจะมีเส้นเชือ่ม
จากทุกโหนดในชั้นอินพุตไปยังทุกโหนดในช้ันซ่อน 
และมเีสน้เชือ่มจากทุกโหนดในชัน้ซอ่นไปยงัทุกโหนด 
ในชั้นเอาท์พุต โดยที่เส้นเชื่อมแต่ละเส้นจะมีค่า 
น้ำ�หนัก (Weight) โครงขา่ยประสาทเทยีมหนึง่หนว่ย
สามารถมีหลายอินพุทได้ (Chanklan, 2017) แสดง
โครงขา่ยประสาทเทยีมหน่ึงหนว่ยดังภาพประกอบ 1 

	 การทำ�งานของแตล่ะโหนดเทยีบไดก้บัเซลล์
ประสาทในสมองมนุษย์ 1 เซลล์ อินพุตที่เข้าสู่โหนด
จะเปน็เวกเตอร์ของคณุสมบติัของขอ้มลูตัวอยา่งมคีา่  
p = [p

1
,p

2
,...,p

R
] ซึง่เปน็คา่อนิพตุทีถ่กูปอ้นมจีำ�นวน  

R องคป์ระกอบ และเวกเตอรน์้ำ�หนกั W=[w
1
,w

2
,...,w

R
] 

มคีา่เอนเอยีงหรอืไบเอส b นำ�อนิพุตมาคณูกับน้ำ�หนกั
ของแตล่ะเสน้เชือ่ม ผลทีไ่ดจ้ากอนิพตุทกุๆ เสน้เชือ่ม
ของโหนดจะเอามารวมกันและรวมกับค่าไบเอสแล้ว
ส่งต่อไปยังฟังก์ชันถ่ายโอน (Transfer Function)  
ซึง่เกดิเปน็คา่เอาทพ์ตุ a ในทีน่ี ้f เปน็ฟงัก์ชนัถา่ยโอน
ทำ�หน้าที่รับค่าอินพุต n เพื่อเปลี่ยนเป็นค่าเอาท์พุต 
a ค่าเอาท์พุต a สามารถคำ�นวณได้จากสมการที่ 6

	 a = f(n) = f(Wp+b)		    (6)

โดยที่ 

	 f คือ ฟังก์ชันถ่ายโอน

	 W คือ เวกเตอร์น้ำ�หนัก

	 b  คือ ค่าไบแอส

	 p คือ ค่าอินพุต หรือข้อมูลนำ�เข้า

	 สำ�หรับงานวิจัยนี้ได้ออกแบบโครงสร้าง
ของโครงขา่ยประสาทเทียมท่ีใชใ้นการทดลองโดยหา
โครงข่ายประสาทเทียมที่เหมาะสมกับข้อมูลโดยใช ้
แบบจำ�ลองไฮเปอร์พารามิเตอร์ด้วย Keras Tuner 
เพื่อกำ�หนดจำ�นวนและความกว้างของเลเยอร์ 
ที่ซ่อนอยู่ โดยกำ�หนดตำ�นวนโหนดอยู่ในช่วง 8-512 
และจำ�นวน 3 ช้ันเลเยอร์ และกับหนดการโดยได้ 
โครงขา่ยประสาทเทยีมทีใ่ชใ้นงานวจิยัมรีายละเอยีด 
ดังนี้:

	 ชั้นแรก (Input Layer): มี 11 โหนด และ
ใช้ฟังก์ชันการกระตุ้น relu โดยรับข้อมูลจากจำ�นวน
โหนดขึ้นอยู่กับขนาดของข้อมูลนำ�เข้า

	 ชั้นที่สอง: มี 448 โหนด ใช้ฟังก์ชันการ 
กระตุ้น relu

	 ชั้นท่ีสาม: มี 44 โหนด ใช้ฟังก์ชันการ 
กระตุ้น relu

	 ชัน้ที่สี:่ มี 312 โหนด ใช้ฟงักช์นัการกระตุน้ 
relu

S. Tirakoat et al.     Journal of Applied Informa�cs and Technology,  2024,  7(1),  1–5 4 
 

 
ภาพประกอบ 1 โครงขายประสาทเทียมหนึ่งหนวยแบบหลายอนิพุท 

การทํางานของแตละโหนดเทียบไดกับเซลลประสาทในสมองมนุษย 1 เซลล 

อิ น พุ ต ที่ เ ข า สู โห น ด จะ เ ป น เ ว ก เ ต อร ข อง คุ ณ ส มบั ติ ข อง ข อ มูล ตั ว อย า งมีค า  

 p = [p1,p2,...,pR] ซ่ึงเปนคาอินพุตที่ถูกปอนมีจํานวน R องคประกอบ และเวกเตอรน้าํหนกั 

W=[w1,w2,...,wR] มีคาเอนเอียงหรือไบเอส b นําอินพุตมาคูณกับน้ําหนักของแตละเสน

เชื่อม ผลที่ไดจากอินพุตทุก ๆ เสนเชื่อมของโหนดจะเอามารวมกันและรวมกับคาไบเอส

แลวสงตอไปยังฟงกชันถายโอน (Transfer Function) ซ่ึงเกิดเปนคาเอาทพุต a ในที่นี้ f  เปน

ฟงกชันถายโอนทําหนาที่ รับคาอินพุต n เพื่อเปลี่ยนเปนคาเอาทพุต a  คาเอาทพุต a 

สามารถคํานวณไดจากสมการที่ 6 

 

𝑎 = 𝑓(𝑛) =  𝑓(𝑊𝑝+ 𝑏)   (6) 

 

โดยที่  𝑓 คือ ฟงกชันถายโอน 

𝑊 คือ เวกเตอรน้ําหนัก 

𝑏 คือ คาไบแอส 

𝑝 คือ คาอินพุต หรือขอมูลนําเขา 

 

 
 

ภาพประกอบ 2 โครงขายประสาทเทียมที่ใชในงานวิจัย 

 

สําหรับงานวิจัยนี้ไดออกแบบโครงสรางของโครงขายประสาทเทียมที่ใชใน

การทดลองโดยหาโครงขายประสาทเทียมที่เหมาะสมกับขอมูลโดยใชแบบจําลองไฮเปอร

พารามิเตอรดวย Keras Tuner เพื่อกําหนดจํานวนและความกวางของเลเยอรที่ซอนอยู โดย

กําหนดตํานวนโหนดอยูในชวง 8-512 และจํานวน 3 ชั้นเลเยอร และกับหนดการโดยได

โครงขายประสาทเทียมที่ใชในงานวิจัยมีรายละเอียดดังนี้: 

ชั้นแรก (Input Layer): มี 11 โหนด และใชฟงกชนัการกระตุน relu โดยรับ

ขอมูลจากจํานวนโหนดขึน้อยูกบัขนาดของขอมูลนําเขา 

ชั้นที่สอง: มี 448 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นที่สาม: มี 44 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นที่ส่ี: มี 312 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นสุดทาย (Output Layer): มี 1 โหนด ใชฟงกชนัการกระตุน sigmoid ซ่ึงใช

สําหรับการจําแนกประเภทแบบไบนารี 

โครงขายนี้จะรับขอมูลนําเขาผานชั้นแรก และผานการประมวลผลตอเนื่อง

ผานชั้นตางๆ จนถึงชั้นสุดทายที่จะใหผลลัพธเปนคาความนาจะเปนระหวาง 0 ถึง 1 

สําหรับการจําแนกประเภทสองกลุม โดยมีคา learning rate=0.001 แสดงรูปโครงขายไดดัง

ภาพประกอบ 2 

 

2.5 ซัพพอรตเวกเตอรแมชชีน (Support Vector Machine: SVM) 

ซัพพอรตเวกเตอรแมชชีน เปนอัลกอริทึมที่ใชในการจําแนกประเภทขอมูล

ในแตละคลาสที่ไดรับความนิยมมาก (Hearst et al.,1998) เนื่องจากมีความสามารถในการ

จําแนกประเภทขอมูลแตละคลาสําดอยางมีประสิทธิภาพและมีความแมนยําสูง โดย

หลักการสําคัญของอัลกอริทึมซัพพอรตเวกเตอรแมชชีนคือการสร างเสนแบง 

(Hyperplane) เพื่อแบงแยกประเภทขอมูลที่ตางชนิดกันใหแยกออกจากกัน  

ในการสรางเสนแบงของซัพพอรตเวกเตอรแมชชีนเพื่อใชในการจําแนก

ขอมูล จะสรางเสนแบงขอมูลที่มีระยะหางระหวางขอมูลมากที่สุด ซ่ึงจะอาศัยเวกเตอร

ถวงน้ําหนัก w (Weight Vector) เปนตัวกําหนดทิศทางและใชกําหนดความเอียงของ

ระนาบ (Hyperplane) ซ่ึงเวกเตอร w จะตั้งฉากกับเสนแบงและขอมูลจะถูกแปลงใหอยูใน

รูปแบบเวกเตอร x สําหรับการตีความวาขอมูลจุดนัน้จะถูกกําหนดเปนแบงขอมูลออกเปน

ประเภท (หรือ คลาส) 1 หรือ -1 นั้นจะกําหนดจากตัวแปร y  โดยสามารถแสดงสมการใน

การหาคลาสขอมูลดังสมการที่ 7  

 

𝑤�𝑥 + 𝑏 ≥ 1, เม่ือ 𝑦� = +1 
(7) 

𝑤�𝑥 + 𝑏 ≤ 1, เม่ือ 𝑦� = −1 
  

เม่ือ  𝑤  คือ เวกเตอรถวงน้ําหนัก (Weight Vector) 

 𝑏 คือ คาไบแอส (Bias) 

 𝑥 คือ ขอมูลทีจุ่ดใด ๆ 

 

โดยกราฟแสดงการสรางเสนแบงสําหรับแบงขอมูลดวยอัลกอริทึมซัพพอรต

เวกเตอรแมชชีนในภาพประกอบ 3 

 

 
 

ภาพประกอบ 3 เสนแบงสําหรับแบงขอมูลดวยอลักอริทึมซัพพอรตเวกเตอรแมชชีน 

 

2.6 เกนความรู (Information Gain: IG) 

เกนความรูเปนวิธีการคํานวณคาน้ําหนกัเพื่อใชคัดเลือกคุณสมบัติ โดยการ

คัดเลือกคุณสมบัติจะเลือกคณุสมบัติที่มีคาเกนความรูที่มีคาสูง การคํานวณคา Information 

Gain จะตองใชคา Entropy ในการคํานวณ ซ่ึงคา Entropy เปนการวัดความไมเปนระเบียบ

หรือความแตกตางของขอมูลมีคาตั้งแต 0 ถึง 1 ถาคา Entropy สูงจะหมายถึงขอมูลมีความ

แตกตางหรือกระจายตัวมาก โดยคา Entropy ของแตละกลุมนในชุดขอมูลคํานวณไดดัง

สมการที่ 8 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) =  −∑ (𝑃𝑟𝑜𝑏(𝐶�) × 𝑙𝑜𝑔�(𝑃𝑟𝑜𝑏(𝐶�)))�
���   (8) 

เม่ือ  𝑘 คือ จํานวนกลุมของขอมูลทั้งหมด 

𝐶�  คือ กลุมของขอมูล n โดยที่ n มีคาตั้งแต 1, 2, 3, … , 𝑘 

𝑃𝑟𝑜𝑏(𝐶�)คือ ความนาจะเปนกลุมของขอมูลที่สนใจ   

 

เม่ือคํานวณหาคา Entropy เรียบรอยแลวจึงคํานวณคาเกนความรูของแตละ

คุณสมบัติไดดังสมการที่ 9 

𝐼𝐺 =   𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑃𝑎𝑟𝑒𝑛𝑡) − ∑ (𝑃𝑟𝑜𝑏(𝐶�)�
��� × 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐶�)) (9) 

เม่ือ    𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑃𝑎𝑟𝑒𝑛𝑡)  คือ ผลรวมของคา Entropy ของแตละกลุมขอมูล         

 ในแตละคุณสมบัติ 

           𝐶�   คือ กลุมของขอมูล 𝑛 โดยที่ 𝑛 มีคาตั้งแต 1, 2, 3, … , 𝑘 

S. Tirakoat et al.     Journal of Applied Informa�cs and Technology,  2024,  7(1),  1–5 4 
 

 
ภาพประกอบ 1 โครงขายประสาทเทียมหนึ่งหนวยแบบหลายอนิพุท 

การทํางานของแตละโหนดเทียบไดกับเซลลประสาทในสมองมนุษย 1 เซลล 

อิ น พุ ต ที่ เ ข า สู โห น ด จะ เ ป น เ ว ก เ ต อร ข อง คุ ณ ส มบั ติ ข อง ข อ มูล ตั ว อย า งมีค า  

 p = [p1,p2,...,pR] ซ่ึงเปนคาอินพุตที่ถูกปอนมีจํานวน R องคประกอบ และเวกเตอรน้าํหนกั 

W=[w1,w2,...,wR] มีคาเอนเอียงหรือไบเอส b นําอินพุตมาคูณกับน้ําหนักของแตละเสน

เชื่อม ผลที่ไดจากอินพุตทุก ๆ เสนเชื่อมของโหนดจะเอามารวมกันและรวมกับคาไบเอส

แลวสงตอไปยังฟงกชันถายโอน (Transfer Function) ซ่ึงเกิดเปนคาเอาทพุต a ในที่นี้ f  เปน

ฟงกชันถายโอนทําหนาที่ รับคาอินพุต n เพื่อเปลี่ยนเปนคาเอาทพุต a  คาเอาทพุต a 

สามารถคํานวณไดจากสมการที่ 6 

 

𝑎 = 𝑓(𝑛) =  𝑓(𝑊𝑝+ 𝑏)   (6) 

 

โดยที่  𝑓 คือ ฟงกชันถายโอน 

𝑊 คือ เวกเตอรน้ําหนัก 

𝑏 คือ คาไบแอส 

𝑝 คือ คาอินพุต หรือขอมูลนําเขา 

 

 
 

ภาพประกอบ 2 โครงขายประสาทเทียมที่ใชในงานวิจัย 

 

สําหรับงานวิจัยนี้ไดออกแบบโครงสรางของโครงขายประสาทเทียมที่ใชใน

การทดลองโดยหาโครงขายประสาทเทียมที่เหมาะสมกับขอมูลโดยใชแบบจําลองไฮเปอร

พารามิเตอรดวย Keras Tuner เพื่อกําหนดจํานวนและความกวางของเลเยอรที่ซอนอยู โดย

กําหนดตํานวนโหนดอยูในชวง 8-512 และจํานวน 3 ชั้นเลเยอร และกับหนดการโดยได

โครงขายประสาทเทียมที่ใชในงานวิจัยมีรายละเอียดดังนี้: 

ชั้นแรก (Input Layer): มี 11 โหนด และใชฟงกชนัการกระตุน relu โดยรับ

ขอมูลจากจํานวนโหนดขึน้อยูกบัขนาดของขอมูลนําเขา 

ชั้นที่สอง: มี 448 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นที่สาม: มี 44 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นที่ส่ี: มี 312 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นสุดทาย (Output Layer): มี 1 โหนด ใชฟงกชนัการกระตุน sigmoid ซ่ึงใช

สําหรับการจําแนกประเภทแบบไบนารี 

โครงขายนี้จะรับขอมูลนําเขาผานชั้นแรก และผานการประมวลผลตอเนื่อง

ผานชั้นตางๆ จนถึงช้ันสุดทายที่จะใหผลลัพธเปนคาความนาจะเปนระหวาง 0 ถึง 1 

สําหรับการจําแนกประเภทสองกลุม โดยมีคา learning rate=0.001 แสดงรูปโครงขายไดดัง

ภาพประกอบ 2 

 

2.5 ซัพพอรตเวกเตอรแมชชีน (Support Vector Machine: SVM) 

ซัพพอรตเวกเตอรแมชชีน เปนอัลกอริทึมที่ใชในการจําแนกประเภทขอมูล

ในแตละคลาสที่ไดรับความนิยมมาก (Hearst et al.,1998) เนื่องจากมีความสามารถในการ

จําแนกประเภทขอมูลแตละคลาสําดอยางมีประสิทธิภาพและมีความแมนยําสูง โดย

หลักการสําคัญของอัลกอริทึมซัพพอรตเวกเตอรแมชชีนคือการสร างเสนแบง 

(Hyperplane) เพื่อแบงแยกประเภทขอมูลที่ตางชนิดกันใหแยกออกจากกัน  

ในการสรางเสนแบงของซัพพอรตเวกเตอรแมชชีนเพื่อใชในการจําแนก

ขอมูล จะสรางเสนแบงขอมูลที่มีระยะหางระหวางขอมูลมากที่สุด ซ่ึงจะอาศัยเวกเตอร

ถวงน้ําหนัก w (Weight Vector) เปนตัวกําหนดทิศทางและใชกําหนดความเอียงของ

ระนาบ (Hyperplane) ซ่ึงเวกเตอร w จะตั้งฉากกับเสนแบงและขอมูลจะถูกแปลงใหอยูใน

รูปแบบเวกเตอร x สําหรับการตีความวาขอมูลจุดนัน้จะถูกกําหนดเปนแบงขอมูลออกเปน

ประเภท (หรือ คลาส) 1 หรือ -1 นั้นจะกําหนดจากตัวแปร y  โดยสามารถแสดงสมการใน

การหาคลาสขอมูลดังสมการที่ 7  

 

𝑤�𝑥 + 𝑏 ≥ 1, เม่ือ 𝑦� = +1 
(7) 

𝑤�𝑥 + 𝑏 ≤ 1, เม่ือ 𝑦� = −1 
  

เม่ือ  𝑤  คือ เวกเตอรถวงน้ําหนัก (Weight Vector) 

 𝑏 คือ คาไบแอส (Bias) 

 𝑥 คือ ขอมูลทีจุ่ดใด ๆ 

 

โดยกราฟแสดงการสรางเสนแบงสําหรับแบงขอมูลดวยอัลกอริทึมซัพพอรต

เวกเตอรแมชชีนในภาพประกอบ 3 

 

 
 

ภาพประกอบ 3 เสนแบงสําหรับแบงขอมูลดวยอลักอริทึมซัพพอรตเวกเตอรแมชชีน 

 

2.6 เกนความรู (Information Gain: IG) 

เกนความรูเปนวิธีการคํานวณคาน้ําหนกัเพื่อใชคัดเลือกคุณสมบัติ โดยการ

คัดเลือกคุณสมบัติจะเลือกคณุสมบัติที่มีคาเกนความรูที่มีคาสูง การคํานวณคา Information 

Gain จะตองใชคา Entropy ในการคํานวณ ซ่ึงคา Entropy เปนการวัดความไมเปนระเบียบ

หรือความแตกตางของขอมูลมีคาตั้งแต 0 ถึง 1 ถาคา Entropy สูงจะหมายถึงขอมูลมีความ

แตกตางหรือกระจายตัวมาก โดยคา Entropy ของแตละกลุมนในชุดขอมูลคํานวณไดดัง

สมการที่ 8 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) =  −∑ (𝑃𝑟𝑜𝑏(𝐶�) × 𝑙𝑜𝑔�(𝑃𝑟𝑜𝑏(𝐶�)))�
���   (8) 

เม่ือ  𝑘 คือ จํานวนกลุมของขอมูลทั้งหมด 

𝐶�  คือ กลุมของขอมูล n โดยที่ n มีคาตั้งแต 1, 2, 3, … , 𝑘 

𝑃𝑟𝑜𝑏(𝐶�)คือ ความนาจะเปนกลุมของขอมูลที่สนใจ   

 

เม่ือคํานวณหาคา Entropy เรียบรอยแลวจึงคํานวณคาเกนความรูของแตละ

คุณสมบัติไดดังสมการที่ 9 

𝐼𝐺 =   𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑃𝑎𝑟𝑒𝑛𝑡) − ∑ (𝑃𝑟𝑜𝑏(𝐶�)�
��� × 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐶�)) (9) 

เม่ือ    𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑃𝑎𝑟𝑒𝑛𝑡)  คือ ผลรวมของคา Entropy ของแตละกลุมขอมูล         

 ในแตละคุณสมบัติ 

           𝐶�   คือ กลุมของขอมูล 𝑛 โดยที่ 𝑛 มีคาตั้งแต 1, 2, 3, … , 𝑘 

ภาพประกอบ 1 โครงข่ายประสาทเทียมหนึ่งหน่วย
แบบหลายอินพุท

ภาพประกอบ 2 โครงข่ายประสาทเทียม 
ที่ใช้ในงานวิจัย
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	 ชั้นสุดท้าย (Output Layer): มี 1 โหนด  
ใช้ฟังก์ชันการกระตุ้น sigmoid ซ่ึงใช้สำ�หรับการ
จำ�แนกประเภทแบบไบนารี

	 โครงข่ายนี้จะรับข้อมูลนำ�เข้าผ่านชั้นแรก 
และผ่านการประมวลผลต่อเนือ่งผา่นชั้นตา่งๆ จนถงึ
ชัน้สดุทา้ยทีจ่ะใหผ้ลลพัธเ์ปน็คา่ความนา่จะเปน็ระหวา่ง 
0 ถงึ 1 สำ�หรบัการจำ�แนกประเภทสองกลุม่ โดยมคีา่ 
learning rate=0.001 แสดงรูปโครงข่ายได้ดังภาพ
ประกอบ 2

2.5 ซัพพอร์ตเวกเตอร์แมชชีน  
(Support Vector Machine: SVM)

	 ซัพพอร์ตเวกเตอร์แมชชีน เป็นอัลกอริทึม
ที่ใช้ในการจำ�แนกประเภทข้อมูลในแต่ละคลาสที่ได้
รับความนิยมมาก (Hearst et al.,1998) เนื่องจาก
มีความสามารถในการจำ�แนกประเภทข้อมูลแต่ละ
คลาสำ�ด้อย่างมีประสิทธิภาพและมีความแม่นยำ�สูง 
โดยหลักการสำ�คัญของอัลกอริทึมซัพพอร์ตเวกเตอร์
แมชชนีคอืการสรา้งเสน้แบง่ (Hyperplane) เพือ่แบง่
แยกประเภทข้อมูลที่ต่างชนิดกันให้แยกออกจากกัน 

	 ในการสร้างเส้นแบ่งของซัพพอร์ตเวกเตอร์
แมชชีนเพื่อใช้ในการจำ�แนกข้อมูล จะสร้างเส้นแบ่ง
ข้อมลูทีม่รีะยะห่างระหวา่งขอ้มลูมากทีสุ่ด ซึง่จะอาศยั
เวกเตอร์ถ่วงน้ำ�หนัก w (Weight Vector) เป็นตัว
กำ�หนดทิศทางและใช้กำ�หนดความเอียงของระนาบ 
(Hyperplane) ซึ่งเวกเตอร์ w จะตั้งฉากกับเส้นแบ่ง
และข้อมูลจะถูกแปลงให้อยู่ในรูปแบบเวกเตอร์ x 
สำ�หรับการตีความว่าข้อมูลจุดนั้นจะถูกกำ�หนดเป็น
แบ่งข้อมูลออกเป็นประเภท (หรือ คลาส) 1 หรือ -1 
นัน้จะกำ�หนดจากตวัแปร y โดยสามารถแสดงสมการ
ในการหาคลาสข้อมูลดังสมการที่ 7 

	 wTx + b ≥ 1, เมื่อ yi = +1 		 (7)

	 wTx + b ≤1, เมื่อ yi = +1 	
	

เมื่อ 

	 w คือ เวกเตอร์ถ่วงน้ำ�หนัก (Weight  
Vector)

	 b คือ ค่าไบแอส (Bias)

	 x คือ ข้อมูลที่จุดใดๆ

	 โดยกราฟแสดงการสร้างเส้นแบ่งสำ�หรับ
แบ่งข้อมูลด้วยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน
ในภาพประกอบ 3

2.6 เกนความรู้ (Information Gain: 
IG)

	 เกนความรูเ้ปน็วธิกีารคำ�นวณคา่น้ำ�หนกัเพือ่
ใช้คัดเลือกคุณสมบัติ โดยการคัดเลือกคุณสมบัติจะ
เลอืกคณุสมบตัทิีม่คีา่เกนความรูท้ีม่คีา่สงู การคำ�นวณ
ค่า Information Gain จะต้องใช้ค่า Entropy ใน
การคำ�นวณ ซึ่งค่า Entropy เป็นการวัดความไม่เป็น
ระเบยีบหรอืความแตกตา่งของข้อมลูมคีา่ตัง้แต ่0 ถึง 
1 ถา้คา่ Entropy สงูจะหมายถงึขอ้มลูมคีวามแตกตา่ง
หรอืกระจายตัวมาก โดยค่า Entropy ของแต่ละกลุม่
นในชุดข้อมูลคำ�นวณได้ดังสมการที่ 8
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ภาพประกอบ 1 โครงขายประสาทเทียมหนึ่งหนวยแบบหลายอนิพุท 

การทํางานของแตละโหนดเทียบไดกับเซลลประสาทในสมองมนุษย 1 เซลล 

อิ น พุ ต ที่ เ ข า สู โห น ด จะ เ ป น เ ว ก เ ต อร ข อง คุ ณ ส มบั ติ ข อง ข อ มูล ตั ว อย า งมีค า  

 p = [p1,p2,...,pR] ซ่ึงเปนคาอินพุตที่ถูกปอนมีจํานวน R องคประกอบ และเวกเตอรน้าํหนกั 

W=[w1,w2,...,wR] มีคาเอนเอียงหรือไบเอส b นําอินพุตมาคูณกับน้ําหนักของแตละเสน

เชื่อม ผลที่ไดจากอินพุตทุก ๆ เสนเชื่อมของโหนดจะเอามารวมกันและรวมกับคาไบเอส

แลวสงตอไปยังฟงกชันถายโอน (Transfer Function) ซ่ึงเกิดเปนคาเอาทพุต a ในที่นี้ f  เปน

ฟงกชันถายโอนทําหนาที่ รับคาอินพุต n เพื่อเปลี่ยนเปนคาเอาทพุต a  คาเอาทพุต a 

สามารถคํานวณไดจากสมการที่ 6 

 

𝑎 = 𝑓(𝑛) =  𝑓(𝑊𝑝+ 𝑏)   (6) 

 

โดยที่  𝑓 คือ ฟงกชันถายโอน 

𝑊 คือ เวกเตอรน้ําหนัก 

𝑏 คือ คาไบแอส 

𝑝 คือ คาอินพุต หรือขอมูลนําเขา 

 

 
 

ภาพประกอบ 2 โครงขายประสาทเทียมที่ใชในงานวิจัย 

 

สําหรับงานวิจัยนี้ไดออกแบบโครงสรางของโครงขายประสาทเทียมที่ใชใน

การทดลองโดยหาโครงขายประสาทเทียมที่เหมาะสมกับขอมูลโดยใชแบบจําลองไฮเปอร

พารามิเตอรดวย Keras Tuner เพื่อกําหนดจํานวนและความกวางของเลเยอรที่ซอนอยู โดย

กําหนดตํานวนโหนดอยูในชวง 8-512 และจํานวน 3 ชั้นเลเยอร และกับหนดการโดยได

โครงขายประสาทเทียมที่ใชในงานวิจัยมีรายละเอียดดังนี้: 

ชั้นแรก (Input Layer): มี 11 โหนด และใชฟงกชนัการกระตุน relu โดยรับ

ขอมูลจากจํานวนโหนดขึน้อยูกบัขนาดของขอมูลนําเขา 

ชั้นที่สอง: มี 448 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นที่สาม: มี 44 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นที่ส่ี: มี 312 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นสุดทาย (Output Layer): มี 1 โหนด ใชฟงกชนัการกระตุน sigmoid ซ่ึงใช

สําหรับการจําแนกประเภทแบบไบนารี 

โครงขายนี้จะรับขอมูลนําเขาผานชั้นแรก และผานการประมวลผลตอเนื่อง

ผานชั้นตางๆ จนถึงชั้นสุดทายที่จะใหผลลัพธเปนคาความนาจะเปนระหวาง 0 ถึง 1 

สําหรับการจําแนกประเภทสองกลุม โดยมีคา learning rate=0.001 แสดงรูปโครงขายไดดัง

ภาพประกอบ 2 

 

2.5 ซัพพอรตเวกเตอรแมชชีน (Support Vector Machine: SVM) 

ซัพพอรตเวกเตอรแมชชีน เปนอัลกอริทึมที่ใชในการจําแนกประเภทขอมูล

ในแตละคลาสที่ไดรับความนิยมมาก (Hearst et al.,1998) เนื่องจากมีความสามารถในการ

จําแนกประเภทขอมูลแตละคลาสําดอยางมีประสิทธิภาพและมีความแมนยําสูง โดย

หลักการสําคัญของอัลกอริทึมซัพพอรตเวกเตอรแมชชีนคือการสร างเสนแบง 

(Hyperplane) เพื่อแบงแยกประเภทขอมูลที่ตางชนิดกันใหแยกออกจากกัน  

ในการสรางเสนแบงของซัพพอรตเวกเตอรแมชชีนเพื่อใชในการจําแนก

ขอมูล จะสรางเสนแบงขอมูลที่มีระยะหางระหวางขอมูลมากที่สุด ซ่ึงจะอาศัยเวกเตอร

ถวงน้ําหนัก w (Weight Vector) เปนตัวกําหนดทิศทางและใชกําหนดความเอียงของ

ระนาบ (Hyperplane) ซ่ึงเวกเตอร w จะตั้งฉากกับเสนแบงและขอมูลจะถูกแปลงใหอยูใน

รูปแบบเวกเตอร x สําหรับการตีความวาขอมูลจุดนัน้จะถูกกําหนดเปนแบงขอมูลออกเปน

ประเภท (หรือ คลาส) 1 หรือ -1 นั้นจะกําหนดจากตัวแปร y  โดยสามารถแสดงสมการใน

การหาคลาสขอมูลดังสมการที่ 7  

 

𝑤�𝑥 + 𝑏 ≥ 1, เม่ือ 𝑦� = +1 
(7) 

𝑤�𝑥 + 𝑏 ≤ 1, เม่ือ 𝑦� = −1 
  

เม่ือ  𝑤  คือ เวกเตอรถวงน้ําหนัก (Weight Vector) 

 𝑏 คือ คาไบแอส (Bias) 

 𝑥 คือ ขอมูลทีจุ่ดใด ๆ 

 

โดยกราฟแสดงการสรางเสนแบงสําหรับแบงขอมูลดวยอัลกอริทึมซัพพอรต

เวกเตอรแมชชีนในภาพประกอบ 3 

 

 
 

ภาพประกอบ 3 เสนแบงสําหรับแบงขอมูลดวยอลักอริทึมซัพพอรตเวกเตอรแมชชีน 

 

2.6 เกนความรู (Information Gain: IG) 

เกนความรูเปนวิธีการคํานวณคาน้ําหนกัเพื่อใชคัดเลือกคุณสมบัติ โดยการ

คัดเลือกคุณสมบัติจะเลือกคณุสมบัติที่มีคาเกนความรูที่มีคาสูง การคํานวณคา Information 

Gain จะตองใชคา Entropy ในการคํานวณ ซ่ึงคา Entropy เปนการวัดความไมเปนระเบียบ

หรือความแตกตางของขอมูลมีคาตั้งแต 0 ถึง 1 ถาคา Entropy สูงจะหมายถึงขอมูลมีความ

แตกตางหรือกระจายตัวมาก โดยคา Entropy ของแตละกลุมนในชุดขอมูลคํานวณไดดัง

สมการที่ 8 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) =  −∑ (𝑃𝑟𝑜𝑏(𝐶�) × 𝑙𝑜𝑔�(𝑃𝑟𝑜𝑏(𝐶�)))�
���   (8) 

เม่ือ  𝑘 คือ จํานวนกลุมของขอมูลทั้งหมด 

𝐶�  คือ กลุมของขอมูล n โดยที่ n มีคาตั้งแต 1, 2, 3, … , 𝑘 

𝑃𝑟𝑜𝑏(𝐶�)คือ ความนาจะเปนกลุมของขอมูลที่สนใจ   

 

เม่ือคํานวณหาคา Entropy เรียบรอยแลวจึงคํานวณคาเกนความรูของแตละ

คุณสมบัติไดดังสมการที่ 9 

𝐼𝐺 =   𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑃𝑎𝑟𝑒𝑛𝑡) − ∑ (𝑃𝑟𝑜𝑏(𝐶�)�
��� × 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐶�)) (9) 

เม่ือ    𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑃𝑎𝑟𝑒𝑛𝑡)  คือ ผลรวมของคา Entropy ของแตละกลุมขอมูล         

 ในแตละคุณสมบัติ 

           𝐶�   คือ กลุมของขอมูล 𝑛 โดยที่ 𝑛 มีคาตั้งแต 1, 2, 3, … , 𝑘 

ภาพประกอบ 3 เส้นแบ่งสำ�หรับแบ่งข้อมูลด้วย 
อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน
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	 Entropy (Condition) =

	     -∑k
n=1 (Prob(Cn) x log2(Prob(Cn)))	 (8)

เมื่อ

	 k คือ จำ�นวนกลุ่มของข้อมูลทั้งหมด

	 Cn คือ กลุ่มของข้อมูล n โดยที่ n มีค่า 
ตั้งแต่ 1, 2, 3, …, k

	 Prob(Cn) คอื ความนา่จะเปน็กลุม่ของขอ้มลู
ที่สนใจ 

	 เมื่อคำ�นวณหาค่า Entropy เรียบร้อยแล้ว
จึงคำ�นวณค่าเกนความรู้ของแต่ละคุณสมบัติได้ดัง
สมการที่ 9

	 IG = Entropy(Parent) -

	          ∑k
i=1 (Prob(Cn) x Entropy(Cn))	   (9)

เมื่อ 

	 Entropy(Parent)  คอื ผลรวมของคา่ Entropy 
ของแต่ละกลุ่มข้อมูลในแต่ละคุณสมบัติ

 	 Cn คือ กลุ่มของข้อมลู n โดยที่ n มีคา่ตั้งแต่ 
1, 2, 3, …, k

2.7 คอนฟิวชันเมทริกซ์ (Confusion 
Matrix)

	 คอนฟิวชันเมทริกซ์ เป็นตารางที่ใช้ในการ
ประเมินประสิทธิภาพของผลลัพธ์ในการทำ�นายหรือ
ค่าที่คาดการณ์ (Prediction) ซึ่งผลลัพธ์การทำ�นาย
จะไดร้บัจากโมเดลทีส่รา้งขึน้จากอลักอรทิมึการเรยีน
รู้ของเครื่อง (Ting, 2011) โดยจะเป็นตารางที่แสดง
ค่าสัดส่วนระหว่างค่าจริง (Actual) เปรียบเทียบกับ
ผลลัพธ์การทำ�นาย ในตาละช่องของคอนฟิวชันเม
ทริกซ์จะประกอบไปด้วยค่า True Positive (TP), 
False Negative (FN), True Negative (TN) และ 
False Positive (FP) แสดงดังภาพประกอบ 4

	 โดย ค่า True Positive (TP) คือ จำ�นวนที่
โมเดลทำ�นายว่า Yes ได้ถูกต้องตรงกับค่าจริง

	 คา่ False Negative(FN) คอื จำ�นวนทีโ่มเดล
ทำ�นายว่า No ซึ่งทำ�นายผิดเพราะค่าจริงคือ Yes 

	 คา่ True Negative (TN) คอื จำ�นวนทีโ่มเดล
ทำ�นายว่า No ได้ถูกต้องตรงกับค่าจริง

	 ค่า False Positive (FP) คือ จำ�นวนทีโ่มเดล
ทำ�นายว่า Yes ซึ่งทำ�นายผิดเพราะค่าจริงคือ No

	 สามารถนำ�คา่ในตารางคอนฟวิชันเมทรกิซ์มา
คำ�นวณหาค่าความถูกตอ้ง (Accuracy) เพือ่ประเมนิ
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2.7 คอนฟวชันเมทริกซ (Confusion Matrix) 

 คอนฟวชันเมทริกซ เปนตารางที่ใชในการประเมินประสิทธิภาพของผลลพัธ

ในการทํานายหรือคาที่คาดการณ (Prediction) ซ่ึงผลลัพธการทํานายจะไดรับจากโมเดลที่

สรางขึ้นจากอัลกอริทึมการเรียนรูของเคร่ือง (Ting, 2011) โดยจะเปนตารางที่แสดงคา
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ฟวชันเมทริกซจะประกอบไปดวยคา True Positive (TP), False Negative (FN), True 

Negative (TN) และ False Positive (FP) แสดงดังภาพประกอบ 4 
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โดย       คา True Positive (TP)  คือ จํานวนที่โมเดลทํานายวา Yes ไดถูกตองตรง

กับคาจริง 

คา False Negative(FN) คือ จํานวนที่โมเดลทํานายวา No ซ่ึงทํานายผิด
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คา True Negative (TN)  คือ จํานวนที่โมเดลทํานายวา No ไดถูกตองตรง
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 สามารถนําคาในตารางคอนฟวชันเมทริกซมาคํานวณหาคาความถูกตอง 

(Accuracy) เพื่อประเมินประสิทธิภาพการทํานายของโมเดลไดในสมการที่ 10 

 

Accuracy =  (�����)
(�����������)
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3. ขัน้ตอนดาํเนนิการ 

ในงานวิจัยนี้ ผูวิจัยใชชุดขอมูลโรคหลอดเลือดหัวใจจาก https://ieee-

dataport.org/open-access/heart-disease-dataset-comprehensive ซ่ึ ง เ ป น ข อ มู ล ที่ ไ ด

รวบรวมขอมูลจาก 5 ชุดขอมูล โดยขอมูลนี้มีทั้งหมด 1,190 รายการโดยไมมีขอมูลสูญหาย 

(Missing Value) ประกอบไปดวยตัวอยางขอมูลคนปกติ (ไมเปนโรคหลอดเลือดหัวใจ) 

จํานวน 561 รายการ และผูปวยโรคหลอดเลือดหัวใจจํานวน 629 รายการ ซ่ึงงานวิจัยนี้จะ

แบงขอมูลออกเปน 2 สวน โดยใชสัดสวน 70:30 ซ่ึงรอยละ 70 ของขอมูลคิดเปนจํานวน 

833 ขอมูลจะถูกใชสําหรับฝกสอนเพื่อหารูปแบบของขอมูล และขอมูลทดสอบจํานวน 

357 ขอมูลคิดเปนรอยละ 30 ของขอมูลทั้งหมด ซ่ึงขอมูลที่นํามาใชมีจํานวนคุณสมบัติ

ทั้งหมด 12 คุณสมบัติ โดยแสดงตัวอยางของขอมูลดังภาพประกอบ 5 ชุดขอมูลโรคหลอด

เลือดหัวใจที่มีจํานวนขอมูลมากที่สุดเพื่อวัตถุประสงคในการวิจัยและวินิจฉัยโรคหลอด

เลือดหัวใจ โดยชุดขอมูลทั้ง 5 ชุด มีแหลงที่มาดังตอไปนี้ 

1. Cleveland Dataset:  ชุดขอมูลนี้มาจาก Cleveland Clinic Foundation โดย

เปนขอมูลไดรับจากผูปวยที่เขารับการตรวจที่โรงพยาบาล Cleveland Clinic ในชวงป 

1988-1991 ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 303 รายการ 

2. Hungarian Dataset: ชุดขอ มูลนี้ รวบรวมจาก  Institute of Cardiology, 

University of Debrecen, Hungary เปน ขอ มูล ที่ได รับจากผูปวยที่ เข ารับการตรวจที่

โรงพยาบาลในประเทศฮังการี ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 294 รายการ 

3. Switzerland Dataset: ชุดขอมูลนี้มาจาก University Hospital Zurich ใน

ประเทศสวิตเซอรแลนด ซ่ึงเปนขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาล ชุดขอมูล

นี้มีจํานวนตัวอยางทั้งหมด 123 รายการ 

4. Long Beach VA Dataset: ชุ ด ข อ มูล นี้มา จ าก  Long Beach Veterans 

Administration Medical Center เปนขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาลใน 

เมือง Long Beach ที่รัฐ California ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 200 รายการ 

5. Statlog (Heart) Data Set: ชุดขอมูลนี้ไดรับมาจาก Statlog Project ประกอบ

ไปดวยขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาลในประเทศอังกฤษ ชุดขอมูลนี้มี

จํานวนตัวอยางทั้งหมด 270 รายการ 

เม่ือรวบรวมขอมูลโรคหลอดเลือดหัวใจทั้ง 5 ชุด  ทําใหไดชุดขอมูลที่

ประกอบไปดวยคุณสมบัติทั้งหมด 12 คุณสมบัติซ่ึงมีรายละเอียดของแตละคุณสมบัติ

ดังตอไปนี้: 

1. age: อายุของผูปวย (ป) 

2. sex: เพศ (1 = ชาย, 0 = หญิง) 

3. chest pain type: ประเภทของอาการเจ็บหนาอก (1 = อาการเจ็บหนาอกที่

เกิดขึ้นจากการขับขี่, 2 = อาการเจ็บหนาอกที่เกิดขึ้นจากการเดินขึ้นบันไดหรือการเดนิขึน้

เนิน , 3 = อาการเจ็บหนาอกที่ไมมีการเคลื่อนไหว , 4 = อาการเจ็บหนาอกที่ มีการ

เคลื่อนไหว) 

4. resting bp s: ความดันโลหิตในชวงการทดสอบ (mm Hg) 

5. cholesterol: ระดับคอเลสเตอรอลในเลือด (mg/dl) 

6. fasting blood sugar: ระดับน้ําตาลในเลอืดที่เกินเกณฑปกต ิ(1 =เกินเกณฑ

ปกติ, 0 = ไมเกินเกณฑปกติ) 

7. resting ecg: ผลการตรวจ ECG (คลื่นไฟฟาหัวใจ (Electrocardiogram)) 

ในชวงการทดสอบ (0 = ปกติ, 1 = มีความผิดปกติที่ ST-T, 2 = มีความผิดปกติที่ ST-T และ

ความผิดปกติที่ Q) 

8. max heart rate: อัตราการเตนของหัวใจสูงสุดในชวงการทดสอบ (คร้ังตอ

นาที) 

9. exercise angina: อาการเจ็บหนาอกที่เกิดขึ้นในชวงการทดสอบ (1 = มี,  

0 = ไมมี) 

10. oldpeak: คาที่ลดลงของ ST depression ในคลื่นไฟฟาของ ECG ที่เกิดขึน้

ในชวงการทดสอบ (เม่ือเทียบกับการพักฟน) มีหนวยเปน mm (มิลลิเมตร) โดยคาที่มาก

ขึ้นอาจแสดงถึงความรุนแรงของโรคหัวใจ 

11. ST slope: ความลาดของคา ST segment ในคลื่นไฟฟาของ ECG ที่เกิดขึน้

ในชวงการทดสอบ (1 = ลาดขึ้น, 2 = ลาดเรียบ, 3 = ลาดลง) 

 

ภาพประกอบ 5 ตัวอยางขอมูลโรคหลอดเลอืดหัวใจ ภาพประกอบ 5 ตัวอย่างข้อมูลโรคหลอดเลือดหัวใจ



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 7(2): 2568
Journal of Applied Informatics and Technology, 7(2): 2025441Feature Selection with Linear Discriminant Analysis to Improve the...

Ratiporn Chanklan, Keerachart Suksut, Kedkarn Podhijittikarn

ประสทิธภิาพการทำ�นายของโมเดลไดใ้นสมการที ่10

	

S. Tirakoat et al.     Journal of Applied Informa�cs and Technology,  2024,  7(1),  1–5 5 
 

 

2.7 คอนฟวชันเมทริกซ (Confusion Matrix) 

 คอนฟวชันเมทริกซ เปนตารางที่ใชในการประเมินประสิทธิภาพของผลลพัธ

ในการทํานายหรือคาที่คาดการณ (Prediction) ซ่ึงผลลัพธการทํานายจะไดรับจากโมเดลที่

สรางขึ้นจากอัลกอริทึมการเรียนรูของเคร่ือง (Ting, 2011) โดยจะเปนตารางที่แสดงคา

สัดสวนระหวางคาจริง (Actual) เปรียบเทียบกับผลลัพธการทํานาย ในตาละชองของคอน

ฟวชันเมทริกซจะประกอบไปดวยคา True Positive (TP), False Negative (FN), True 

Negative (TN) และ False Positive (FP) แสดงดังภาพประกอบ 4 
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3. ขัน้ตอนดาํเนนิการ 
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แบงขอมูลออกเปน 2 สวน โดยใชสัดสวน 70:30 ซ่ึงรอยละ 70 ของขอมูลคิดเปนจํานวน 

833 ขอมูลจะถูกใชสําหรับฝกสอนเพื่อหารูปแบบของขอมูล และขอมูลทดสอบจํานวน 

357 ขอมูลคิดเปนรอยละ 30 ของขอมูลทั้งหมด ซ่ึงขอมูลที่นํามาใชมีจํานวนคุณสมบัติ

ทั้งหมด 12 คุณสมบัติ โดยแสดงตัวอยางของขอมูลดังภาพประกอบ 5 ชุดขอมูลโรคหลอด

เลือดหัวใจที่มีจํานวนขอมูลมากที่สุดเพื่อวัตถุประสงคในการวิจัยและวินิจฉัยโรคหลอด

เลือดหัวใจ โดยชุดขอมูลทั้ง 5 ชุด มีแหลงที่มาดังตอไปนี้ 

1. Cleveland Dataset:  ชุดขอมูลนี้มาจาก Cleveland Clinic Foundation โดย

เปนขอมูลไดรับจากผูปวยที่เขารับการตรวจที่โรงพยาบาล Cleveland Clinic ในชวงป 

1988-1991 ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 303 รายการ 

2. Hungarian Dataset: ชุดขอ มูลนี้ รวบรวมจาก  Institute of Cardiology, 

University of Debrecen, Hungary เปน ขอ มูล ที่ได รับจากผูปวยที่ เข ารับการตรวจที่

โรงพยาบาลในประเทศฮังการี ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 294 รายการ 

3. Switzerland Dataset: ชุดขอมูลนี้มาจาก University Hospital Zurich ใน

ประเทศสวิตเซอรแลนด ซ่ึงเปนขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาล ชุดขอมูล

นี้มีจํานวนตัวอยางทั้งหมด 123 รายการ 

4. Long Beach VA Dataset: ชุ ด ข อ มูล นี้มา จ าก  Long Beach Veterans 

Administration Medical Center เปนขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาลใน 

เมือง Long Beach ที่รัฐ California ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 200 รายการ 

5. Statlog (Heart) Data Set: ชุดขอมูลนี้ไดรับมาจาก Statlog Project ประกอบ

ไปดวยขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาลในประเทศอังกฤษ ชุดขอมูลนี้มี

จํานวนตัวอยางทั้งหมด 270 รายการ 

เม่ือรวบรวมขอมูลโรคหลอดเลือดหัวใจทั้ง 5 ชุด  ทําใหไดชุดขอมูลที่

ประกอบไปดวยคุณสมบัติทั้งหมด 12 คุณสมบัติซ่ึงมีรายละเอียดของแตละคุณสมบัติ

ดังตอไปนี้: 

1. age: อายุของผูปวย (ป) 

2. sex: เพศ (1 = ชาย, 0 = หญิง) 

3. chest pain type: ประเภทของอาการเจ็บหนาอก (1 = อาการเจ็บหนาอกที่

เกิดขึ้นจากการขับขี่, 2 = อาการเจ็บหนาอกที่เกิดขึ้นจากการเดินขึ้นบันไดหรือการเดนิขึน้

เนิน , 3 = อาการเจ็บหนาอกที่ไมมีการเคลื่อนไหว , 4 = อาการเจ็บหนาอกที่ มีการ

เคลื่อนไหว) 

4. resting bp s: ความดันโลหิตในชวงการทดสอบ (mm Hg) 

5. cholesterol: ระดับคอเลสเตอรอลในเลือด (mg/dl) 

6. fasting blood sugar: ระดับน้ําตาลในเลอืดที่เกินเกณฑปกต ิ(1 =เกินเกณฑ

ปกติ, 0 = ไมเกินเกณฑปกติ) 

7. resting ecg: ผลการตรวจ ECG (คลื่นไฟฟาหัวใจ (Electrocardiogram)) 

ในชวงการทดสอบ (0 = ปกติ, 1 = มีความผิดปกติที่ ST-T, 2 = มีความผิดปกติที่ ST-T และ

ความผิดปกติที่ Q) 

8. max heart rate: อัตราการเตนของหัวใจสูงสุดในชวงการทดสอบ (คร้ังตอ

นาที) 

9. exercise angina: อาการเจ็บหนาอกที่เกิดขึ้นในชวงการทดสอบ (1 = มี,  

0 = ไมมี) 

10. oldpeak: คาที่ลดลงของ ST depression ในคลื่นไฟฟาของ ECG ที่เกิดขึน้

ในชวงการทดสอบ (เม่ือเทียบกับการพักฟน) มีหนวยเปน mm (มิลลิเมตร) โดยคาที่มาก

ขึ้นอาจแสดงถึงความรุนแรงของโรคหัวใจ 

11. ST slope: ความลาดของคา ST segment ในคลื่นไฟฟาของ ECG ที่เกิดขึน้

ในชวงการทดสอบ (1 = ลาดขึ้น, 2 = ลาดเรียบ, 3 = ลาดลง) 

 

ภาพประกอบ 5 ตัวอยางขอมูลโรคหลอดเลอืดหัวใจ 

	 (10)

3. ขั้นตอนดำ�เนินการ

	 ในงานวิจัยนี้ผู้วิจัยใช้ชุดข้อมูลโรคหลอด
เลอืดหัวใจจาก https://ieee-dataport.org/open-
access/heart-disease-dataset-comprehensive 
ซึ่งเป็นข้อมูลที่ได้รวบรวมข้อมูลจาก 5 ชุดข้อมูล 
โดยข้อมูลนี้มีทั้งหมด 1,190 รายการโดยไม่มีข้อมูล
สูญหาย (Missing Value) ประกอบไปด้วยตัวอย่าง
ข้อมูลคนปกติ (ไม่เป็นโรคหลอดเลือดหัวใจ) จำ�นวน 
561 รายการ และผู้ป่วยโรคหลอดเลือดหัวใจจำ�นวน 
629 รายการ ซึ่งงานวิจัยนี้จะแบ่งข้อมูลออกเป็น 2 
ส่วน โดยใช้สัดส่วน 70:30 ซึ่งร้อยละ 70 ของข้อมูล
คดิเปน็จำ�นวน 833 ขอ้มลูจะถกูใชส้ำ�หรบัฝกึสอนเพือ่
หารปูแบบของขอ้มูล และข้อมูลทดสอบจำ�นวน 357 
ข้อมูลคิดเป็นร้อยละ 30 ของข้อมูลทั้งหมด ซึ่งข้อมูล 
ที่นำ�มาใช้มีจำ�นวนคุณสมบัติทั้งหมด 12 คุณสมบัติ 
โดยแสดงตัวอย่างของข้อมูลดังภาพประกอบ 5 ชุด
ขอ้มลูโรคหลอดเลอืดหวัใจทีม่จีำ�นวนขอ้มลูมากทีส่ดุ
เพือ่วตัถปุระสงคใ์นการวจิยัและวนิิจฉัยโรคหลอดเลือด
หัวใจ โดยชุดข้อมูลทั้ง 5 ชุด มีแหล่งที่มาดังต่อไปนี้

	 1. Cleveland Dataset: ชดุขอ้มลูนีม้าจาก 
Cleveland Clinic Foundation โดยเปน็ขอ้มลูไดร้บั
จากผูป้ว่ยทีเ่ขา้รบัการตรวจท่ีโรงพยาบาล Cleveland 
Clinic ในช่วงปี 1988-1991 ชุดข้อมูลน้ีมีจำ�นวน
ตัวอย่างทั้งหมด 303 รายการ

	 2. Hungarian Dataset: ชดุขอ้มลูนีร้วบรวม
จาก Institute of Cardiology, University of  
Debrecen, Hungary เป็นข้อมูลที่ได้รับจากผู้ป่วย 
ที่เข้ารับการตรวจที่โรงพยาบาลในประเทศฮังการี  
ชุดข้อมูลนี้มีจำ�นวนตัวอย่างทั้งหมด 294 รายการ

	 3. Switzerland Dataset: ชุดข้อมูลนี้ 
มาจาก University Hospital Zurich ในประเทศ 
สวิตเซอร์แลนด์ ซึ่งเป็นข้อมูลจากผู้ป่วยที่เข้ารับ 
การตรวจที่โรงพยาบาล ชุดข้อมูลนี้มีจำ�นวนตัวอย่าง
ทั้งหมด 123 รายการ

	 4. Long Beach VA Dataset: ชุดข้อมูลนี้
มาจาก Long Beach Veterans Administration 
Medical Center เป็นข้อมูลจากผู้ป่วยที่เข้ารับการ
ตรวจที่โรงพยาบาลใน เมือง Long Beach ที่รัฐ 
California ชุดข้อมูลนี้มีจำ�นวนตัวอย่างทั้งหมด 200 
รายการ

	 5. Statlog (Heart) Data Set: ชุดข้อมูล
นี้ได้รับมาจาก Statlog Project ประกอบไปด้วย
ข้อมูลจากผู้ป่วยที่เข้ารับการตรวจที่โรงพยาบาล 
ในประเทศอังกฤษ ชุดข้อมูลนี้มีจำ�นวนตัวอย่าง 
ทั้งหมด 270 รายการ

	 เมื่อรวบรวมข้อมูลโรคหลอดเลือดหัวใจ 
ท้ัง 5 ชดุ ทำ�ให้ไดช้ดุข้อมลูท่ีประกอบไปดว้ยคุณสมบตัิ
ทั้งหมด 12 คุณสมบัติซึ่งมีรายละเอียดของแต่ละ
คุณสมบัติดังต่อไปนี้:

	 1. age: อายุของผู้ป่วย (ปี)

	 2. sex: เพศ (1 = ชาย, 0 = หญิง)

	 3. chest pain type: ประเภทของอาการ
เจบ็หนา้อก (1 = อาการเจบ็หนา้อกทีเ่กดิขึน้จากการ
ขบัขี,่ 2 = อาการเจบ็หนา้อกทีเ่กดิข้ึนจากการเดนิขึน้
บันไดหรือการเดินขึ้นเนิน, 3 = อาการเจ็บหน้าอก 
ที่ไม่มีการเคลื่อนไหว, 4 = อาการเจ็บหน้าอกที่มีการ
เคลื่อนไหว)
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2.7 คอนฟวชันเมทริกซ (Confusion Matrix) 

 คอนฟวชันเมทริกซ เปนตารางที่ใชในการประเมินประสิทธิภาพของผลลพัธ

ในการทํานายหรือคาที่คาดการณ (Prediction) ซ่ึงผลลัพธการทํานายจะไดรับจากโมเดลที่

สรางขึ้นจากอัลกอริทึมการเรียนรูของเคร่ือง (Ting, 2011) โดยจะเปนตารางที่แสดงคา

สัดสวนระหวางคาจริง (Actual) เปรียบเทียบกับผลลัพธการทํานาย ในตาละชองของคอน

ฟวชันเมทริกซจะประกอบไปดวยคา True Positive (TP), False Negative (FN), True 

Negative (TN) และ False Positive (FP) แสดงดังภาพประกอบ 4 

 

 
 

ภาพประกอบ 4 ตารางคอนฟวชันเมทริกซ 

 

โดย       คา True Positive (TP)  คือ จํานวนที่โมเดลทํานายวา Yes ไดถูกตองตรง

กับคาจริง 

คา False Negative(FN) คือ จํานวนที่โมเดลทํานายวา No ซ่ึงทํานายผิด

เพราะคาจริงคือ Yes  

คา True Negative (TN)  คือ จํานวนที่โมเดลทํานายวา No ไดถูกตองตรง

กับคาจริง 

คา False Positive (FP)  คือ จํานวนที่โมเดลทํานายวา Yes ซ่ึงทํานายผิด

เพราะคาจริงคือ No 

 สามารถนําคาในตารางคอนฟวชันเมทริกซมาคํานวณหาคาความถูกตอง 

(Accuracy) เพื่อประเมินประสิทธิภาพการทํานายของโมเดลไดในสมการที่ 10 

 

Accuracy =  (�����)
(�����������)

          (10) 

 

3. ขัน้ตอนดาํเนนิการ 

ในงานวิจัยนี้ ผูวิจัยใชชุดขอมูลโรคหลอดเลือดหัวใจจาก https://ieee-

dataport.org/open-access/heart-disease-dataset-comprehensive ซ่ึ ง เ ป น ข อ มู ล ที่ ไ ด

รวบรวมขอมูลจาก 5 ชุดขอมูล โดยขอมูลนี้มีทั้งหมด 1,190 รายการโดยไมมีขอมูลสูญหาย 

(Missing Value) ประกอบไปดวยตัวอยางขอมูลคนปกติ (ไมเปนโรคหลอดเลือดหัวใจ) 

จํานวน 561 รายการ และผูปวยโรคหลอดเลือดหัวใจจํานวน 629 รายการ ซ่ึงงานวิจัยนี้จะ

แบงขอมูลออกเปน 2 สวน โดยใชสัดสวน 70:30 ซ่ึงรอยละ 70 ของขอมูลคิดเปนจํานวน 

833 ขอมูลจะถูกใชสําหรับฝกสอนเพื่อหารูปแบบของขอมูล และขอมูลทดสอบจํานวน 

357 ขอมูลคิดเปนรอยละ 30 ของขอมูลทั้งหมด ซ่ึงขอมูลที่นํามาใชมีจํานวนคุณสมบัติ

ทั้งหมด 12 คุณสมบัติ โดยแสดงตัวอยางของขอมูลดังภาพประกอบ 5 ชุดขอมูลโรคหลอด

เลือดหัวใจที่มีจํานวนขอมูลมากที่สุดเพื่อวัตถุประสงคในการวิจัยและวินิจฉัยโรคหลอด

เลือดหัวใจ โดยชุดขอมูลทั้ง 5 ชุด มีแหลงที่มาดังตอไปนี้ 

1. Cleveland Dataset:  ชุดขอมูลนี้มาจาก Cleveland Clinic Foundation โดย

เปนขอมูลไดรับจากผูปวยที่เขารับการตรวจที่โรงพยาบาล Cleveland Clinic ในชวงป 

1988-1991 ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 303 รายการ 

2. Hungarian Dataset: ชุดขอ มูลนี้ รวบรวมจาก  Institute of Cardiology, 

University of Debrecen, Hungary เปน ขอ มูล ที่ได รับจากผูปวยที่ เข ารับการตรวจที่

โรงพยาบาลในประเทศฮังการี ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 294 รายการ 

3. Switzerland Dataset: ชุดขอมูลนี้มาจาก University Hospital Zurich ใน

ประเทศสวิตเซอรแลนด ซ่ึงเปนขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาล ชุดขอมูล

นี้มีจํานวนตัวอยางทั้งหมด 123 รายการ 

4. Long Beach VA Dataset: ชุ ด ข อ มูล นี้มา จ าก  Long Beach Veterans 

Administration Medical Center เปนขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาลใน 

เมือง Long Beach ที่รัฐ California ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 200 รายการ 

5. Statlog (Heart) Data Set: ชุดขอมูลนี้ไดรับมาจาก Statlog Project ประกอบ

ไปดวยขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาลในประเทศอังกฤษ ชุดขอมูลนี้มี

จํานวนตัวอยางทั้งหมด 270 รายการ 

เม่ือรวบรวมขอมูลโรคหลอดเลือดหัวใจทั้ง 5 ชุด  ทําใหไดชุดขอมูลที่

ประกอบไปดวยคุณสมบัติทั้งหมด 12 คุณสมบัติซ่ึงมีรายละเอียดของแตละคุณสมบัติ

ดังตอไปนี้: 

1. age: อายุของผูปวย (ป) 

2. sex: เพศ (1 = ชาย, 0 = หญิง) 

3. chest pain type: ประเภทของอาการเจ็บหนาอก (1 = อาการเจ็บหนาอกที่

เกิดขึ้นจากการขับขี่, 2 = อาการเจ็บหนาอกที่เกิดขึ้นจากการเดินขึ้นบันไดหรือการเดนิขึน้

เนิน , 3 = อาการเจ็บหนาอกที่ไมมีการเคลื่อนไหว , 4 = อาการเจ็บหนาอกที่ มีการ

เคลื่อนไหว) 

4. resting bp s: ความดันโลหิตในชวงการทดสอบ (mm Hg) 

5. cholesterol: ระดับคอเลสเตอรอลในเลือด (mg/dl) 

6. fasting blood sugar: ระดับน้ําตาลในเลอืดที่เกินเกณฑปกต ิ(1 =เกินเกณฑ

ปกติ, 0 = ไมเกินเกณฑปกติ) 

7. resting ecg: ผลการตรวจ ECG (คลื่นไฟฟาหัวใจ (Electrocardiogram)) 

ในชวงการทดสอบ (0 = ปกติ, 1 = มีความผิดปกติที่ ST-T, 2 = มีความผิดปกติที่ ST-T และ

ความผิดปกติที่ Q) 

8. max heart rate: อัตราการเตนของหัวใจสูงสุดในชวงการทดสอบ (คร้ังตอ

นาที) 

9. exercise angina: อาการเจ็บหนาอกที่เกิดขึ้นในชวงการทดสอบ (1 = มี,  

0 = ไมมี) 

10. oldpeak: คาที่ลดลงของ ST depression ในคลื่นไฟฟาของ ECG ที่เกิดขึน้

ในชวงการทดสอบ (เม่ือเทียบกับการพักฟน) มีหนวยเปน mm (มิลลิเมตร) โดยคาที่มาก

ขึ้นอาจแสดงถึงความรุนแรงของโรคหัวใจ 

11. ST slope: ความลาดของคา ST segment ในคลื่นไฟฟาของ ECG ที่เกิดขึน้

ในชวงการทดสอบ (1 = ลาดขึ้น, 2 = ลาดเรียบ, 3 = ลาดลง) 

 

ภาพประกอบ 5 ตัวอยางขอมูลโรคหลอดเลอืดหัวใจ 

ภาพประกอบ 4 ตารางคอนฟิวชันเมทริกซ์
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	 4. resting bp s: ความดันโลหิตในช่วง 
การทดสอบ (mm Hg)

	 5. cholesterol: ระดับคอเลสเตอรอล 
ในเลือด (mg/dl)

	 6. fasting blood sugar: ระดับน้ำ�ตาลใน
เลือดที่เกินเกณฑ์ปกติ (1 = เกินเกณฑ์ปกติ, 0 = ไม่
เกินเกณฑ์ปกติ)

	 7. resting ecg: ผลการตรวจ ECG (คลื่น
ไฟฟ้าหวัใจ (Electrocardiogram)) ในชว่งการทดสอบ 
(0 = ปกติ, 1 = มีความผิดปกติที่ ST-T, 2 = มีความ
ผิดปกติที่ ST-T และความผิดปกติที่ Q)

	 8. max heart rate: อตัราการเตน้ของหวัใจ
สูงสุดในช่วงการทดสอบ (ครั้งต่อนาที)

	 9. exercise angina: อาการเจ็บหน้าอก 
ที่เกิดขึ้นในช่วงการทดสอบ (1 = มี, 0 = ไม่มี)

	 10. oldpeak: คา่ท่ีลดลงของ ST depression  
ในคลื่นไฟฟ้าของ ECG ท่ีเกิดข้ึนในช่วงการทดสอบ 
(เมือ่เทียบกับการพกัฟืน้) มหีน่วยเปน็ mm (มลิลเิมตร) 
โดยคา่ทีม่ากขึน้อาจแสดงถงึความรนุแรงของโรคหัวใจ

	 11. ST slope: ความลาดของค่า ST seg-
ment ในคลื่นไฟฟ้าของ ECG ที่เกิดขึ้นในช่วงการ
ทดสอบ (1 = ลาดขึ้น, 2 = ลาดเรียบ, 3 = ลาดลง)

	 12. target: เป็นโรคหลอดเลือดหัวใจหรือ
ไม่ (0=ปกติ, 1=เป็นโรคหลอดเลือดหัวใจ) 

	 งานวจิยันีใ้ช้ภาษาไพทอนบน Google Colab 
ในการทดลองโดยมีขั้นตอนการดำ�เนินงานดังนี้

	 1. การเตรียมข้อมูล จะดำ�เนินโดยการ
พิจารณาข้อมูลทั้งหมดทั้ง 12 คุณสมบัติเพื่อแยก
คุณสมบัติท่ีข้อมูลเป็นข้อมูลเชิงตัวเลข (Numeric 
Data) และข้อมูลเชิงหมวดหมู่ (Categorical Data) 
จากนั้นทำ�การแปลงข้อมูลคุณสมบัติเชิงหมวดหมู่
แปลงข้อมูลให้เป็นรูปแบบท่ีสามารถใช้กับอัลกอริ

ทึมการเรียนรู้ของเครื่องได้ dummy variables โดย
การสร้างคอลัมน์ใหม่สำ�หรับแต่ละค่าหมวดหมู่ และ
กำ�หนดค่าในคอลัมน์นั้นเป็น 1 หากข้อมูลในแถวนั้น
ตรงกบัค่าหมวดหมูท่ี่คอลมันน์ัน้แทน และเปน็ 0 หาก
ไม่ตรง 

	 2. ลดมิติข้อมูลด้วยการคัดเลือกคุณสมบัติ
ทีเ่หมาะสมโดยใชก้ารหาคา่สหสมัพนัธ ์คา่เกนความรู ้
และการวเิคราะหแ์ยกแยะเชงิเสน้ โดยเลอืกคณุสมบตัิ
จำ�นวน 5 คุณสมบัตินำ�มาใช้เป็นตัวแทนของข้อมูล

	 3. การแบง่ขอ้มลู ดำ�เนนิการโดยสุม่แบ่งชดุ
ขอ้มลูออกเป็นชดุสำ�หรับการฝึก (Training set) 70% 
และชดุสำ�หรบัการทดสอบ (Test set) 30% การแบง่
ขอ้มูลลกัษณะน้ีช่วยให้สามารถประเมินประสทิธภิาพ
ของโมเดลไดอ้ยา่งเปน็กลาง เพราะแบง่ขอ้มลูสำ�หรบั
การฝกึเพือ่สรา้งโมเดลในการการทำ�นาย และใชข้อ้มลู
สำ�หรบัการทดสอบเพือ่ประเมนิประสทิธภิาพซึง่ขอ้มลู
ชดุน้ีจะทำ�หน้าท่ีเปน็ตัวแทนของข้อมลูใหมท่ี่โมเดลไม่
เคยเห็นมาก่อน ทำ�ให้การประเมินประสิทธิภาพของ
โมเดลมีความน่าเชื่อถือ

	 4. การสร้างโมเดล เมื่อได้คุณสมบัติที่เป็น
ตัวแทนของข้อมูลจากวิธีการคัดเลือกคุณสมบัติใน
แต่ละวิธีแล้ว จะนำ�ข้อมูลเข้าสู่กระบวนการจำ�แนก
ด้วยอัลกอริทึมด้านการเรียนรู้ของเครื่อง ได้แก่ LR, 
ANN และ SVM โดยใช้ 4 เคอร์เนล (Kernel) ได้แก่ 
Radial Basis Function (RBF), Linear, Polynomial 
และ Sigmoid 

	 5. การเปรียบเทียบประสิทธิภาพ ในการ
ทำ�นาย ในการทดลองจะเปรยีบเทียบประสทิธภิาพการ
ทำ�นายของโมเดลทีเ่กิดจากอลักอรทิมึทีก่ลา่วข้างตน้ 
โดยสรา้งโมเดลจากขอ้มลูนำ�เขา้ 4 แบบ ไดแ้ก ่ขอ้มลู
ดัง้เดิม ขอ้มลูทีถู่กคดัเลอืกคณุสมบตัดิว้ยวธิกีารคา่สห
สมัพนัธ ์คา่เกนความรู ้และวเิคราะหแ์ยกแยะเชงิเสน้
ทีน่ำ�เสนอ ในการพจิารณาเปรยีบเทยีบประสทิธภิาพ
จะใช้ค่าความถูกต้องในการทำ�นาย โดยแสดงวิธีการ
ดำ�เนินการวิจัยดังภาพประกอบ 6
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4. ผลการศึกษาและอภิปรายผล

	 ในการคัดเลือกคุณลักษณะด้วยการใช้ 
อัลกอริทึมในการคัดเลือกคุณลักษณะจำ�นวน 2  
อัลกอริทึม ดังต่อไปนี้

	 การคัดเลือกคุณลักษณะด้วยค่าสหสัมพันธ์ 
โดยใช้ความสัมพันธ์ระหว่างข้อมูลแต่ละคุณลักษณะ 
เพื่อพิจารณาความสัมพันธ์กัน ซึ่งค่าท่ีได้จะมีค่า 
อยู่ระหว่าง -1 ถึง 1 ซึ่งหากค่าสัมบูรณ์ของค่า 
สหสัมพันธ์ที่ได้มีค่าสูง จะสามารถตีความได้ว่า
คุณสมบัติทั้งสองมีความสัมพันธ์กันสูงเช่นกัน โดย
เครือ่งหมายจะบง่บอกถงึทศิทางของความสมัพนัธว์า่มี
ความสมัพนัธก์นัในทศิทางใด โดยผลการวเิคราะหค์า่ 
สหสมัพนัธ์ของขอ้มลูโรคหลอดเลือดหวัใจแสดงในภาพ
ประกอบ 7 โดยคัดเลือกคุณลักษณะที่มีค่าสัมบูรณ์
ของค่าสหสัมพันธ์ท่ีมีค่าสูงกว่า 0.4 นั้นหมายความ
ว่าคณุสมบตัทิีเ่ลือกเหลา่นีจ้ะมคีวามสมัพนัธกั์นระดับ
ปานกลางขึน้ไป โดยจะดูความสัมพนัธท์กุคูคุ่ณสมบตัิ
ทีเ่ป็นไปได ้ทำ�ใหไ้ด้คณุสมบติัทีส่ามารถนำ�ไปใชง้านทัง้
ส้ิน 4 คณุลักษณะไดแ้ก ่chest pain type, exercise 
angina, oldpeak และ ST slope

	 การคัดเลือกคุณลักษณะด้วยการวิเคราะห์
แยกแยะเชงิเสน้ โดยแสดงคา่ไอเกนทีใ่ชใ้นการบง่บอก
ถงึความสำ�คญัของแตล่ะคณุสมบตัใินชดุขอ้มลูทัง้ 12 
คุณสมบัติ โดยผลการวิเคราะห์ความสัมพันธ์แสดง 
ดังภาพประกอบ 8 โดยค่าไอเกนแสดงถึงปริมาณ 

ความแปรปรวนทีแ่ตล่ะฟเีจอรส์ามารถอธบิายในการ
แยกคลาสไม่มีเกณฑ์ที่แน่นอนสำ�หรับค่าที่เหมาะสม 
ในการควรเลือกคุณสมบัต ิดังนัน้ในงานวจัิยจงึคดัเลือก
คุณสมบัติที่มีค่าไอเกนสูงที่สุดจำ�นวน 4 คุณสมบัติ
เพื่อให้เท่ากับจำ�นวนที่ใช้ในค่าสหสัมพันธ์ ได้แก่ ST 
slope, exercise angina, sex และ chest pain type

	 การคัดเลือกคุณสมบัติด้วยการคำ�นวณ 
ค่าเกนความรู้ โดยแสดงค่าเกนความรู้เพื่อใช้เป็น 
ค่าน้ำ�หนักในการคัดเลือกคุณสมบัติในชุดข้อมูลดัง 
ภาพประกอบ 9 คา่เกนความรูไ้มม่คีา่เกณฑท่ี์แนน่อน
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12. target: เปนโรคหลอดเลือดหวัใจหรือไม (0=ปกติ, 1=เปนโรคหลอดเลอืด

หัวใจ)  

งานวิจัยนี้ใชภาษาไพทอนบน Google Colab ในการทดลองโดยมีขั้นตอน

การดําเนินงานดังนี้ 

1. การเตรียมขอมูล  จะดําเนินโดยการพิจารณาขอ มูลทั้ งหมดทั้ ง 12 

คุณสมบัติเพื่อแยกคุณสมบัติที่ขอมูลเปนขอมูลเชิงตัวเลข (Numeric Data) และขอมูลเชิง

หมวดหมู (Categorical Data) จากนั้นทําการแปลงขอมูลคุณสมบัติเชิงหมวดหมูแปลง

ขอมูลใหเปนรูปแบบที่สามารถใชกับอัลกอริทึมการเรียนรูของเคร่ืองได dummy variables 

โดยการสรางคอลัมนใหมสําหรับแตละคาหมวดหมู และกําหนดคาในคอลัมนนั้นเปน 1 

หากขอมูลในแถวนั้นตรงกับคาหมวดหมูที่คอลัมนนั้นแทน และเปน 0 หากไมตรง  

2. ลดมิติขอมูลดวยการคัดเลือกคุณสมบัติที่เหมาะสมโดยใชการหาคา

สหสัมพันธ คาเกนความรู และการวิเคราะหแยกแยะเชิงเสน โดยเลือกคุณสมบัติจํานวน 5 

คุณสมบัตินํามาใชเปนตัวแทนของขอมูล 

3. การแบงขอมูล ดําเนินการโดยสุมแบงชุดขอมูลออกเปนชุดสําหรับการฝก 

(Training set) 70% และชุดสําหรับการทดสอบ (Test set) 30% การแบงขอมูลลักษณะนี้

ชวยใหสามารถประเมินประสิทธิภาพของโมเดลไดอยางเปนกลาง เพราะแบงขอมูล

สําหรับการฝกเพื่อสรางโมเดลในการการทํานาย และใชขอมูลสําหรับการทดสอบเพื่อ

ประเมินประสิทธิภาพซ่ึงขอมูลชุดนี้จะทําหนาที่เปนตัวแทนของขอมูลใหมที่โมเดลไมเคย

เห็นมากอน ทําใหการประเมินประสิทธิภาพของโมเดลมีความนาเชื่อถือ 

4. การสรางโมเดล เม่ือไดคุณสมบัติที่เปนตัวแทนของขอมูลจากวิธีการ

คัดเลือกคุณสมบัติในแตละวิธีแลว จะนําขอมูลเขาสูกระบวนการจําแนกดวยอัลกอริทึม

ดานการเรียนรูของเคร่ือง ไดแก LR, ANN และ SVM โดยใช 4 เคอรเนล (Kernel) ไดแก 

Radial Basis Function (RBF), Linear, Polynomial และ Sigmoid  

5. การเปรียบเทียบประสิทธิภาพ  ใน การทํานาย  ใน การทดลองจะ

เปรียบเทียบประสิทธิภาพการทํานายของโมเดลที่เกิดจากอัลกอริทึมที่กลาวขางตน โดย

สรางโมเดลจากขอมูลนําเขา 4 แบบ ไดแก ขอมูลดั้งเดิม ขอมูลที่ถูกคัดเลือกคุณสมบัติดวย

วิธีการคาสหสัมพันธ คาเกนความรู และวิเคราะหแยกแยะเชิงเสนที่นําเสนอ ในการ

พิจารณาเปรียบเทียบประสิทธิภาพจะใชคาความถูกตองในการทํานาย โดยแสดงวิธีการ

ดําเนินการวิจัยดังภาพประกอบ 6 

 

 
 

ภาพประกอบ 6 กรอบแนวคดิงานวิจยั 

 

4. ผลการศกึษาและอภปิรายผล 

ในการคัดเลือกคุณลักษณะดวยการใชอลักอริทึมในการคัดเลือกคุณลกัษณะ

จํานวน 2 อลักอริทึม ดังตอไปนี ้

การคัดเลอืกคุณลกัษณะดวยคาสหสัมพนัธ โดยใชความสัมพันธระหวาง

ขอมูลแตละคุณลักษณะ เพื่อพิจารณาความสัมพันธกัน ซ่ึงคาที่ไดจะมีคาอยูระหวาง -1 ถึง 

1 ซ่ึงหากคาสัมบูรณของคาสหสัมพันธที่ไดมีคาสูง จะสามารถตีความไดวาคุณสมบัติทั้ง

สองมีความสัมพันธกันสูงเชนกัน โดยเคร่ืองหมายจะบงบอกถึงทิศทางของความสัมพันธ

วามีความสัมพันธกันในทิศทางใด โดยผลการวิเคราะหคาสหสัมพันธของขอมูลโรคหลอด

เลือดหัวใจแสดงในภาพประกอบ 7 โดยคัดเลือกคุณลักษณะที่มีคาสัมบูรณของคา

สหสัมพันธที่มีคาสูงกวา 0.4 นั้นหมายความวาคุณสมบัติที่เลือกเหลานี้จะมีความสัมพันธ

กันระดับปานกลางขึ้นไป โดยจะดูความสัมพันธทุกคูคุณสมบัติที่ เปนไปได ทําใหได

คุณสมบัติที่สามารถนําไปใชงานทั้งส้ิน 4 คุณลักษณะไดแก chest pain type, exercise 

angina, oldpeak และ ST slope 

 

 
ภาพประกอบ 7 คาสหสัมพนัธของขอมูลโรคหลอดเลอืดหัวใจ 

 

การคัดเลือกคุณลักษณะดวยการวิเคราะหแยกแยะเชิงเสน  โดยแสดง

คาไอเกนที่ใชในการบงบอกถึงความสําคัญของแตละคุณสมบัติในชุดขอมูลทั้ง 12 

คุณสมบัติ โดยผลการวิเคราะหความสัมพันธแสดงดังภาพประกอบ 8 โดยคาไอเกนแสดง

ถึงปริมาณความแปรปรวนที่แตละฟเจอรสามารถอธิบายในการแยกคลาสไมมีเกณฑที่

แนนอนสําหรับคาที่เหมาะสมในการควรเลือกคุณสมบัติ ดังนั้นในงานวิจัยจึงคัดเลือก

คุณสมบัติที่ มีคาไอเกนสูงที่สุดจํานวน 4 คุณสมบัติเพื่อใหเทากับจํานวนที่ใชในคา

สหสัมพันธ ไดแก ST slope, exercise angina, sex และ chest pain type 

 

 
ภาพประกอบ 8 คาไอเกนของแตละคุณสมบัติของขอมูลโรคหลอดเลอืดหัวใจดวย 

 

การคดัเลอืกคณุสมบตัดิวยการคาํนวณคาเกนความรู โดยแสดงคาเกนความรู

เพื่อใชเปนคาน้ําหนักในการคัดเลือกคุณสมบัติในชุดขอมูลดังภาพประกอบ 9 คาเกน

ความรูไมมีคาเกณฑที่แนนอนในการคัดเลือกวาควรใชคาคาเกนความรูเทาไหรถึงควร

เลือกคุณสมบัติ ดังนั้นในงานวิจัยจึงคัดเลือกคุณสมบัติจํานวน 4 คุณสมบัติเพื่อใหเทากับ

จํานวนที่ใชในคาสหสัมพันธ ไดแก ST slope, chest pain type, max heart rate และ exercise 

angina 
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12. target: เปนโรคหลอดเลือดหวัใจหรือไม (0=ปกติ, 1=เปนโรคหลอดเลอืด

หัวใจ)  

งานวิจัยนี้ใชภาษาไพทอนบน Google Colab ในการทดลองโดยมีขั้นตอน

การดําเนินงานดังนี้ 

1. การเตรียมขอมูล  จะดําเนินโดยการพิจารณาขอ มูลทั้ งหมดทั้ ง 12 

คุณสมบัติเพื่อแยกคุณสมบัติที่ขอมูลเปนขอมูลเชิงตัวเลข (Numeric Data) และขอมูลเชิง

หมวดหมู (Categorical Data) จากนั้นทําการแปลงขอมูลคุณสมบัติเชิงหมวดหมูแปลง

ขอมูลใหเปนรูปแบบที่สามารถใชกับอัลกอริทึมการเรียนรูของเคร่ืองได dummy variables 

โดยการสรางคอลัมนใหมสําหรับแตละคาหมวดหมู และกําหนดคาในคอลัมนนั้นเปน 1 

หากขอมูลในแถวนั้นตรงกับคาหมวดหมูที่คอลัมนนั้นแทน และเปน 0 หากไมตรง  

2. ลดมิติขอมูลดวยการคัดเลือกคุณสมบัติที่เหมาะสมโดยใชการหาคา

สหสัมพันธ คาเกนความรู และการวิเคราะหแยกแยะเชิงเสน โดยเลือกคุณสมบัติจํานวน 5 

คุณสมบัตินํามาใชเปนตัวแทนของขอมูล 

3. การแบงขอมูล ดําเนินการโดยสุมแบงชุดขอมูลออกเปนชุดสําหรับการฝก 

(Training set) 70% และชุดสําหรับการทดสอบ (Test set) 30% การแบงขอมูลลักษณะนี้

ชวยใหสามารถประเมินประสิทธิภาพของโมเดลไดอยางเปนกลาง เพราะแบงขอมูล

สําหรับการฝกเพื่อสรางโมเดลในการการทํานาย และใชขอมูลสําหรับการทดสอบเพื่อ

ประเมินประสิทธิภาพซ่ึงขอมูลชุดนี้จะทําหนาที่เปนตัวแทนของขอมูลใหมที่โมเดลไมเคย

เห็นมากอน ทําใหการประเมินประสิทธิภาพของโมเดลมีความนาเชื่อถือ 

4. การสรางโมเดล เม่ือไดคุณสมบัติที่เปนตัวแทนของขอมูลจากวิธีการ

คัดเลือกคุณสมบัติในแตละวิธีแลว จะนําขอมูลเขาสูกระบวนการจําแนกดวยอัลกอริทึม

ดานการเรียนรูของเคร่ือง ไดแก LR, ANN และ SVM โดยใช 4 เคอรเนล (Kernel) ไดแก 

Radial Basis Function (RBF), Linear, Polynomial และ Sigmoid  

5. การเปรียบเทียบประสิทธิภาพ  ใน การทํานาย  ใน การทดลองจะ

เปรียบเทียบประสิทธิภาพการทํานายของโมเดลที่เกิดจากอัลกอริทึมที่กลาวขางตน โดย

สรางโมเดลจากขอมูลนําเขา 4 แบบ ไดแก ขอมูลดั้งเดิม ขอมูลที่ถูกคัดเลือกคุณสมบัติดวย

วิธีการคาสหสัมพันธ คาเกนความรู และวิเคราะหแยกแยะเชิงเสนที่นําเสนอ ในการ

พิจารณาเปรียบเทียบประสิทธิภาพจะใชคาความถูกตองในการทํานาย โดยแสดงวิธีการ

ดําเนินการวิจัยดังภาพประกอบ 6 

 

 
 

ภาพประกอบ 6 กรอบแนวคดิงานวิจยั 

 

4. ผลการศกึษาและอภปิรายผล 

ในการคัดเลือกคุณลักษณะดวยการใชอลักอริทึมในการคัดเลือกคุณลกัษณะ

จํานวน 2 อลักอริทึม ดังตอไปนี ้

การคัดเลอืกคุณลกัษณะดวยคาสหสัมพนัธ โดยใชความสัมพันธระหวาง

ขอมูลแตละคุณลักษณะ เพื่อพิจารณาความสัมพันธกัน ซ่ึงคาที่ไดจะมีคาอยูระหวาง -1 ถึง 

1 ซ่ึงหากคาสัมบูรณของคาสหสัมพันธที่ไดมีคาสูง จะสามารถตีความไดวาคุณสมบัติทั้ง

สองมีความสัมพันธกันสูงเชนกัน โดยเคร่ืองหมายจะบงบอกถึงทิศทางของความสัมพันธ

วามีความสัมพันธกันในทิศทางใด โดยผลการวิเคราะหคาสหสัมพันธของขอมูลโรคหลอด

เลือดหัวใจแสดงในภาพประกอบ 7 โดยคัดเลือกคุณลักษณะที่มีคาสัมบูรณของคา

สหสัมพันธที่มีคาสูงกวา 0.4 นั้นหมายความวาคุณสมบัติที่เลือกเหลานี้จะมีความสัมพันธ

กันระดับปานกลางขึ้นไป โดยจะดูความสัมพันธทุกคูคุณสมบัติที่ เปนไปได ทําใหได

คุณสมบัติที่สามารถนําไปใชงานทั้งส้ิน 4 คุณลักษณะไดแก chest pain type, exercise 

angina, oldpeak และ ST slope 

 

 
ภาพประกอบ 7 คาสหสัมพนัธของขอมูลโรคหลอดเลอืดหัวใจ 

 

การคัดเลือกคุณลักษณะดวยการวิเคราะหแยกแยะเชิงเสน  โดยแสดง

คาไอเกนที่ใชในการบงบอกถึงความสําคัญของแตละคุณสมบัติในชุดขอมูลทั้ง 12 

คุณสมบัติ โดยผลการวิเคราะหความสัมพันธแสดงดังภาพประกอบ 8 โดยคาไอเกนแสดง

ถึงปริมาณความแปรปรวนที่แตละฟเจอรสามารถอธิบายในการแยกคลาสไมมีเกณฑที่

แนนอนสําหรับคาที่เหมาะสมในการควรเลือกคุณสมบัติ ดังนั้นในงานวิจัยจึงคัดเลือก

คุณสมบัติที่ มีคาไอเกนสูงที่สุดจํานวน 4 คุณสมบัติเพื่อใหเทากับจํานวนที่ใชในคา

สหสัมพันธ ไดแก ST slope, exercise angina, sex และ chest pain type 

 

 
ภาพประกอบ 8 คาไอเกนของแตละคุณสมบัติของขอมูลโรคหลอดเลอืดหัวใจดวย 

 

การคดัเลอืกคณุสมบตัดิวยการคาํนวณคาเกนความรู โดยแสดงคาเกนความรู

เพื่อใชเปนคาน้ําหนักในการคัดเลือกคุณสมบัติในชุดขอมูลดังภาพประกอบ 9 คาเกน

ความรูไมมีคาเกณฑที่แนนอนในการคัดเลือกวาควรใชคาคาเกนความรูเทาไหรถึงควร

เลือกคุณสมบัติ ดังนั้นในงานวิจัยจึงคัดเลือกคุณสมบัติจํานวน 4 คุณสมบัติเพื่อใหเทากับ

จํานวนที่ใชในคาสหสัมพันธ ไดแก ST slope, chest pain type, max heart rate และ exercise 

angina 
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12. target: เปนโรคหลอดเลือดหวัใจหรือไม (0=ปกติ, 1=เปนโรคหลอดเลอืด

หัวใจ)  

งานวิจัยนี้ใชภาษาไพทอนบน Google Colab ในการทดลองโดยมีขั้นตอน

การดําเนินงานดังนี้ 

1. การเตรียมขอมูล  จะดําเนินโดยการพิจารณาขอ มูลทั้ งหมดทั้ ง 12 

คุณสมบัติเพื่อแยกคุณสมบัติที่ขอมูลเปนขอมูลเชิงตัวเลข (Numeric Data) และขอมูลเชิง

หมวดหมู (Categorical Data) จากนั้นทําการแปลงขอมูลคุณสมบัติเชิงหมวดหมูแปลง

ขอมูลใหเปนรูปแบบที่สามารถใชกับอัลกอริทึมการเรียนรูของเคร่ืองได dummy variables 

โดยการสรางคอลัมนใหมสําหรับแตละคาหมวดหมู และกําหนดคาในคอลัมนนั้นเปน 1 

หากขอมูลในแถวนั้นตรงกับคาหมวดหมูที่คอลัมนนั้นแทน และเปน 0 หากไมตรง  

2. ลดมิติขอมูลดวยการคัดเลือกคุณสมบัติที่เหมาะสมโดยใชการหาคา

สหสัมพันธ คาเกนความรู และการวิเคราะหแยกแยะเชิงเสน โดยเลือกคุณสมบัติจํานวน 5 

คุณสมบัตินํามาใชเปนตัวแทนของขอมูล 

3. การแบงขอมูล ดําเนินการโดยสุมแบงชุดขอมูลออกเปนชุดสําหรับการฝก 

(Training set) 70% และชุดสําหรับการทดสอบ (Test set) 30% การแบงขอมูลลักษณะนี้

ชวยใหสามารถประเมินประสิทธิภาพของโมเดลไดอยางเปนกลาง เพราะแบงขอมูล

สําหรับการฝกเพื่อสรางโมเดลในการการทํานาย และใชขอมูลสําหรับการทดสอบเพื่อ

ประเมินประสิทธิภาพซ่ึงขอมูลชุดนี้จะทําหนาที่เปนตัวแทนของขอมูลใหมที่โมเดลไมเคย

เห็นมากอน ทําใหการประเมินประสิทธิภาพของโมเดลมีความนาเชื่อถือ 

4. การสรางโมเดล เม่ือไดคุณสมบัติที่เปนตัวแทนของขอมูลจากวิธีการ

คัดเลือกคุณสมบัติในแตละวิธีแลว จะนําขอมูลเขาสูกระบวนการจําแนกดวยอัลกอริทึม

ดานการเรียนรูของเคร่ือง ไดแก LR, ANN และ SVM โดยใช 4 เคอรเนล (Kernel) ไดแก 

Radial Basis Function (RBF), Linear, Polynomial และ Sigmoid  

5. การเปรียบเทียบประสิทธิภาพ  ใน การทํานาย  ใน การทดลองจะ

เปรียบเทียบประสิทธิภาพการทํานายของโมเดลที่เกิดจากอัลกอริทึมที่กลาวขางตน โดย

สรางโมเดลจากขอมูลนําเขา 4 แบบ ไดแก ขอมูลดั้งเดิม ขอมูลที่ถูกคัดเลือกคุณสมบัติดวย

วิธีการคาสหสัมพันธ คาเกนความรู และวิเคราะหแยกแยะเชิงเสนที่นําเสนอ ในการ

พิจารณาเปรียบเทียบประสิทธิภาพจะใชคาความถูกตองในการทํานาย โดยแสดงวิธีการ

ดําเนินการวิจัยดังภาพประกอบ 6 

 

 
 

ภาพประกอบ 6 กรอบแนวคดิงานวิจยั 

 

4. ผลการศกึษาและอภปิรายผล 

ในการคัดเลือกคุณลักษณะดวยการใชอลักอริทึมในการคัดเลือกคุณลกัษณะ

จํานวน 2 อลักอริทึม ดังตอไปนี ้

การคัดเลอืกคุณลกัษณะดวยคาสหสัมพนัธ โดยใชความสัมพันธระหวาง

ขอมูลแตละคุณลักษณะ เพื่อพิจารณาความสัมพันธกัน ซ่ึงคาที่ไดจะมีคาอยูระหวาง -1 ถึง 

1 ซ่ึงหากคาสัมบูรณของคาสหสัมพันธที่ไดมีคาสูง จะสามารถตีความไดวาคุณสมบัติทั้ง

สองมีความสัมพันธกันสูงเชนกัน โดยเคร่ืองหมายจะบงบอกถึงทิศทางของความสัมพันธ

วามีความสัมพันธกันในทิศทางใด โดยผลการวิเคราะหคาสหสัมพันธของขอมูลโรคหลอด

เลือดหัวใจแสดงในภาพประกอบ 7 โดยคัดเลือกคุณลักษณะที่มีคาสัมบูรณของคา

สหสัมพันธที่มีคาสูงกวา 0.4 นั้นหมายความวาคุณสมบัติที่เลือกเหลานี้จะมีความสัมพันธ

กันระดับปานกลางขึ้นไป โดยจะดูความสัมพันธทุกคูคุณสมบัติที่ เปนไปได ทําใหได

คุณสมบัติที่สามารถนําไปใชงานทั้งส้ิน 4 คุณลักษณะไดแก chest pain type, exercise 

angina, oldpeak และ ST slope 

 

 
ภาพประกอบ 7 คาสหสัมพนัธของขอมูลโรคหลอดเลอืดหัวใจ 

 

การคัดเลือกคุณลักษณะดวยการวิเคราะหแยกแยะเชิงเสน  โดยแสดง

คาไอเกนที่ใชในการบงบอกถึงความสําคัญของแตละคุณสมบัติในชุดขอมูลทั้ง 12 

คุณสมบัติ โดยผลการวิเคราะหความสัมพันธแสดงดังภาพประกอบ 8 โดยคาไอเกนแสดง

ถึงปริมาณความแปรปรวนที่แตละฟเจอรสามารถอธิบายในการแยกคลาสไมมีเกณฑที่

แนนอนสําหรับคาที่เหมาะสมในการควรเลือกคุณสมบัติ ดังนั้นในงานวิจัยจึงคัดเลือก

คุณสมบัติที่ มีคาไอเกนสูงที่สุดจํานวน 4 คุณสมบัติเพื่อใหเทากับจํานวนที่ใชในคา

สหสัมพันธ ไดแก ST slope, exercise angina, sex และ chest pain type 

 

 
ภาพประกอบ 8 คาไอเกนของแตละคุณสมบัติของขอมูลโรคหลอดเลอืดหัวใจดวย 

 

การคดัเลอืกคณุสมบตัดิวยการคาํนวณคาเกนความรู โดยแสดงคาเกนความรู

เพื่อใชเปนคาน้ําหนักในการคัดเลือกคุณสมบัติในชุดขอมูลดังภาพประกอบ 9 คาเกน

ความรูไมมีคาเกณฑที่แนนอนในการคัดเลือกวาควรใชคาคาเกนความรูเทาไหรถึงควร

เลือกคุณสมบัติ ดังนั้นในงานวิจัยจึงคัดเลือกคุณสมบัติจํานวน 4 คุณสมบัติเพื่อใหเทากับ

จํานวนที่ใชในคาสหสัมพันธ ไดแก ST slope, chest pain type, max heart rate และ exercise 

angina 

 

ภาพประกอบ 6 กรอบแนวคิดงานวิจัย

ภาพประกอบ 7 ค่าสหสัมพันธ์ของข้อมูล 
โรคหลอดเลือดหัวใจ

ภาพประกอบ 8 ค่าไอเกนของแต่ละคุณสมบัติ 
ของข้อมูลโรคหลอดเลือดหัวใจด้วย
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ในการคัดเลือกว่าควรใช้ค่าค่าเกนความรู้เท่าไหร่ถึง 
ควรเลือกคุณสมบัติ ดังนั้นในงานวิจัยจึงคัดเลือก
คุณสมบัติจำ�นวน 4 คุณสมบัติเพื่อให้เท่ากับจำ�นวน
ที่ใช้ในค่าสหสัมพันธ์ ได้แก่ ST slope, chest pain 
type, max heart rate และ exercise angina

	 เมื่อได้ผลการคัดเลือกคุณสมบัติจากค่า 
สหสัมพันธ์และการวิเคราะห์แยกแยะเชิงเส้นแล้ว
จะนำ�ไปสร้างโมเดลเพื่อใช้ในการทำ�นายผู้ป่วย 
โรคหลอดเลอืดหวัใจโดยใชอ้ลักอรทิมึดา้นการเรยีนรู้
ของเครื่องที่ ได้แก่ อัลกอริทึมการถดถอยโลจิสติกส์  
อลักอริทมึซพัพอรท์เวกเตอรแ์มชชนี (โดยใช ้4 เคอรเ์นล
ได้แก่ RBF, Linear, Polynomial, Sigmoid) มีการ
กำ�หนดคา่พารามเิตอร ์gamma=0.1, C=1.0 เทา่กัน 

ทกุโมเดลเพือ่ไมใ่หเ้กิดความเอนเอยีง และอลักอรทิมึ 
โครงข่ายประสาทเทียมใช้ Keras Tuner เพื่อให้ได้
โครงขา่ยทีเ่หมาะสมกบัขอ้มลูและใชโ้ครงขา่ยดงักล่าว 
ในทุกโมเดลที่ใช้โครงข่ายประสาทเทียม โดยจะ 
เปรียบเทียบผลประสิทธิภาพด้านความถูกต้องใน
การทำ�นายผู้ป่วยโรคหลอดเลือดหัวใจ โดยแสดงผล 
การทำ�นายของโมเดลทีข่อ้มูลจากเทคนิคการคดัเลอืก 
คุณลักษณะด้วยการวิเคราะห์แยกแยะเชิงเส้น  
เปรยีบเทยีบกับการใชข้อ้มลูคณุลกัษณะดัง้เดมิ (ไม่มี
การคัดเลือก) และการคัดเลือกคุณลักษณะด้วย 
ค่าสหสมัพันธแ์ละค่าเกนความรู ้ผลการทดลองแสดง
ดังตาราง 2

	 จากตาราง 2 จะเห็นวา่ทีข้่อมลูดัง้เดมิโมเดล
ทีม่คีา่ความถกูตอ้ง (Accuracy) สงูสดุคือทีซ่พัพอรท์
เวกเตอรแ์มชชนีดว้ยเคอเนล Linear (SVM (linear)) 
โดยมีค่าความถูกต้องร้อยละ 85.99 เมื่อนำ�ข้อมูล 
ทีค่ดัเลอืกคณุสมบตัดิว้ยค่าสหสมัพนัธ ์(Correlation) 
ไปสร้างโมเดลด้วย SVM (RBF) ทำ�ให้ประสิทธิภาพ
สูงสุดท่ี ร้อยละ 84.87 และเมือ่ใช้เทคนคิการวเิคราะห์
แยกแยะเชิงเส้น (LDA) ในการคัดเลือกคุณสมบัติมี 
ค่าความถกูตอ้งสูงสุดทีร่อ้ยละ 87.39 และเมือ่นำ�ขอ้มลู
ที่ถูกคัดเลือกคุณสมบตัิโดยค่าเกนความรู้ (IG) โมเดล 
มีประสิทธิภาพสูงสุดท่ี SVM (Linear) โดยมีค่า 
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ภาพประกอบ 9 คาเกนความรูของแตละคุณสมบัติของขอมูลโรคหลอดเลือดหัวใจดวย 

 

เม่ือไดผลการคัดเลือกคณุสมบัติจากคาสหสัมพันธและการวิเคราะหแยกแยะ

เชิงเสนแลวจะนําไปสรางโมเดลเพื่อใชในการทํานายผูปวยโรคหลอดเลอืดหัวใจโดยใช

อัลกอริทึมด านการเ รียนรูของเคร่ืองที่  ไดแก  อัลกอริทึมการถดถอยโลจิสติกส  

อัลกอริทึมซัพพอรทเวกเตอรแมชชีน (โดยใช 4 เคอรเนลไดแก RBF, Linear, Polynomial, 

Sigmoid) มีการกําหนดคาพารามิเตอร gamma=0.1, C=1.0 เทากันทุกโมเดลเพื่อไมใหเกิด

ความเอนเอียง และอัลกอริทึมโครงขายประสาทเทียมใช Keras Tuner เพื่อใหไดโครงขายที่

เหมาะสมกับขอมูลและใชโครงขายดังกลาวในทุกโมเดลที่ใชโครงขายประสาทเทียม โดย

จะเปรียบเทียบผลประสิทธิภาพดานความถูกตองในการทํานายผูปวยโรคหลอดเลือดหวัใจ 

โดยแสดงผลการทํานายของโมเดลที่ขอมูลจากเทคนิคการคัดเลือกคุณลักษณะดวยการ

วิเคราะหแยกแยะเชิงเสน เปรียบเทียบกับการใชขอมูลคุณลักษณะดั้งเดิม (ไมมีการ

คัดเลือก) และการคัดเลือกคุณลกัษณะดวยคาสหสัมพันธและคาเกนความรู ผลการทดลอง

แสดงดังตาราง 2 

 

ตาราง 2 ผลการทดลอง 

Algorithm 
Accuracy 

ขอมูลดัง้เดมิ Correla�on LDA IG 

LR 84.87% 84.31% 87.11% 84.03% 
SVM (linear) 85.99% 80.11% 84.03% 84.31% 
SVM (poly) 82.35% 83.47% 86.83% 81.23% 
SVM (rbf) 73.11% 84.87% 86.55% 82.63% 
SVM (sigmoid) 56.86% 72.83% 86.83% 56.86% 
ANN  83.75% 83.47% 87.39% 84.03% 

เฉลีย่ 77.82% 81.51% 86.46% 78.85% 

 

จากตาราง 2 จะเห็นวาที่ขอมูลดั้งเดิมโมเดลที่มีคาความถูกตอง (Accuracy) 

สูงสุดคือที่ซัพพอรทเวกเตอรแมชชีนดวยเคอเนล Linear (SVM (linear)) โดยมีคาความ

ถูกตองรอยละ 85.99 เม่ือนําขอมูลที่คัดเลือกคุณสมบัติดวยคาสหสัมพันธ (Correlation) 

ไปสรางโมเดลดวย SVM (RBF) ทําใหประสิทธิภาพสูงสุดที่ รอยละ 84.87 และเม่ือใช

เทคนิคการวิเคราะหแยกแยะเชิงเสน (LDA) ในการคัดเลือกคุณสมบัติมีคาความถูกตอง

สูงสุดที่รอยละ 87.39 และเม่ือนําขอมูลที่ถูกคัดเลือกคุณสมบัติโดยคาเกนความรู (IG) 

โมเดลมีประสิทธิภาพสูงสุดที่ SVM (Linear) โดยมีคาความถูกตองที่รอยละ 84.31 การใช 

LDA เพื่อคัดเลือกคุณสมบัติที่เหมาะสมเม่ือเปรียบเทียบกับการใชขอมูลดังเดิมในการ

สรางโมเดลจะเห็นวามีประสิทธิภาพดีขึ้นแทบทุกโมเดลยกเวน SVM (Linear) แตถา

พิจารณาที่คาความถูกตองเฉลี่ยเปนวิธีการที่มีคาเฉลี่ยมากที่สุดเม่ือเทียบกับโมเดลที่สราง

จากขอมูลดังเดิมและขอมูลจากการคัดเลือกคุณสมบัติจากวิธีการอื่น ๆ ซ่ึงแสดงใหเห็นวา

เปนวิธีการที่ทําใหชวยเพิ่มประสิทธิภาพการทํานาย เนื่องจาก LDA เปนวิธีการคัดเลือก

คุณสมบัติที่ซับซอนโดยพิจารณาขอมูลในมิติใหมโดยพิจารณาสองเง่ือนไขไดแก ขอมูล

จะตองมีความแปรปรวนภายในคลาสต่ําสุดและความแปรปรวนระหวางคลาสสูงสุด ทํา

ใหขอมูลที่ถูกคัดเลือกสามารถใชในการแยกคลาสตาง ๆ ออกจากกันมากที่สุด ซ่ึงในขณะ

ที่ Correlation ตัดคุณลักษณะที่ซํ้าซอนกันออกโดยพิจารณาเพียงแคคาความแปรปรวน 

และ IG ที่คัดเลือกคุณลักษณะที่สามารถแบงคลาสของขอมูลไดดี โดยพิจารณาจาก 
Entropy ที่แสดงถึงความความแตกตางหรือกระจายตัวมากในการแยกคลาส 

 เม่ือไดโมเดลที่ใหประสิทธิภาพที่ดีที่สุดในการทํานายโรคหลอดเลือดหวัใจ

และจึงไดนําไปพัฒนาเปนโปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอด

เลือดหัวใจ แสดงหนาตางโปรแกรมดังภาพประกอบ 10 ซ่ึงการใชงานโปรแกรมผูใชงาน

จะตองมีขอมูล เพศ ประเภทของการเจ็บหนาอก อาการเจ็บหนาอกที่เกิดขึ้นในชวง

ทดสอบ และคาความลาดของคา ST segment ในคลื่นไฟฟาของ ECG เม่ือใสขอมูล

ครบถวนแลวกดปุม Submit โปรแกรมจะแสดงผลการทํานายความเส่ียงการเปนโรคหลอด

เลือดหัวใจดังภาพประกอบ 11 ในกรณที่ไมมีความเส่ียง และภาพประกอบ 12 ในกรณีที่มี

ความเส่ียง 

 

 
 

ภาพประกอบ 10 โปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอดเลือดหวัใจ 

 

 
 

ภาพประกอบ 11 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือไมมีความเสียงเปนโรคหัวใจ 

 

 
 

ภาพประกอบ 12 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือมีความเสียงเปนโรคหัวใจ 

 

5.สรปุผล 

งานวิจัยนี้นําเสนอเทคนคิการคัดเลือกคณุสมบัติของขอมูลดวยการวิเคราะห

แยกแยะเชิงเสน เพื่อลดขนาดมิติของขอมูลเพื่อเพิ่มประสิทธิภาพดานความถูกตองในการ

จําแนกขอมูลผูปวยโรคหลอดเลอืดหวัใจ เม่ือทําการคัดเลือกคุณลักษณะของขอมูลแลว จะ

ใชเฉพาะขอมูลของคุณสมบัติที่ไดรับเลือกไปใชในการสรางโมเดลจําแนกประเภทขอมูล

ทางดานการเรียนรูของเคร่ือง ไดแก อัลกอริทึมการถอดถอยโลจิสติกส อัลกอริทึมซัพ

พอรทเวกเตอรแมชชีน และอัลกอริทึมโครงขายประสาทเทียม ซ่ึงเปรียบเทียบ

ประสิทธิภาพความถูกตองในการจําแนกกับการใชชุดขอมูลดั้งเดิมรวมกับอัลกอริทึม

ดังกลาว รวมไปถึงเปรียบเทียบกับการคัดเลือกคุณลักษณะดวยการใชคาสหสัมพันธ ผล

การทดลองแสดงใหเห็นวาการคัดเลือกคุณลักษณะดวยวิธีการที่นําเสนอสามารถชวยเพิ่ม

ประสิทธิภาพความถูกตองโดยดูจากคาเฉลี่ยรวมของทุกโมเดลที่ใชในการจําแนกประเภท

ขอมูลผูปวยโรคหลอดเลือดหัวใจ นอกจากนี้ยังนําโมเดลที่ไดไปประยุกตใชพัฒนาเปน

ภาพประกอบ 9 ค่าเกนความรู้ของแต่ละคุณสมบัติ 
ของข้อมูลโรคหลอดเลือดหัวใจด้วย

ตาราง 2	 ผลการทดลอง

Algorithm
Accuracy

ข้อมูลดั้งเดิม Correlation LDA IG

LR 84.87% 84.31% 87.11% 84.03%

SVM (linear) 85.99% 80.11% 84.03% 84.31%

SVM (poly) 82.35% 83.47% 86.83% 81.23%

SVM (rbf) 73.11% 84.87% 86.55% 82.63%

SVM (sigmoid) 56.86% 72.83% 86.83% 56.86%

ANN 83.75% 83.47% 87.39% 84.03%

เฉลี่ย 77.82% 81.51% 86.46% 78.85%
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ความถูกตอ้งท่ีรอ้ยละ 84.31 การใช ้LDA เพือ่คดัเลอืก
คณุสมบตัทิีเ่หมาะสมเมือ่เปรียบเทียบกบัการใชข้อ้มลู
ดงัเดมิในการสรา้งโมเดลจะเหน็วา่มปีระสทิธภิาพดขีึน้
แทบทุกโมเดลยกเว้น SVM (Linear) แต่ถ้าพิจารณา 
ท่ีคา่ความถกูต้องเฉลีย่เป็นวธิกีารท่ีมคีา่เฉลีย่มากท่ีสดุ
เมือ่เทยีบกับโมเดลทีส่รา้งจากขอ้มลูดังเดมิและขอ้มลู
จากการคัดเลือกคุณสมบัติจากวิธีการอื่นๆ ซึ่งแสดง 
ให้เห็นว่าเป็นวิธีการที่ทำ�ให้ช่วยเพิ่มประสิทธิภาพ 
การทำ�นาย เนือ่งจาก LDA เปน็วธิกีารคดัเลอืกคณุสมบตัิ
ที่ซับซ้อนโดยพิจารณาข้อมูลในมิติใหม่โดยพิจารณา 
สองเงือ่นไขไดแ้ก ่ขอ้มลูจะตอ้งมคีวามแปรปรวนภายใน
คลาสต่ำ�สุดและความแปรปรวนระหว่างคลาสสูงสุด 
ทำ�ใหข้อ้มลูทีถ่กูคดัเลอืกสามารถใชใ้นการแยกคลาส
ตา่งๆ ออกจากกนัมากทีส่ดุ ซึง่ในขณะที ่Correlation 
ตดัคณุลกัษณะทีซ้่ำ�ซอ้นกนัออกโดยพจิารณาเพยีงแค่
ค่าความแปรปรวน และ IG ท่ีคัดเลือกคุณลักษณะ 
ที่สามารถแบ่งคลาสของข้อมูลได้ดี โดยพิจารณา 
จาก Entropy ที่แสดงถึงความความแตกต่างหรือ
กระจายตัวมากในการแยกคลาส

	 เม่ือได้โมเดลที่ให้ประสิทธิภาพที่ดีที่สุด 
ในการทำ�นายโรคหลอดเลือดหัวใจและจึงได้นำ�ไป
พัฒนาเป็นโปรแกรมที่ใช้สำ�หรับประเมินความเสี่ยง
การเป็นโรคหลอดเลอืดหวัใจ แสดงหนา้ตา่งโปรแกรม 
ดังภาพประกอบ 10 ซึ่งการใช้งานโปรแกรมผู้ใช้งาน 
จะต้องมีข้อมูล เพศ ประเภทของการเจ็บหน้าอก 
อาการเจ็บหน้าอกที่เกิดขึ้นในช่วงทดสอบ และค่า
ความลาดของค่า ST segment ในคลื่นไฟฟ้าของ 
ECG เมื่อใส่ข้อมูลครบถ้วนแล้วกดปุ่ม Submit 
โปรแกรมจะแสดงผลการทำ�นายความเสีย่งการเปน็โรค 
หลอดเลือดหัวใจดังภาพประกอบ 11 ในกรณีที่ 
ไม่มีความเสี่ยง และภาพประกอบ 12 ในกรณีที่มี
ความเสี่ยง

5. สรุปผล

	 งานวจิยันีน้ำ�เสนอเทคนคิการคดัเลอืกคณุสมบตัิ
ของข้อมูลด้วยการวิเคราะห์แยกแยะเชิงเส้น เพื่อลด
ขนาดมิติของข้อมูลเพื่อเพิ่มประสิทธิภาพด้านความ 
ถกูตอ้งในการจำ�แนกขอ้มลูผูป้ว่ยโรคหลอดเลอืดหวัใจ 
เมื่อทำ�การคัดเลือกคุณลักษณะของข้อมูลแล้ว จะใช้
เฉพาะข้อมูลของคุณสมบัติที่ได้รับเลือกไปใช้ในการ
สรา้งโมเดลจำ�แนกประเภทขอ้มลูทางดา้นการเรียนรู้ 
ของเครื่อง ได้แก่ อัลกอริทึมการถอดถอยโลจิสติกส์ 
อลักอรทิมึซัพพอรท์เวกเตอร์แมชชีน และอลักอริทมึ
โครงขา่ยประสาทเทยีม ซึง่เปรยีบเทยีบประสทิธภิาพ
ความถกูตอ้งในการจำ�แนกกบัการใชช้ดุขอ้มลูดัง้เดมิ
ร่วมกับอัลกอริทึมดังกล่าว รวมไปถึงเปรียบเทียบ 
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ภาพประกอบ 9 คาเกนความรูของแตละคุณสมบัติของขอมูลโรคหลอดเลือดหัวใจดวย 

 

เม่ือไดผลการคัดเลือกคณุสมบัติจากคาสหสัมพันธและการวิเคราะหแยกแยะ

เชิงเสนแลวจะนําไปสรางโมเดลเพื่อใชในการทํานายผูปวยโรคหลอดเลอืดหัวใจโดยใช

อัลกอริทึมด านการเ รียนรูของเคร่ืองที่  ไดแก  อัลกอริทึมการถดถอยโลจิสติกส  

อัลกอริทึมซัพพอรทเวกเตอรแมชชีน (โดยใช 4 เคอรเนลไดแก RBF, Linear, Polynomial, 

Sigmoid) มีการกําหนดคาพารามิเตอร gamma=0.1, C=1.0 เทากันทุกโมเดลเพื่อไมใหเกิด

ความเอนเอียง และอัลกอริทึมโครงขายประสาทเทียมใช Keras Tuner เพื่อใหไดโครงขายที่

เหมาะสมกับขอมูลและใชโครงขายดังกลาวในทุกโมเดลที่ใชโครงขายประสาทเทียม โดย

จะเปรียบเทียบผลประสิทธิภาพดานความถูกตองในการทํานายผูปวยโรคหลอดเลือดหวัใจ 

โดยแสดงผลการทํานายของโมเดลที่ขอมูลจากเทคนิคการคัดเลือกคุณลักษณะดวยการ

วิเคราะหแยกแยะเชิงเสน เปรียบเทียบกับการใชขอมูลคุณลักษณะดั้งเดิม (ไมมีการ

คัดเลือก) และการคัดเลือกคุณลกัษณะดวยคาสหสัมพันธและคาเกนความรู ผลการทดลอง

แสดงดังตาราง 2 

 

ตาราง 2 ผลการทดลอง 

Algorithm 
Accuracy 

ขอมูลดัง้เดมิ Correla�on LDA IG 

LR 84.87% 84.31% 87.11% 84.03% 
SVM (linear) 85.99% 80.11% 84.03% 84.31% 
SVM (poly) 82.35% 83.47% 86.83% 81.23% 
SVM (rbf) 73.11% 84.87% 86.55% 82.63% 
SVM (sigmoid) 56.86% 72.83% 86.83% 56.86% 
ANN  83.75% 83.47% 87.39% 84.03% 

เฉลีย่ 77.82% 81.51% 86.46% 78.85% 

 

จากตาราง 2 จะเห็นวาที่ขอมูลดั้งเดิมโมเดลที่มีคาความถูกตอง (Accuracy) 

สูงสุดคือที่ซัพพอรทเวกเตอรแมชชีนดวยเคอเนล Linear (SVM (linear)) โดยมีคาความ

ถูกตองรอยละ 85.99 เม่ือนําขอมูลที่คัดเลือกคุณสมบัติดวยคาสหสัมพันธ (Correlation) 

ไปสรางโมเดลดวย SVM (RBF) ทําใหประสิทธิภาพสูงสุดที่ รอยละ 84.87 และเม่ือใช

เทคนิคการวิเคราะหแยกแยะเชิงเสน (LDA) ในการคัดเลือกคุณสมบัติมีคาความถูกตอง

สูงสุดที่รอยละ 87.39 และเม่ือนําขอมูลที่ถูกคัดเลือกคุณสมบัติโดยคาเกนความรู (IG) 

โมเดลมีประสิทธิภาพสูงสุดที่ SVM (Linear) โดยมีคาความถูกตองที่รอยละ 84.31 การใช 

LDA เพื่อคัดเลือกคุณสมบัติที่เหมาะสมเม่ือเปรียบเทียบกับการใชขอมูลดังเดิมในการ

สรางโมเดลจะเห็นวามีประสิทธิภาพดีขึ้นแทบทุกโมเดลยกเวน SVM (Linear) แตถา

พิจารณาที่คาความถูกตองเฉลี่ยเปนวิธีการที่มีคาเฉลี่ยมากที่สุดเม่ือเทียบกับโมเดลที่สราง

จากขอมูลดังเดิมและขอมูลจากการคัดเลือกคุณสมบัติจากวิธีการอื่น ๆ ซ่ึงแสดงใหเห็นวา

เปนวิธีการที่ทําใหชวยเพิ่มประสิทธิภาพการทํานาย เนื่องจาก LDA เปนวิธีการคัดเลือก

คุณสมบัติที่ซับซอนโดยพิจารณาขอมูลในมิติใหมโดยพิจารณาสองเง่ือนไขไดแก ขอมูล

จะตองมีความแปรปรวนภายในคลาสต่ําสุดและความแปรปรวนระหวางคลาสสูงสุด ทํา

ใหขอมูลที่ถูกคัดเลือกสามารถใชในการแยกคลาสตาง ๆ ออกจากกันมากที่สุด ซ่ึงในขณะ

ที่ Correlation ตัดคุณลักษณะที่ซํ้าซอนกันออกโดยพิจารณาเพียงแคคาความแปรปรวน 

และ IG ที่คัดเลือกคุณลักษณะที่สามารถแบงคลาสของขอมูลไดดี โดยพิจารณาจาก 
Entropy ที่แสดงถึงความความแตกตางหรือกระจายตัวมากในการแยกคลาส 

 เม่ือไดโมเดลที่ใหประสิทธิภาพที่ดีที่สุดในการทํานายโรคหลอดเลือดหวัใจ

และจึงไดนําไปพัฒนาเปนโปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอด

เลือดหัวใจ แสดงหนาตางโปรแกรมดังภาพประกอบ 10 ซ่ึงการใชงานโปรแกรมผูใชงาน

จะตองมีขอมูล เพศ ประเภทของการเจ็บหนาอก อาการเจ็บหนาอกที่เกิดขึ้นในชวง

ทดสอบ และคาความลาดของคา ST segment ในคลื่นไฟฟาของ ECG เม่ือใสขอมูล

ครบถวนแลวกดปุม Submit โปรแกรมจะแสดงผลการทํานายความเส่ียงการเปนโรคหลอด

เลือดหัวใจดังภาพประกอบ 11 ในกรณที่ไมมีความเส่ียง และภาพประกอบ 12 ในกรณีที่มี

ความเส่ียง 

 

 
 

ภาพประกอบ 10 โปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอดเลือดหวัใจ 

 

 
 

ภาพประกอบ 11 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือไมมีความเสียงเปนโรคหัวใจ 

 

 
 

ภาพประกอบ 12 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือมีความเสียงเปนโรคหัวใจ 

 

5.สรปุผล 

งานวิจัยนี้นําเสนอเทคนคิการคัดเลือกคณุสมบัติของขอมูลดวยการวิเคราะห

แยกแยะเชิงเสน เพื่อลดขนาดมิติของขอมูลเพื่อเพิ่มประสิทธิภาพดานความถูกตองในการ

จําแนกขอมูลผูปวยโรคหลอดเลอืดหวัใจ เม่ือทําการคัดเลือกคุณลักษณะของขอมูลแลว จะ

ใชเฉพาะขอมูลของคุณสมบัติที่ไดรับเลือกไปใชในการสรางโมเดลจําแนกประเภทขอมูล

ทางดานการเรียนรูของเคร่ือง ไดแก อัลกอริทึมการถอดถอยโลจิสติกส อัลกอริทึมซัพ

พอรทเวกเตอรแมชชีน และอัลกอริทึมโครงขายประสาทเทียม ซ่ึงเปรียบเทียบ

ประสิทธิภาพความถูกตองในการจําแนกกับการใชชุดขอมูลดั้งเดิมรวมกับอัลกอริทึม

ดังกลาว รวมไปถึงเปรียบเทียบกับการคัดเลือกคุณลักษณะดวยการใชคาสหสัมพันธ ผล

การทดลองแสดงใหเห็นวาการคัดเลือกคุณลักษณะดวยวิธีการที่นําเสนอสามารถชวยเพิ่ม

ประสิทธิภาพความถูกตองโดยดูจากคาเฉลี่ยรวมของทุกโมเดลที่ใชในการจําแนกประเภท

ขอมูลผูปวยโรคหลอดเลือดหัวใจ นอกจากนี้ยังนําโมเดลที่ไดไปประยุกตใชพัฒนาเปน
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ภาพประกอบ 9 คาเกนความรูของแตละคุณสมบัติของขอมูลโรคหลอดเลือดหัวใจดวย 

 

เม่ือไดผลการคัดเลือกคณุสมบัติจากคาสหสัมพันธและการวิเคราะหแยกแยะ

เชิงเสนแลวจะนําไปสรางโมเดลเพื่อใชในการทํานายผูปวยโรคหลอดเลอืดหัวใจโดยใช

อัลกอริทึมด านการเ รียนรูของเคร่ืองที่  ไดแก  อัลกอริทึมการถดถอยโลจิสติกส  

อัลกอริทึมซัพพอรทเวกเตอรแมชชีน (โดยใช 4 เคอรเนลไดแก RBF, Linear, Polynomial, 

Sigmoid) มีการกําหนดคาพารามิเตอร gamma=0.1, C=1.0 เทากันทุกโมเดลเพื่อไมใหเกิด

ความเอนเอียง และอัลกอริทึมโครงขายประสาทเทียมใช Keras Tuner เพื่อใหไดโครงขายที่

เหมาะสมกับขอมูลและใชโครงขายดังกลาวในทุกโมเดลที่ใชโครงขายประสาทเทียม โดย

จะเปรียบเทียบผลประสิทธิภาพดานความถูกตองในการทํานายผูปวยโรคหลอดเลือดหวัใจ 

โดยแสดงผลการทํานายของโมเดลที่ขอมูลจากเทคนิคการคัดเลือกคุณลักษณะดวยการ

วิเคราะหแยกแยะเชิงเสน เปรียบเทียบกับการใชขอมูลคุณลักษณะดั้งเดิม (ไมมีการ

คัดเลือก) และการคัดเลือกคุณลกัษณะดวยคาสหสัมพันธและคาเกนความรู ผลการทดลอง

แสดงดังตาราง 2 

 

ตาราง 2 ผลการทดลอง 

Algorithm 
Accuracy 

ขอมูลดัง้เดมิ Correla�on LDA IG 

LR 84.87% 84.31% 87.11% 84.03% 
SVM (linear) 85.99% 80.11% 84.03% 84.31% 
SVM (poly) 82.35% 83.47% 86.83% 81.23% 
SVM (rbf) 73.11% 84.87% 86.55% 82.63% 
SVM (sigmoid) 56.86% 72.83% 86.83% 56.86% 
ANN  83.75% 83.47% 87.39% 84.03% 

เฉลีย่ 77.82% 81.51% 86.46% 78.85% 

 

จากตาราง 2 จะเห็นวาที่ขอมูลดั้งเดิมโมเดลที่มีคาความถูกตอง (Accuracy) 

สูงสุดคือที่ซัพพอรทเวกเตอรแมชชีนดวยเคอเนล Linear (SVM (linear)) โดยมีคาความ

ถูกตองรอยละ 85.99 เม่ือนําขอมูลที่คัดเลือกคุณสมบัติดวยคาสหสัมพันธ (Correlation) 

ไปสรางโมเดลดวย SVM (RBF) ทําใหประสิทธิภาพสูงสุดที่ รอยละ 84.87 และเม่ือใช

เทคนิคการวิเคราะหแยกแยะเชิงเสน (LDA) ในการคัดเลือกคุณสมบัติมีคาความถูกตอง

สูงสุดที่รอยละ 87.39 และเม่ือนําขอมูลที่ถูกคัดเลือกคุณสมบัติโดยคาเกนความรู (IG) 

โมเดลมีประสิทธิภาพสูงสุดที่ SVM (Linear) โดยมีคาความถูกตองที่รอยละ 84.31 การใช 

LDA เพื่อคัดเลือกคุณสมบัติที่เหมาะสมเม่ือเปรียบเทียบกับการใชขอมูลดังเดิมในการ

สรางโมเดลจะเห็นวามีประสิทธิภาพดีขึ้นแทบทุกโมเดลยกเวน SVM (Linear) แตถา

พิจารณาที่คาความถูกตองเฉลี่ยเปนวิธีการที่มีคาเฉลี่ยมากที่สุดเม่ือเทียบกับโมเดลที่สราง

จากขอมูลดังเดิมและขอมูลจากการคัดเลือกคุณสมบัติจากวิธีการอื่น ๆ ซ่ึงแสดงใหเห็นวา

เปนวิธีการที่ทําใหชวยเพิ่มประสิทธิภาพการทํานาย เนื่องจาก LDA เปนวิธีการคัดเลือก

คุณสมบัติที่ซับซอนโดยพิจารณาขอมูลในมิติใหมโดยพิจารณาสองเง่ือนไขไดแก ขอมูล

จะตองมีความแปรปรวนภายในคลาสต่ําสุดและความแปรปรวนระหวางคลาสสูงสุด ทํา

ใหขอมูลที่ถูกคัดเลือกสามารถใชในการแยกคลาสตาง ๆ ออกจากกันมากที่สุด ซ่ึงในขณะ

ที่ Correlation ตัดคุณลักษณะที่ซํ้าซอนกันออกโดยพิจารณาเพียงแคคาความแปรปรวน 

และ IG ที่คัดเลือกคุณลักษณะที่สามารถแบงคลาสของขอมูลไดดี โดยพิจารณาจาก 
Entropy ที่แสดงถึงความความแตกตางหรือกระจายตัวมากในการแยกคลาส 

 เม่ือไดโมเดลที่ใหประสิทธิภาพที่ดีที่สุดในการทํานายโรคหลอดเลือดหวัใจ

และจึงไดนําไปพัฒนาเปนโปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอด

เลือดหัวใจ แสดงหนาตางโปรแกรมดังภาพประกอบ 10 ซ่ึงการใชงานโปรแกรมผูใชงาน

จะตองมีขอมูล เพศ ประเภทของการเจ็บหนาอก อาการเจ็บหนาอกที่เกิดขึ้นในชวง

ทดสอบ และคาความลาดของคา ST segment ในคลื่นไฟฟาของ ECG เม่ือใสขอมูล

ครบถวนแลวกดปุม Submit โปรแกรมจะแสดงผลการทํานายความเส่ียงการเปนโรคหลอด

เลือดหัวใจดังภาพประกอบ 11 ในกรณที่ไมมีความเส่ียง และภาพประกอบ 12 ในกรณีที่มี

ความเส่ียง 

 

 
 

ภาพประกอบ 10 โปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอดเลือดหวัใจ 

 

 
 

ภาพประกอบ 11 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือไมมีความเสียงเปนโรคหัวใจ 

 

 
 

ภาพประกอบ 12 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือมีความเสียงเปนโรคหัวใจ 

 

5.สรปุผล 

งานวิจัยนี้นําเสนอเทคนคิการคัดเลือกคณุสมบัติของขอมูลดวยการวิเคราะห

แยกแยะเชิงเสน เพื่อลดขนาดมิติของขอมูลเพื่อเพิ่มประสิทธิภาพดานความถูกตองในการ

จําแนกขอมูลผูปวยโรคหลอดเลอืดหวัใจ เม่ือทําการคัดเลือกคุณลักษณะของขอมูลแลว จะ

ใชเฉพาะขอมูลของคุณสมบัติที่ไดรับเลือกไปใชในการสรางโมเดลจําแนกประเภทขอมูล

ทางดานการเรียนรูของเคร่ือง ไดแก อัลกอริทึมการถอดถอยโลจิสติกส อัลกอริทึมซัพ

พอรทเวกเตอรแมชชีน และอัลกอริทึมโครงขายประสาทเทียม ซ่ึงเปรียบเทียบ

ประสิทธิภาพความถูกตองในการจําแนกกับการใชชุดขอมูลดั้งเดิมรวมกับอัลกอริทึม

ดังกลาว รวมไปถึงเปรียบเทียบกับการคัดเลือกคุณลักษณะดวยการใชคาสหสัมพันธ ผล

การทดลองแสดงใหเห็นวาการคัดเลือกคุณลักษณะดวยวิธีการที่นําเสนอสามารถชวยเพิ่ม

ประสิทธิภาพความถูกตองโดยดูจากคาเฉลี่ยรวมของทุกโมเดลที่ใชในการจําแนกประเภท

ขอมูลผูปวยโรคหลอดเลือดหัวใจ นอกจากนี้ยังนําโมเดลที่ไดไปประยุกตใชพัฒนาเปน
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ภาพประกอบ 9 คาเกนความรูของแตละคุณสมบัติของขอมูลโรคหลอดเลือดหัวใจดวย 

 

เม่ือไดผลการคัดเลือกคณุสมบัติจากคาสหสัมพันธและการวิเคราะหแยกแยะ

เชิงเสนแลวจะนําไปสรางโมเดลเพื่อใชในการทํานายผูปวยโรคหลอดเลอืดหัวใจโดยใช

อัลกอริทึมด านการเ รียนรูของเคร่ืองที่  ไดแก  อัลกอริทึมการถดถอยโลจิสติกส  

อัลกอริทึมซัพพอรทเวกเตอรแมชชีน (โดยใช 4 เคอรเนลไดแก RBF, Linear, Polynomial, 

Sigmoid) มีการกําหนดคาพารามิเตอร gamma=0.1, C=1.0 เทากันทุกโมเดลเพื่อไมใหเกิด

ความเอนเอียง และอัลกอริทึมโครงขายประสาทเทียมใช Keras Tuner เพื่อใหไดโครงขายที่

เหมาะสมกับขอมูลและใชโครงขายดังกลาวในทุกโมเดลที่ใชโครงขายประสาทเทียม โดย

จะเปรียบเทียบผลประสิทธิภาพดานความถูกตองในการทํานายผูปวยโรคหลอดเลือดหวัใจ 

โดยแสดงผลการทํานายของโมเดลที่ขอมูลจากเทคนิคการคัดเลือกคุณลักษณะดวยการ

วิเคราะหแยกแยะเชิงเสน เปรียบเทียบกับการใชขอมูลคุณลักษณะดั้งเดิม (ไมมีการ

คัดเลือก) และการคัดเลือกคุณลกัษณะดวยคาสหสัมพันธและคาเกนความรู ผลการทดลอง

แสดงดังตาราง 2 

 

ตาราง 2 ผลการทดลอง 

Algorithm 
Accuracy 

ขอมูลดัง้เดมิ Correla�on LDA IG 

LR 84.87% 84.31% 87.11% 84.03% 
SVM (linear) 85.99% 80.11% 84.03% 84.31% 
SVM (poly) 82.35% 83.47% 86.83% 81.23% 
SVM (rbf) 73.11% 84.87% 86.55% 82.63% 
SVM (sigmoid) 56.86% 72.83% 86.83% 56.86% 
ANN  83.75% 83.47% 87.39% 84.03% 

เฉลีย่ 77.82% 81.51% 86.46% 78.85% 

 

จากตาราง 2 จะเห็นวาที่ขอมูลดั้งเดิมโมเดลที่มีคาความถูกตอง (Accuracy) 

สูงสุดคือที่ซัพพอรทเวกเตอรแมชชีนดวยเคอเนล Linear (SVM (linear)) โดยมีคาความ

ถูกตองรอยละ 85.99 เม่ือนําขอมูลที่คัดเลือกคุณสมบัติดวยคาสหสัมพันธ (Correlation) 

ไปสรางโมเดลดวย SVM (RBF) ทําใหประสิทธิภาพสูงสุดที่ รอยละ 84.87 และเม่ือใช

เทคนิคการวิเคราะหแยกแยะเชิงเสน (LDA) ในการคัดเลือกคุณสมบัติมีคาความถูกตอง

สูงสุดที่รอยละ 87.39 และเม่ือนําขอมูลที่ถูกคัดเลือกคุณสมบัติโดยคาเกนความรู (IG) 

โมเดลมีประสิทธิภาพสูงสุดที่ SVM (Linear) โดยมีคาความถูกตองที่รอยละ 84.31 การใช 

LDA เพื่อคัดเลือกคุณสมบัติที่เหมาะสมเม่ือเปรียบเทียบกับการใชขอมูลดังเดิมในการ

สรางโมเดลจะเห็นวามีประสิทธิภาพดีขึ้นแทบทุกโมเดลยกเวน SVM (Linear) แตถา

พิจารณาที่คาความถูกตองเฉลี่ยเปนวิธีการที่มีคาเฉลี่ยมากที่สุดเม่ือเทียบกับโมเดลที่สราง

จากขอมูลดังเดิมและขอมูลจากการคัดเลือกคุณสมบัติจากวิธีการอื่น ๆ ซ่ึงแสดงใหเห็นวา

เปนวิธีการที่ทําใหชวยเพิ่มประสิทธิภาพการทํานาย เนื่องจาก LDA เปนวิธีการคัดเลือก

คุณสมบัติที่ซับซอนโดยพิจารณาขอมูลในมิติใหมโดยพิจารณาสองเง่ือนไขไดแก ขอมูล

จะตองมีความแปรปรวนภายในคลาสต่ําสุดและความแปรปรวนระหวางคลาสสูงสุด ทํา

ใหขอมูลที่ถูกคัดเลือกสามารถใชในการแยกคลาสตาง ๆ ออกจากกันมากที่สุด ซ่ึงในขณะ

ที่ Correlation ตัดคุณลักษณะที่ซํ้าซอนกันออกโดยพิจารณาเพียงแคคาความแปรปรวน 

และ IG ที่คัดเลือกคุณลักษณะที่สามารถแบงคลาสของขอมูลไดดี โดยพิจารณาจาก 
Entropy ที่แสดงถึงความความแตกตางหรือกระจายตัวมากในการแยกคลาส 

 เม่ือไดโมเดลที่ใหประสิทธิภาพที่ดีที่สุดในการทํานายโรคหลอดเลือดหวัใจ

และจึงไดนําไปพัฒนาเปนโปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอด

เลือดหัวใจ แสดงหนาตางโปรแกรมดังภาพประกอบ 10 ซ่ึงการใชงานโปรแกรมผูใชงาน

จะตองมีขอมูล เพศ ประเภทของการเจ็บหนาอก อาการเจ็บหนาอกที่เกิดขึ้นในชวง

ทดสอบ และคาความลาดของคา ST segment ในคลื่นไฟฟาของ ECG เม่ือใสขอมูล

ครบถวนแลวกดปุม Submit โปรแกรมจะแสดงผลการทํานายความเส่ียงการเปนโรคหลอด

เลือดหัวใจดังภาพประกอบ 11 ในกรณที่ไมมีความเส่ียง และภาพประกอบ 12 ในกรณีที่มี

ความเส่ียง 

 

 
 

ภาพประกอบ 10 โปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอดเลือดหวัใจ 

 

 
 

ภาพประกอบ 11 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือไมมีความเสียงเปนโรคหัวใจ 

 

 
 

ภาพประกอบ 12 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือมีความเสียงเปนโรคหัวใจ 

 

5.สรปุผล 

งานวิจัยนี้นําเสนอเทคนคิการคัดเลือกคณุสมบัติของขอมูลดวยการวิเคราะห

แยกแยะเชิงเสน เพื่อลดขนาดมิติของขอมูลเพื่อเพิ่มประสิทธิภาพดานความถูกตองในการ

จําแนกขอมูลผูปวยโรคหลอดเลอืดหวัใจ เม่ือทําการคัดเลือกคุณลักษณะของขอมูลแลว จะ

ใชเฉพาะขอมูลของคุณสมบัติที่ไดรับเลือกไปใชในการสรางโมเดลจําแนกประเภทขอมูล

ทางดานการเรียนรูของเคร่ือง ไดแก อัลกอริทึมการถอดถอยโลจิสติกส อัลกอริทึมซัพ

พอรทเวกเตอรแมชชีน และอัลกอริทึมโครงขายประสาทเทียม ซ่ึงเปรียบเทียบ

ประสิทธิภาพความถูกตองในการจําแนกกับการใชชุดขอมูลดั้งเดิมรวมกับอัลกอริทึม

ดังกลาว รวมไปถึงเปรียบเทียบกับการคัดเลือกคุณลักษณะดวยการใชคาสหสัมพันธ ผล

การทดลองแสดงใหเห็นวาการคัดเลือกคุณลักษณะดวยวิธีการที่นําเสนอสามารถชวยเพิ่ม

ประสิทธิภาพความถูกตองโดยดูจากคาเฉลี่ยรวมของทุกโมเดลที่ใชในการจําแนกประเภท

ขอมูลผูปวยโรคหลอดเลือดหัวใจ นอกจากนี้ยังนําโมเดลที่ไดไปประยุกตใชพัฒนาเปน

ภาพประกอบ 10 โปรแกรมที่ใช้สำ�หรับประเมิน 
ความเสี่ยงการเป็นโรคหลอดเลือดหัวใจ

ภาพประกอบ 12 แสดงตัวอย่างการทำ�นาย 
ของโปรแกรมเมื่อมีความเสียงเป็นโรคหัวใจ

ภาพประกอบ 11 แสดงตัวอย่างการทำ�นายของ
โปรแกรมเมื่อไม่มีความเสียงเป็นโรคหัวใจ
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กับการคัดเลือกคุณลักษณะดว้ยการใช้คา่สหสัมพนัธ์ 
ผลการทดลองแสดงใหเ้หน็วา่การคดัเลือกคณุลกัษณะ
ด้วยวิธีการที่นำ�เสนอสามารถช่วยเพิ่มประสิทธิภาพ
ความถูกต้องโดยดูจากค่าเฉล่ียรวมของทุกโมเดลที่
ใชใ้นการจำ�แนกประเภทขอ้มลูผู้ป่วยโรคหลอดเลือด
หัวใจ นอกจากนียั้งนำ�โมเดลทีไ่ดไ้ปประยุกต์ใชพั้ฒนา
เปน็โปรแกรมทีใ่ชส้ำ�หรบัประเมนิความเสีย่งการเปน็
โรคหลอดเลอืดหวัใจเพือ่ให้ผูใ้ชง้านไดร้บัทราบโอกาส
ความเสีย่งตอ่การเกดิโรคหลอดเลอืดหัวใจของตนเอง 
และสามารถหาทางรักษาได้อย่างทันท่วงที แต่เนื่อง
ดว้ยขอ้มลูทีต่อ้งใชใ้นการประเมนิความเส่ียงเป็นข้อมลู
ที่ต้องมีการตรวจจากผู้เช่ียวชาญจึงเป็นโปรแกรมท่ี
เหมาะสมนำ�ไปใช้ในการชว่งคดักรองในสถานพยาบาล

	 สำ�หรบัแนวทางการวจิยัในอนาคตจะมุง่เนน้ 
การใช้แหล่งข้อมูลโรคหัวใจท่ีมาจากหลากหลาย 
แหล่งที่มาของข้อมูลเพ่ือเพ่ิมประสิทธิภาพความ 
แม่นยำ�และความน่าเชื่อถือของการวิจัย 
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บทคัดย่อ: การวิจัยนี้มุ่งเน้นการพัฒนาระบบสารสนเทศเพื่อบริหารจัดการ
ข้อมูลถังขยะเปียกในพื้นที่องค์การบริหารส่วนตำ�บลละงู จังหวัดสตูล โดย
มีวัตถุประสงค์เพื่อแก้ไขปัญหาการจัดการถังขยะเปียกที่ไม่มีระบบระเบียบ  
และเพ่ิมประสิทธิภาพในการบริหารจัดการข้อมูลขยะในระดับท้องถิ่น  
ขัน้ตอนการดำ�เนินงานวจัิยประกอบดว้ย การวเิคราะหค์วามตอ้งการของระบบ 
การพัฒนาโปรแกรมด้วยเทคโนโลยี Flutter Framework และการประเมิน
ความพึงพอใจของผูใ้ชง้าน ผลการทดลองใชง้านระบบพบวา่ ระบบทีพ่ฒันาขึน้ 
สามารถชว่ยลดปัญหาขยะเปยีกในพืน้ทีไ่ดอ้ยา่งมปีระสทิธภิาพ ลดผลกระทบต่อ
สิง่แวดลอ้ม และสง่เสริมการมีสว่นรว่มของชมุชนในการจดัการขยะ นอกจากน้ี  
เมื่อเชื่อมโยงผลการวิจัยกับทฤษฎีและงานวิจัยที่เกี่ยวข้อง พบว่า การนำ�
นวตักรรมและเทคโนโลยสีมยัใหมม่าใชใ้นการบรหิารจดัการขยะ มสีว่นสำ�คญั
ต่อการพัฒนาแนวทางการจัดการขยะที่ยั่งยืนในระดับท้องถิ่น

Abstract: This research focuses on developing an information 
system for managing wet garbage bin data in the Langu Subdistrict  
Administrative Organization, Satun Province. The aim is to resolve 
disorganized wet garbage bin management and enhance the  
efficiency of local waste data administration. The research  
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methodology consists of three key phases: 
analyzing system requirements, developing the 
system using Flutter Framework technology, 
and evaluating user satisfaction. Experimental  
results show that the developed system  
effectively reduces issues related to wet waste 
in the area, mitigates environmental impacts, 
and fosters greater community participation 
in waste management efforts. Furthermore, 
integrating the findings with relevant theories 
and previous studies underscores the critical 
role of innovation and modern technology  
in establishing sustainable local waste  
management solutions.

1. บทนำ� (Introduction)

	 การจัดการขยะมูลฝอยเปียกในชุมชนเป็น
ประเด็นสำ�คัญท่ีต้องการการแก้ไขอย่างต่อเนื่องเพื่อ
ลดปริมาณขยะที่สะสมและส่งเสริมการนำ�กลับมา
ใช้ประโยชน์ได้ เช่น การผลิตปุ๋ยหรือแก๊สชีวภาพ  
(Xu et al., 2022) แม้ว่านโยบายและแนวทางต่างๆ 
จะถกูนำ�มาใชเ้พือ่พยายามปรบัปรงุกระบวนการจดัการ
ขยะในท้องถิ่น แต่การดำ�เนินการจริงยังคงพบกับ 
ปัญหา รวมถึงความล่าช้าในการเข้าถึงข้อมูลและ 
ความไม่แม่นยำ�ในการจดัเกบ็ขอ้มลูขยะ (Tungchuvong  
et al., 2022)

	 ในการศกึษานี ้ผูว้จิยัมุง่เนน้การพัฒนาระบบ
ใหม่ที่ออกแบบมาเพื่อบริหารข้อมูลการจัดเก็บถัง
ขยะเปียกในองค์การบริหารส่วนตำ�บลละงู จังหวัด
สตูล โดยใช้เทคนิค Flutter Framework ซึ่งระบบ
นีม้จีดุมุ่งหมายเพ่ือปรบัปรงุกระบวนการบนัทกึขอ้มลู
แบบดั้งเดิมท่ียังคงใช้กระดาษและเอกสาร (Langu 
Subdistrict Administrative Organization, 2022) 
ปัญหาหลักที่เผชิญ ได้แก่ การสูญหายข้อมูล ความ
ล่าช้าในการค้นหาข้อมูล และการใช้ทรัพยากรท่ีไม่

คุ้มค่า การนำ�เทคโนโลยีดจิทิลัมาใช้ในระบบนีจ้งึเปน็
ทางออกที่จำ�เป็นและเร่งด่วน

	 การพัฒนานี้ไม่เพียงแต่จะช่วยแก้ไขปัญหา
เหล่านั้น แต่ยังนำ�เสนอทางออกท่ีสามารถนำ�ไป
ใช้กว้างขวางในการส่งเสริมการจัดการข้อมูลอย่าง
ยั่งยืนในชุมชน ด้วยความสามารถในการสร้างส่วน 
ต่อประสานผู้ใช้ (User Interface: UI) ท่ีสวยงาม 
การทำ�งานทีร่วดเรว็ และความสามารถในการพฒันา 
แอปพลิเคชันได้ทั้ง iOS และ Android จากการใช้
โค้ดชุดเดียวกัน (Flutter, 2022) ความโดดเด่นของ 
Flutter ได้แก่ Hot Reload ซ่ึงช่วยให้นักพัฒนา 
เหน็ผลของการเปลีย่นแปลงโคด้ทนัทโีดยไมต่อ้งรสีตาร์ท 
แอปพลิเคชัน (Ankam et al.,2023) นอกจากนี้ 
ยงัม ีRich Set of Widgets ทีห่ลากหลายและสามารถ
ปรับแต่งได้เต็มที่ และประสิทธิภาพที่โค้ดภาษา  
Dart ถกูคอมไพลเ์ปน็โคด้เฉพาะระบบปฏบิตักิารหนึง่
โดยเฉพาะ (Native Application) ทำ�ใหแ้อปพลเิคชนั 
ทำ�งานได้รวดเร็วและลื่นไหล

	 การนำ�เสนอระบบใหม่ มุ่งเน้นที่การสำ�รวจ
และเก็บรวบรวมข้อมูลถังขยะเปียกและพัฒนา 
แอปพลิเคชันเพื่อบริหารข้อมูลการจัดเก็บถังขยะ
เปียกในส่วนท้องถิ่น โดยมุ่งเน้นที่การนำ�เทคโนโลย ี
มาชว่ยแกไ้ขปญัหาทางสังคมในอนาคต นอกจากการลด
ปัญหาการสะสมขยะแล้ว ยังส่งเสริมความรบัผิดชอบ 
ทางสงัคมในการรกัษาสิง่แวดลอ้ม และเปน็แบบอยา่ง
ที่ดีในการนำ�เทคโนโลยีและนวัตกรรมไปใช้ในการ
แก้ไขปัญหาของชุมชนและสังคมในประเทศอย่าง 
มีประสิทธิภาพและเหมาะสม

2. ทฤษฎีและงานวิจัยที่ เกี่ยวข้อง  
(Theoretical Background and   
Literature Review)

	 ในหัวขอ้น้ีกลา่วถงึสิง่ทีเ่กีย่วขอ้งในการพฒันา
ระบบของผู้วิจัย ประกอบด้วยหัวข้อ ดังนี้ 
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2.1 ทฤษฎีเกี่ยวกับการจัดการขยะเปียก

	 Xu et al. (2022) ได้อธบิายถงึกระบวนการ
ย่อยสลายทางชวีภาพเพือ่แปลงขยะเปยีกเปน็สารเคมี
ทีม่คีา่ เช่น กรดและแอลกอฮอล ์และอภปิรายถงึการ
ใชเ้ทคโนโลยทีางชวีภาพและเคมเีพ่ือการรไีซเคลิขยะ
อยา่งย่ังยนื การยอ่ยสลายแบบไม่ใชอ้ากาศ (Anaerobic 
Digestion) ถูกนำ�มาใช้เป็นวิธีหลักในการแปลงขยะ
อินทรีย์เป็นเชื้อเพลิงชีวภาพ เช่น ไบโอแก๊ส ซึ่งเป็น
แหล่งพลังงานทดแทนที่สำ�คัญ นอกจากน้ียังมีการ 
นำ�เสนอนวัตกรรมในการปรับปรุงประสิทธิภาพการ
แปลงขยะเปน็เช้ือเพลงิและสารเคม ีเชน่ การยอ่ยสลาย
แบบแหง้ (Dry AD) ซึง่สามารถผลติกา๊ซมเีทนในปริมาณ
มาก ซึ่งงานวิจัยที่กล่าวไปข้างต้นเน้นกระบวนการ
ย่อยสลายทางชวีภาพเพือ่แปลงขยะเปยีกเปน็สารเคมี 
ทีม่คีา่ เชน่ กรดและแอลกอฮอล ์และการใชเ้ทคโนโลยี
ทางชีวภาพและเคมีเพื่อการรีไซเคิลขยะอย่างยั่งยืน 

	 Eriksson, Strid, & Hansson (2015) ได้
ศึกษาเปรียบเทียบผลกระทบด้านสิ่งแวดล้อมที่เกิด
จากการจัดการเศษอาหารเหลือท้ิงในบริบทของ
ประเทศสวเีดน งานวจิยัดงักลา่วมุ่งเนน้การวเิคราะห์
อยา่งละเอยีดตอ่ปรมิาณการปลอ่ยกา๊ซเรอืนกระจกที่ 
เกิดข้ึนจากกระบวนการจัดการขยะอินทรีย์ในแต่ละ 
รปูแบบ การศกึษานีไ้ดน้ำ�หลกัการลำ�ดบัความสำ�คญั 
ในการจัดการขยะ (Waste Hierarchy) มาใช้เป็น 
กรอบแนวคดิในการประเมินประสทิธภิาพของวธิกีาร
ต่างๆ ผลการศกึษาพบวา่ลกัษณะเฉพาะของผลิตภัณฑ์
อาหารแตล่ะประเภทมบีทบาทสำ�คญัอยา่งยิง่ตอ่การ
เลอืกวธิกีารจดัการทีเ่หมาะสมทีส่ดุ การคน้พบนีม้คีวาม
สอดคล้องกับแนวคิดการจัดการขยะเปียกในระดับ 
ท้องถิ่น โดยเฉพาะในบริบทของการวางแผนระบบ 
การเกบ็รวบรวมและกำ�จดัขยะมูลฝอยทีมี่ประสทิธิภาพ 
นอกจากนี้ การวิจัยยังเน้นย้ำ�ถึงความจำ�เป็นในการ
พิจารณาผลกระทบด้านสิ่งแวดล้อมอย่างรอบด้าน 
ไม่เพียงแต่คำ�นึงถึงปริมาณขยะที่เกิดขึ้น แต่ยังรวม
ถึงศักยภาพในการทดแทนการผลิตทรัพยากรใหม่
ด้วย แนวทางการวิเคราะห์ดังกล่าวให้ข้อเสนอแนะ

ที่มีคุณค่าสำ�หรับการพัฒนาระบบการจัดการขยะใน
ชุมชน โดยเฉพาะการประยุกตเ์ทคโนโลยีสารสนเทศเพ่ือ 
เพ่ิมประสทิธภิาพในการตดิตามและควบคมุกระบวนการ
จดัการขยะเปยีกในพืน้ทีต่า่งๆ ซ่ึงสามารถนำ�ไปปรบัใช้ 
กับบริบทการจัดการขยะในระดับองค์กรปกครอง 
ส่วนท้องถิ่นได้อย่างเหมาะสม

2.2 ทฤษฎีเกี่ยวกับการพัฒนาระบบ

	 Sampaothong & Sanchana (2023) ได้
พัฒนาแอปพลิเคชันส่งเสริมการท่องเที่ยวเชิงเกษตร
ของภักดีฟาร์มโดยใช้เทคโนโลยีความเป็นจริงเสริม 
(Augmented Reality: AR) ผู้วิจัยได้ประยุกต์ใช้
วงจรการพัฒนาระบบ (System Development 
Life Cycle: SDLC) ในการพัฒนาซึ่งประกอบด้วย
ขั้นตอนต่างๆ ดังนี้ (1) การวิเคราะห์ความต้องการ
ของผู้ใช้และการรวบรวมข้อมูล: ศึกษาและรวบรวม
ขอ้มลูความตอ้งการของผูใ้ชเ้พือ่นำ�มาใช้ในการพฒันา
แอปพลิเคชนัและสรา้งฐานข้อมูลทีเ่กีย่วข้องกับเนือ้หา
ภกัดฟีาร์ม (2) การออกแบบสว่นต่อประสานผูใ้ช ้และ
โมเดล 3 มติ:ิ ออกแบบสว่นตอ่ประสานผูใ้ชแ้ละโมเดล 
3 มิติที่จำ�เป็นสำ�หรับการทำ�งานของแอปพลิเคชัน
ในรูปแบบ AR โดยใช้เครื่องมือออกแบบกราฟิกและ
โมเดลลิง่ (3) การพฒันาและการทดสอบแอปพลเิคชนั:  
พัฒนาแอปพลิเคชันโดยใช้โปรแกรม Unity และ
เทคโนโลยี AR เช่น AR Core และ AR Foundation 
รวมทัง้การทดสอบความเสถยีรและประสิทธภิาพของ
แอปพลิเคชันในสภาพแวดล้อมจริง (4) การประเมิน
ผลการใชง้านจากผูใ้ชจ้รงิ: ประเมนิผลการใชง้านจาก
ผูใ้ชจ้รงิและวเิคราะหข์อ้เสนอแนะเพือ่นำ�ไปปรบัปรงุ
แอปพลเิคชนัให้ตอบโจทยแ์ละมปีระสทิธภิาพมากขึน้ 
(5) การปรับปรุงและการบำ�รุงรักษาระบบ: ดำ�เนิน
การปรับปรุงและแก้ไขข้อผิดพลาดตามข้อเสนอแนะ  
และทำ�การบำ�รุงรักษาระบบให้ทำ�งานได้อย่าง 
ต่อเนื่องและมีความเสถียร ซ่ึงงานวิจัยท่ีกล่าวไป 
ข้างต้นได้ประยุกต์ใช้วงจรพัฒนาระบบแบบ SDLC 
ในการพัฒนาแอปพลิเคชันดังกล่าว 
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	 Al-Rahmi et al. (2021) ทฤษฎีการ
ยอมรับเทคโนโลยี (Technology Acceptance 
Model: TAM) ถกูนำ�มาใชอ้ธบิายปจัจยัทีม่ผีลต่อการ
ยอมรับและการใช้งานเทคโนโลยใีนบรบิทของการใช้ 
โซเชยีลมเีดียในสถาบนัการศกึษา การวจัิยนีไ้ดส้ำ�รวจ
ความสัมพันธ์ระหว่างความมีประโยชน์ท่ีรับรู้และ 
ความตั้งใจที่จะใช้โซเชียลมีเดียเพื่อการเรียนรู้ และ 
ไดผ้ลวา่มคีวามสมัพนัธท์ีม่นียัสำ�คญั ความมปีระโยชน์
ทีร่บัรู ้(Perceived Usefulness) ถูกนิยามว่าผู้ใช้รูสึ้ก
วา่การใชเ้ทคโนโลยใีหมจ่ะชว่ยเพิม่ประสทิธผิลของงาน
ของตน สว่นความงา่ยในการใชง้านทีร่บัรู ้(Perceived 
Ease of Use) คือการรู้สึกว่าการใช้เทคโนโลยีใหม่
นั้นง่ายและไม่ยุ่งยาก ซ่ึงงานวิจัยที่กล่าวไปข้างต้น
จะมุ่งเน้นการเพิ่มความลึกในการศึกษาปัจจัยท่ีมีผล
ต่อการยอมรับและการใชง้านเทคโนโลยใีนบริบทอืน่ๆ 

2.3 เทคโนโลยีที่ใช้ในการพัฒนาระบบ

	 Flutter (2022) Flutter เปน็ Framework 
ที่ Google เปิดตัวครั้งแรกในปี 2017 และได้รับการ
พัฒนาอย่างต่อเนื่องจนกลายเป็นเครื่องมือยอดนิยม
สำ�หรับการพัฒนาแอปพลิเคชันข้ามแพลตฟอร์ม 
(Google, 2017; Flutter, 2022) โดยสามารถสร้าง
แอปพลิเคชันที่ทำ�งานได้บนหลายแพลตฟอร์ม ทั้ง 
Android, iOS, Linux, macOS, Windows, และ
ระบบฝงัตวั (Embedded System) ดว้ยโคด้เดยีวกนั 
คุณสมบัติหลักของ Flutter ได้แก่ ความเร็วในการ
ทำ�งานเนื่องจากโค้ดถูกคอมไพล์เป็นชุดคำ�สั่ง การ
ทำ�งานแบบ Hot Reload ทีช่ว่ยใหน้กัพัฒนาสามารถ
ดูการเปล่ียนแปลงได้ทันทีโดยไม่สูญเสียสถานะ 
ของระบบ และความยดืหยุน่ในการควบคมุการแสดง
ผลบนหนา้จอได้อยา่งละเอยีด ซึง่ทำ�ใหเ้ปน็เครือ่งมอื 
ที่เหมาะสมสำ�หรับการพัฒนาแอปพลิเคชันที่มี 
ความสวยงามและมีประสิทธิภาพ

	 Rawat et al. (2021) ระบบการจดัการฐาน
ขอ้มลู (Database Management System: DBMS) 
เป็นองค์ประกอบหลักในการบริหารจัดการข้อมูล 

ที่มีความซับซ้อนและมีปริมาณมากในองค์กรและ
สถาบันต่างๆ ทฤษฎีนี้ครอบคลุมถึงการใช้ซอฟต์แวร์
สำ�หรับจัดการฐานข้อมูล รวมถึงการดำ�เนินการ 
คำ�ส่ังต่างๆ ในฐานข้อมลูเพ่ือเพ่ิมความสะดวกในการ
เข้าถึง การลบ และการแก้ไขข้อมูลอย่างรวดเร็วและ
มีประสิทธิภาพ (ทั้งมีประสิทธิภาพ มีประสิทธิผล 
และแม่นยำ�) ตัวอย่างของ DBMS ที่ได้รับความนิยม
คือ MySQL ซึ่งเป็นระบบการจัดการฐานข้อมูลแบบ 
Relational (RDBMS) และสามารถจัดการข้อมูลใน 
รูปแบบตารางท่ีประกอบด้วยแถว (Records) และ
คอลมัน ์(Fields) ไดอ้ยา่งหลากหลาย ทำ�ใหก้ารจัดการ
ข้อมูลในปริมาณมากเป็นไปได้อย่างมีประสิทธิภาพ 
นอกจากนี ้DBMS ชว่ยใหผู้้ดแูลระบบสามารถควบคมุ
และจดัการฐานขอ้มลูผา่นหนา้เวบ็ไดส้ะดวกขึน้ ทำ�ให้
งา่ยตอ่การดแูลและจดัการขอ้มลูตา่งๆ ดงันัน้ DBMS 
จึงมีความสำ�คัญในการสนับสนุนการบริหารจัดการ
ขอ้มลูอยา่งมปีระสิทธภิาพ และชว่ยใหส้ามารถเขา้ถงึ 
ข้อมูลได้อย่างรวดเร็วและแม่นยำ� ซ่ึงเป็นสิ่งจำ�เป็น 
ในยุคดิจิทัลปัจจุบัน ซึ่งงานวิจัยท่ีกล่าวไปข้างต้นจะ 
มุ่งเน้นเกี่ยวกับ DBMS ซึ่งเป็นส่วนสำ�คัญของ 
การบริหารจัดการข้อมูลที่มีความซับซ้อนและมาก 
ในองค์กรและสถาบันต่างๆ 

	 Christensen et al. (2020) ได้กล่าวถึง 
การใชก้ารประเมนิวงจรชวีติ (Life Cycle Assessment:  
LCA) เพื่อประเมินผลกระทบทางสิ่งแวดล้อมและ
การใชท้รพัยากรของระบบการจดัการขยะ ซึง่รวมถงึ 
ข้ันตอนต้ังแต่การสร้างขยะไปจนถึงการขนส่ง การ
บำ�บัด การกำ�จัดขยะ รวมทั้งการแลกเปลี่ยนวัสดุ
และพลังงานกับสังคมโดยรอบ การใช้ LCA ช่วยให้
เข้าใจประสิทธิภาพและผลกระทบทางสิ่งแวดล้อม
ของเทคโนโลยีใหม่ๆ ในการจัดการขยะ ซึ่งสามารถ
นำ�ไปสู่การพัฒนาทางเทคโนโลยีที่มีประสิทธิภาพสูง
สำ�หรับระบบการจัดเก็บข้อมูลขยะเปียกที่ผู้ศึกษา 
กำ�ลงัพฒันา การประเมนินีส้นบัสนนุใหผู้ศ้กึษาออกแบบ
และปรับปรุงเทคโนโลยีหรือกระบวนการในระบบ 
ของผู้ศึกษาเพื่อเพิ่มประสิทธิภาพการเก็บข้อมูลและ
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การจัดการข้อมูลที่มีผลกระทบสิ่งแวดล้อมต่ำ�สุด ซึ่ง
งานวิจยัทีก่ลา่วไปขา้งตน้จะมุง่เนน้การใชก้ารประเมนิ
วงจรชีวิต เพ่ือประเมินผลกระทบทางสิง่แวดลอ้มและ
การใช้ทรัพยากรของระบบการจัดการขยะทั้งหมด 

2.4 งานวิจัยท่ีเกี่ยวข้อง (Literature 
Review)

	 Deepa (2020) ได้ทำ�วิจัยเรื่อง การพัฒนา
ระบบการจดัการขยะมูลฝอยท่ีมปีระสทิธภิาพสำ�หรบั
พืน้ทีเ่มอืงทีม่กีารพัฒนาแบบอจัฉรยิะ โดยการประยุกต์
นวัตกรรมทางด้านเทคโนโลยีสารสนเทศ ทั้งใน 
รปูแบบของแอปพลเิคชนับนอปุกรณพ์กพาและระบบ
เว็บไซต์ แนวคิดหลักของระบบดังกล่าวมุ่งเน้นการ 
ยกระดบัคุณภาพการดำ�เนนิงานดา้นการรวบรวมและ
ขนส่งขยะมูลฝอย พร้อมท้ังสนับสนุนการลดการใช้
งานทรัพยากรสาธารณะของหน่วยงานภาครัฐอย่าง
มีนยัสำ�คัญ กลไกสำ�คญัของระบบนี้อาศัยการทำ�งาน
ของเทคโนโลยีระบุตำ�แหน่ง เพื่อสร้างประสิทธิภาพ
ในการวางแผนและติดตามการดำ�เนินงานด้าน
การจัดการขยะมูลฝอยในชุมชน นอกจากนี้ ระบบ 
ยังรองรับการส่ือสารแบบสองทางระหว่างผู้ใช้งาน 
และหน่วยงานท่ีรับผิดชอบ ซึ่งช่วยสร้างการมีส่วน
รว่มของประชาชนในการแกไ้ขปญัหาดา้นสิง่แวดลอ้ม
ในทอ้งถิน่ การประยกุตเ์ทคโนโลยดีจิทิลัในลกัษณะน้ี
แสดงใหเ้หน็ถงึศักยภาพในการปรับปรุงกระบวนการ
ทำ�งานแบบดัง้เดมิให้มคีวามทันสมยัและตอบสนองตอ่
ความต้องการของสงัคมในยคุปจัจบุนัไดอ้ยา่งเหมาะสม

	 Piriyapun (2022) ไดท้ำ�วิจยัเรือ่ง “ภาชนะ
สำ�หรบัรองรับขยะมลูฝอยในหนว่ยงานราชการท้องถิน่
มุง่เนน้การปรบัปรุงระบบการจดัการขยะใหเ้หมาะสม
และเป็นระเบยีบ” โดยการศกึษาเกีย่วกบัการตัง้ถงัขยะ
มลูฝอยในสถานทีส่าธารณะและสถานทีเ่ปน็ของภาค
เอกชน เพื่อให้เป็นระเบียบ สวยงาม และเหมาะสม 
กับการใช้งาน งานวิจัยน้ีได้นำ�เสนอหลายระบบ
ภาชนะที่เหมาะสมสำ�หรับการจัดการขยะมูลฝอยใน 
หนว่ยงานราชการทอ้งถิน่ โดยระบบภาชนะนีจ้ะมกีาร

แยกประเภทขยะตามสีต่างๆ และมีการใช้สัญลักษณ์
หรือข้อความเพื่อแสดงถึงประเภทของขยะมูลฝอย 
อย่างชัดเจน เพื่อให้ผู้ใช้งานสามารถทำ�ความเข้าใจ
และใช้งานได้อย่างถูกต้อง โดยเฉพาะตามประกาศ
กระทรวงมหาดไทย เรื่อง การจัดการมูลฝอย พ.ศ. 
2560 ที่กำ�หนดสีของภาชนะตามประเภทขยะ
มูลฝอยต่างๆ อย่างชัดเจนและเหมาะสม การวิจัยนี้
เป็นประโยชน์ในการสร้างระบบการจัดการขยะท่ีมี
ประสิทธิภาพและเป็นระเบียบในหน่วยงานราชการ
ท้องถ่ินและสถานที่สาธารณะต่างๆ ซึ่งจะช่วยลด
ปริมาณขยะมูลฝอยที่ส่งลงมายังท้องถิ่นและชุมชน 
ได้โดยตรง และส่งผลดีต่อส่ิงแวดล้อมและสังคม 
ในระยะยาว ซึ่งงานวิจัยที่กล่าวไปข้างต้นมุ่งเน้น 
เกีย่วกับการปรบัปรงุระบบการจดัการขยะใหเ้หมาะสม 
และเป็นระเบียบในหน่วยงานราชการท้องถิ่น โดย
การศึกษาการตั้งถังขยะมูลฝอยในสถานที่สาธารณะ
และสถานที่เป็นของภาคเอกชน เพื่อให้เป็นระเบียบ 
สวยงาม และเหมาะสมกับการใช้งาน 

	 Ankam et al. (2023) ได้ทำ�วิจัยเรื่อง  
การพัฒนาแอปพลิเคชันบนอุปกรณ์มือถือท่ีมุ่งเสริม
สร้างการจัดการขยะในเมือง โดยใช้เทคโนโลยีที่ 
ติดตั้งตามสถานท่ีเพื่อแจ้งเตือนผู้ใช้เกี่ยวกับการมา
ถึงของรถจัดเก็บขยะและช่วยให้ผู้ใช้ระบบสามารถ
ค้นหาจุดทิ้งขยะที่ใกล้ที่สุดได้ นวัตกรรมน้ีช่วยเพ่ิม
ความเปน็ระเบยีบและประสทิธภิาพในการจดัการขยะ  
ซึ่งทำ�ให้ผู้ใช้ระบบสามารถเข้าถึงข้อมูลการจัดการ
ขยะได้สะดวกและทันสมัยมากขึ้น การใช้เทคโนโลยี  
Flutter Framework ในการพัฒนาระบบไม่เพียง
แต่ช่วยลดความซ้ำ�ซ้อนในการพัฒนาเนื่องจาก 
แอปพลิเคชันนี้สามารถทำ�งานได้ทั้งบนอุปกรณ์ iOS 
และ Android จากฐานโค้ดเดียวกัน แต่ยังสนับสนุน
การเข้าถึงระบบอย่างกว้างขวางด้วย โดยเฉพาะ
อยา่งยิง่ การวจิยันีมุ้ง่เนน้การพฒันาระบบฐานขอ้มลู 
และแพลตฟอร์มที่มีความยืดหยุ่นและปรับแต่งได้สูง 
ซ่ึงช่วยให้การพัฒนาระบบหรือแพลตฟอร์มสำ�หรับ 
ผูด้แูลระบบและแอปพลเิคชนัสำ�หรบัผูใ้ชม้ปีระสทิธภิาพ
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และตอบสนองต่อความต้องการของผู้ใช้ได้อย่างดี  
การพฒันาดงักลา่วไม่เพยีงแต่ช่วยใหก้ารจัดการขอ้มูล
เปน็ไปอยา่งมปีระสทิธิภาพ แตย่งัรวมถึงการออกแบบ
ทีท่นัสมยัและการทำ�งานทีร่าบรืน่ ซึง่งานวจิยัทีก่ลา่ว
ไปข้างต้นจะมุง่เน้นการพัฒนาแอปพลเิคชนับนอปุกรณ์
มือถือเพื่อส่งเสริมการจัดการขยะในเมือง โดยผู้วิจัย
ใช้ Flutter Framework สำ�หรับการพัฒนาในครั้งนี้ 

	 จากท่ีศึกษาทฤษฎีและงานวิจัยที่เกี่ยวข้อง
กับการพัฒนาระบบจัดการขยะข้างต้น ผู้วิจัยจึงได้
นำ�แนวทางขา้งตน้มาประยกุตแ์ละปรับปรงุแกไ้ข เพ่ือ
พัฒนาระบบของผู้วิจัยให้สามารถทำ�งานได้อย่างมี
ประสิทธิภาพ 

3. กรอบแนวคิดการวิจัย (The Research 
Conceptual Framework)

	 การศึกษาในครั้งนี้เป็นการศึกษาระบบ
สารสนเทศเพื่อการบริหารข้อมูลการจัดเก็บถังขยะ
เปยีกในส่วนทอ้งถิ่น: กรณีศึกษาองคก์ารบริหารส่วน
ตำ�บลละงู จังหวัดสตูล โดยมีกรอบแนวคิดการวิจัย  
ดังภาพประกอบ 1

	 3.1 เริม่ตน้การวิจยั: จดุเร่ิมตน้ของโครงการ
วิจัยระบบสารสนเทศเพือ่การบรหิารขอ้มลูการจดัเก็บ
ถังขยะเปียก

	 3.2 สำ�รวจข้อมูลถังขยะเปียกในพื้นที่ 
ท้องถิ่น: การเก็บข้อมูลและสำ�รวจสถานที่จริง 
เพื่อเก็บข้อมูลถังขยะ

	 3.3 เก็บรวบรวมและจัดฐานข้อมูลข้อมูล: 
การประมวลผลขอ้มูลทีเ่กบ็มาเพือ่ใชใ้นการวเิคราะห์
และพัฒนาแอปพลิเคชัน

	 3.4 ออกแบบแอปพลิเคชัน Android:  
การออกแบบแอปพลิเคชันตามข้อมูลท่ีได้จาก 
การวิจัยเบื้องต้น

	 3.5 พัฒนาแอปพลิเคชันสำ�หรับใช้งานจริง: 
การพัฒนาแอปพลิเคชันเพื่อให้พร้อมสำ�หรับการใช้
งานในสภาพแวดล้อมจริง

	 3.6 ทดสอบฟังก์ชันการทำ�งานของ 
แอปพลิเคชัน: ทดสอบคุณภาพและการทำ�งานของ
แอปพลิเคชันในสถานการณ์จำ�ลอง

	 3.7 ประเมินแอปพลิเคชันโดยผู้ใช้และ 
ผู้ดูแลระบบ: การประเมินผู้ใช้งานเพื่อสอบถาม 
ความพึงพอใจโดยใชแ้บบประเมินแบบ Likert Scale 
5 ระดับ (Likert, 1932) เพื่อวัดระดับความพึงพอใจ
อย่างเป็นระบบ

	 3.8 วิเคราะห์ข้อมูลการประเมิน: วิเคราะห์
ขอ้มูลทีไ่ดจ้ากการประเมนิโดยใช้เทคนคิ Black Box 
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3.11 สิ้นสุดการวิจัย: จุดสิ้นสุดของโครงการวิจัยระบบสารสนเทศเพื่อการบริหารขอมูลการจัดเก็บถังขยะเปยก 

 
ภาพประกอบ 1 กรอบแนวคิดการวิจัย 

 

 

4. เครื่องมือที่ใชการวิจัย (Research Instruments) 
1. โปรแกรมจัดเก็บขอมูลถังขยะเปยก อบต.ละง ู
2. แบบประเมินประสิทธิภาพระบบสารสนเทศเพื่อการบริหารขอมูลการจัดเก็บถังขยะเปยกในสวนทองถิ่น: 

กรณีศึกษาองคการบริหารสวนตําบลละงู จังหวัดสตูล 
3. แบบสอบถามความพึงพอใจของระบบสารสนเทศเพื่อการบริหารขอมูลการจัดเก็บถังขยะเปยกในสวนทองถิ่น: 

กรณีศึกษาองคการบริหารสวนตําบลละงู จังหวัดสตูล 
 

5. วิธีการดําเนินการวิจัย (Research Methodology) 
การวิจัยเรื่องการพัฒนาระบบสารสนเทศเพื่อการบริหารขอมูลการจัดเก็บถังขยะเปยกในสวนทองถิ่น: กรณีศึกษา

องคการบริหารสวนตําบลละงู จังหวัดสตูล ไดดําเนินการดวยวิธี SDLC (Sampaothong & Sanchana, 2023) ซึ่งประกอบไป

ดวย 5 หัวขอยอย ดังตอไปนี้ 

ภาพประกอบ 1 กรอบแนวคิดการวิจัย
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Testing (Myers, Sandler, & Badgett, 2012)  
เพื่อหาข้อเสนอแนะในการปรับปรุง

	 3.9 อพัเดตแอปพลเิคชนัตามการวเิคราะห:์ 
ปรับปรุงแอปพลิเคชันตามข้อมูลและข้อเสนอแนะ 
ที่ได้รับ

	 3.10 นำ�แอปพลิเคชนัไปใช้งานและตดิตาม
ผล: การนำ�แอปพลิเคชันไปใช้งานจริงและติดตาม 
ผลการใช้งาน

	 3.11 สิน้สดุการวจิยั: จุดสิน้สดุของโครงการ
วิจัยระบบสารสนเทศเพื่อการบริหารข้อมูลการ 
จัดเก็บถังขยะเปียก

4. เครื่องมือที่ใช้การวิจัย (Research  
Instruments)

	 1. โปรแกรมจัดเก็บข้อมูลถังขยะเปียก  
อบต.ละงู

	 2. แบบประเมนิประสทิธภิาพระบบสารสนเทศ
เพื่อการบริหารข้อมูลการจัดเก็บถังขยะเปียกใน 
ส่วนท้องถิ่น: กรณีศึกษาองค์การบริหารส่วนตำ�บล
ละงู จังหวัดสตูล

	 3. แบบสอบถามความพึงพอใจของระบบ
สารสนเทศเพื่อการบริหารข้อมูลการจัดเก็บถังขยะ
เปียกในส่วนท้องถิ่น: กรณีศึกษาองค์การบริหาร 
ส่วนตำ�บลละงู จังหวัดสตูล

5. วิธีการดำ�เนินการวิจัย (Research 
Methodology)

	 การวิจัยเรื่องการพัฒนาระบบสารสนเทศ 
เพื่อการบริหารข้อมูลการจัดเก็บถังขยะเปียกในส่วน 
ท้องถิ่น: กรณีศึกษาองค์การบริหารส่วนตำ�บลละงู  
จงัหวัดสตลู ไดด้ำ�เนินการดว้ยวธิ ีSDLC (Sampaothong 
& Sanchana, 2023) ซึ่งประกอบไปด้วย 5 หัวข้อ
ย่อย ดังต่อไปนี้

5.1 การวิเคราะห์ความต้องการ  
(Requirement Analysis) 

	 ในขั้นตอนน้ี ผู้วิจัยได้ดำ�เนินการสำ�รวจ
และสัมภาษณ์เพื่อรวบรวมข้อมูลความต้องการของ
ผู้ใช้สำ�หรับแอปพลิเคชันการจัดการขยะเปียกโดยใช้ 
Flutter Framework สำ�หรบัการพฒันาแอปพลเิคชนั 
ข้ามแพลตฟอร์ม (Cross Platform Application)  
ขั้นตอนนี้เน้นการทำ�ความเข้าใจปัญหาและความ
ต้องการจริงจากผู้ใช้ในท้องถ่ิน ข้อมูลที่ได้รวบรวม
มาถูกบันทึกและวิเคราะห์อย่างละเอียดใน Google 
Sheets เพือ่เตรยีมพรอ้มสำ�หรบัการออกแบบระบบ
ต่อไป การวเิคราะหน้ี์ชว่ยใหส้ามารถกำ�หนดคุณสมบติั
ที่จำ�เป็นสำ�หรับระบบได้อย่างแม่นยำ�

5.2 การออกแบบระบบ (System 
Design) 

	 การออกแบบระบบสารสนเทศเพือ่การบริหาร
ขอ้มูลการจัดการจดัเกบ็ถงัขยะเปยีก แบง่เปน็ 2 ส่วน
หลัก คือ 

5.2.1 การวิเคราะห์ระบบ (System 
Analysis) 

	 ข้อมูลที่ได้จากการวิเคราะห์ความต้องการ
นำ�มาวิเคราะห์เพิ่มเติมเพื่อกำ�หนดโครงสร้างข้อมูล 
และความต้องการทางเทคนิคของระบบใหม่  
การวเิคราะหน์ีเ้นน้ท่ีความสมัพนัธแ์ละความตอ้งการ 
ของข้อมูลซึ่งจะช่วยในการกำ�หนดรายละเอียดทาง
เทคนคิสำ�หรบัการออกแบบฐานขอ้มูลและอนิเตอร์เฟส 
ผู้ใช้ 

5.2.2 การออกแบบระบบ (System 
Testing) 

	 จากผลการวิเคราะห์ ผู้วิจัยดำ�เนินการ
ออกแบบฐานข้อมลูท่ีสามารถรองรบัการจัดการข้อมลู
แบบเรียลไทม์และอินเตอร์เฟสผู้ใช้ที่มีประสิทธิภาพ
และง่ายต่อการใช้งาน โดยภาพประกอบ 2 แสดงถึง
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ภาพประกอบ 2 การวิเคราะหระบบงานใหม 
 
 

ภาพประกอบ 3 สถาปตยกรรมระบบ 
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ภาพประกอบ 4 การออกแบบระบบฐานขอมูล (Entity-Relationship Diagram: ERD) 

 
 
5.3 การพัฒนาระบบ (System Development)  

ในขั้นตอนนี้ ผูวิจัยไดพัฒนาแอปพลิเคชันตามแผนการออกแบบที่ไดวางไวโดยใช Flutter Framework เพื่อรองรับ

การใชงานระบบปฏิบัติการ Android มีการทดสอบครอบคลุมทุกฟงกชันการทํางานและการปรับปรุงตามผลลัพธที่ไดรับ รวมถึง

การทดสอบความสามารถในการใชงาน (Usability Testing) ที่ชวยใหแนใจวาผูใชสามารถใชงานไดอยางงายดายและมี

ประสิทธิภาพ ตัวอยางการออกแบบ UI แสดงดังภาพประกอบ 5  
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ภาพประกอบ 2 การวิเคราะหระบบงานใหม 
 
 

ภาพประกอบ 3 สถาปตยกรรมระบบ 

ภาพประกอบ 2 การวิเคราะห์ระบบงานใหม่

ภาพประกอบ 4 การออกแบบระบบฐานข้อมูล (Entity-Relationship Diagram: ERD)

ภาพประกอบ 3 สถาปัตยกรรมระบบ
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การวเิคราะหร์ะบบงานใหม ่ภาพประกอบ 3 แสดงถงึ 
สถาปัตยกรรมของระบบ และภาพประกอบ 4  
แสดงถึงการออกแบบระบบฐานข้อมูลด้วยวิธี  
Entity-Relationship Diagram (ERD)

5.3 การพัฒนาระบบ (System  
Development) 

ในขัน้ตอนนี ้ผูว้จัิยไดพ้ฒันาแอปพลเิคชนัตามแผนการ
ออกแบบที่ได้วางไว้โดยใช้ Flutter Framework 
เพื่อรองรับการใช้งานระบบปฏิบัติการ Android มี
การทดสอบครอบคลุมทุกฟังก์ชันการทำ�งานและ
การปรับปรุงตามผลลัพธ์ที่ได้รับ รวมถึงการทดสอบ
ความสามารถในการใช้งาน (Usability Testing) ที่
ช่วยให้แน่ใจว่าผู้ใช้สามารถใช้งานได้อย่างง่ายดาย
และมีประสิทธิภาพ ตัวอย่างการออกแบบ UI แสดง
ดังภาพประกอบ 5 

5.4 ประเมินระบบ (System  
Evaluation) 

	 การวิจัยนี้ใช้การประเมินประสิทธิภาพ 
ด้วยวธิ ีBlack Box Testing ซึง่เปน็เทคนคิการทดสอบ

ซอฟต์แวร์ท่ีมีประสิทธิภาพและได้รับการยอมรับ 
ในวงการพัฒนาระบบ (Myers et al., 2012; Nie, 
2015) สำ�หรับการประเมินระบบมีสองส่วน คือ 
การประเมินประสิทธิภาพโดยผู้ดูแลระบบ 3 คน  
และการประเมนิความพงึพอใจจากผูใ้ช ้40 คน ซึง่รวมถงึ 
พนักงานของ อบต.ละงู และประชาชนในท้องถิ่น  
การประเมนิช่วยวดัผลตอบรบัของผูใ้ชแ้ละประสทิธภิาพ
การทำ�งานของระบบในสภาพแวดล้อมจริง

5.5 ตดิตัง้และบำ�รงุรกัษา (Deployment  
and Maintenance) 

	 แอปพลิเคชัน Android ถูกติดตั้งให้กับ 
เจ้าหน้าที่จัดเก็บขยะของ อบต.ละงู และใช้งานเป็น
เวลา 1 ป ีการบำ�รุงรักษาระบบรวมถึงการตรวจสอบ 
และปรับปรุงแอปพลิเคชันเป็นประจำ�เพื่อรักษา 
ความเสถียรและประสิทธิภาพการใช้งาน พร้อมทั้ง 
การประเมินความพึงพอใจจากผู้ใช้เพ่ือปรับปรุง 
แอปพลิเคชันให้ดียิ่งขึ้น
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ภาพประกอบ 5 ตัวอยางการออกแบบสวนตอประสานผูใช 

 
5.4 ประเมินระบบ (System Evaluation)  

การวิจัยนี้ใชการประเมินประสิทธิภาพดวยวิธี Black Box Testing ซึ่งเปนเทคนิคการทดสอบซอฟตแวรที่มี

ประสิทธิภาพและไดรับการยอมรับในวงการพัฒนาระบบ (Myers et al., 2012; Nie, 2015) สําหรับการประเมินระบบมีสองสวน 

คือการประเมินประสิทธิภาพโดยผูดูแลระบบ 3 คน และการประเมินความพึงพอใจจากผูใช 40 คน ซึ่งรวมถึงพนักงานของ 
อบต.ละงู และประชาชนในทองถิ่น การประเมินชวยวัดผลตอบรับของผูใชและประสิทธิภาพการทํางานของระบบใน

สภาพแวดลอมจริง 
 
5.5 ติดตั้งและบํารุงรักษา (Deployment and Maintenance)  
 แอปพลิเคชัน Android ถูกติดตั้งใหกับเจาหนาที่จัดเก็บขยะของ อบต.ละงู และใชงานเปนเวลา 1 ป การบํารุงรักษา

ระบบรวมถึงการตรวจสอบและปรับปรุงแอปพลิเคชันเปนประจําเพื่อรักษาความเสถียรและประสิทธิภาพการใชงาน พรอมทั้ง

การประเมินความพึงพอใจจากผูใชเพื่อปรับปรุงแอปพลิเคชันใหดียิ่งขึ้น 
 

6. ผลการวิจัย (Experimental Results) 
จากการศึกษาสามารถแสดงผลการวิจัย ไดดังตอไปนี้ 

 
6.1 ผลสํารวจและเก็บรวบรวมขอมูลถังขยะเปยกในสวนทองถิ่น 

กรณีศึกษาองคการบริหารสวนตําบลละงู จังหวัดสตูล ผูวิจัยไดกําหนดประเภทของขอมูล คือ หมูที่ จํานวนถังขยะเปยก 

โดยเก็บรวบรวมขอมูลจากการลงภาคสนามและขอมูลของ อบต.ละงู มีผลดังรายละเอียดในตาราง 1 
 
ตาราง 1 จํานวนถังขยะเปยก 

หมูบาน จํานวนถังขยะเปยก 
หมูที่ 1 460 
หมูที่ 2 577 
หมูที่ 3 442 
หมูที่ 4 380 

ภาพประกอบ 5 ตัวอย่างการออกแบบส่วนต่อประสานผู้ใช้
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6. ผลการวิจัย (Experimental Results)

	 จากการศึกษาสามารถแสดงผลการวิจัย  
ได้ดังต่อไปนี้

6.1 ผลสำ�รวจและเก็บรวบรวมข้อมูลถัง
ขยะเปียกในส่วนท้องถิ่น

	 กรณีศึกษาองค์การบริหารส่วนตำ�บลละงู 
จังหวัดสตูล ผู้วิจัยได้กำ�หนดประเภทของข้อมูล คือ 
หมู่ที่ จำ�นวนถังขยะเปียก โดยเก็บรวบรวมข้อมูล 
จากการลงภาคสนามและขอ้มลูของ อบต.ละง ูมผีลดงั 
รายละเอียดในตาราง 1

	 จากตาราง 1 ผลการสำ�รวจและเกบ็รวบรวม
ข้อมูลถังขยะเปียกในส่วนท้องถิ่น: กรณีศึกษา 
องค์การบริหารส่วนตำ�บลละงู จังหวัดสตูล โดย 
ผู้วิจัยได้จัดเก็บข้อมูล หมู่ที่ และจำ�นวนถังขยะเปียก 
ดังนี้ จำ�นวนถังขยะเปียก 5,458 ถัง ใน 18 หมู่บ้าน 
ของ อบต.ละงู 

6.2 ผลการพัฒนาระบบสารสนเทศ
เพื่อการจัดการข้อมูลถังขยะเปียกใน
พื้นที่ท้องถิ่น

	 กรณีศึกษาองค์การบริหารส่วนตำ�บลละงู 
จังหวัดสตูล ระบบนี้ถูกออกแบบมาเพ่ือลดเวลา 
และเพิม่ประสทิธผิลในการจดัการขอ้มลูถงัขยะเปยีก 
โดยยงัสง่เสรมิใหก้ารสือ่สารระหวา่งผูด้แูลระบบและ
สมาชิกเป็นไปอย่างราบรื่นและมีประสิทธิภาพ งาน
วิจัยนี้พัฒนาระบบเป็น 2 ส่วนหลัก 

6.2.1 ผู้ดูแลระบบ 

	 ประกอบดว้ยเวบ็แอปพลเิคชนัทีพั่ฒนาโดย
ใช้ HTML5, CSS3, PHP7, MySQL ซึ่งเป็นระบบ
จัดการฐานข้อมูลที่มีเอกสารอ้างอิงครบถ้วนและ 
ไดรั้บการสนบัสนนุอยา่งตอ่เนือ่ง (Oracle Corporation,  
2023) และ JavaScript เพื่อการประสานงานและ
จัดการข้อมูลอย่างมีประสิทธิภาพ ระบบนี้ช่วยให้ 
ผู้ดูแลสามารถเข้าถึงและบริหารจัดการข้อมูลได้จาก
ทุกที่และทุกเวลา โดยมีฟังก์ชันที่หลากหลายเพื่อ
รองรับความต้องการของการบริหารจัดการข้อมูล
อย่างละเอียด 

6.2.2 สมาชิก (พนักงาน อบต.ละงู)

	 การใชง้านผา่นแอปพลเิคชนัระบบปฏบัิตกิาร 
Android ทีพ่ฒันาดว้ย Flutter Framework ชว่ยให้
พนกังานสามารถอพัเดตขอ้มลูถงัขยะเปยีกในทอ้งถิน่
ได้ทันท่วงที แอปพลิเคชันน้ีออกแบบมาเพื่อการใช้
งานที่ง่ายและมีประสิทธิภาพ โดยมีฟังก์ชันต่างๆ ที่
ช่วยให้สามารถทำ�งานได้ภายใต้เงื่อนไขต่างๆ และมี

ตาราง 1	 จำ�นวนถังขยะเปียก

หมู่บ้าน จำ�นวนถังขยะเปียก

หมู่ที่ 1 460

หมู่ที่ 2 577

หมู่ที่ 3 442

หมู่ที่ 4 380

หมู่ที่ 5 249

หมู่ที่ 6 390

หมู่ที่ 7 171

หมู่ที่ 8 240

หมู่ที่ 9 272

หมู่ที่ 10 338

หมู่ที่ 11 314

หมู่ที่ 12 373

หมู่ที่ 13 213

หมู่ที่ 14 240

หมู่ที่ 15 270

หมู่ที่ 16 172

หมู่ที่ 17 180

หมู่ที่ 18 177

รวม 18 หมู่บ้าน 5,458 ถัง
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การประเมินผลการใชง้านใหเ้หน็ผลทนัท ีสำ�หรบัการ 
นำ�ไปใช้งานและประเมินผล งานวจิยันีน้ำ�เสนอเฉพาะ
การพฒันาและการใช้งานระบบในฝัง่ของระบบปฏิบตัิ
การ Android โดยมีผู้ทดสอบระบบ 40 คน รวมถึง
พนักงานของ อบต.ละงู และประชาชนในท้องถิ่น  
เพือ่ประเมนิประสทิธภิาพของแอปพลเิคชนัและความ
พึงพอใจของผู้ใช้งาน ผลการทดสอบและประเมินผล 
ได้รับการเก็บข้อมูลและวิเคราะห์เพื่อสะท้อน 
ความสำ�เร็จและพัฒนาต่อยอดในการใช้งานจริง  
ภาพประกอบ 6 แสดงหน้าจอการเข้าแอปพลิเคชัน
และ Log-in เข้าระบบ ภาพประกอบ 7 แสดงหน้า
จอข้อมูลผู้ใช้ระบบ และภาพประกอบ 8 แสดงเมนู
จัดเก็บข้อมูลและการออกแบบหน้าจอ UI ที่ยืดหยุ่น
ของ Flutter

6.3 ผลการทดลองระบบ

	 การทดสอบระบบด้วยสมการความพร้อม 
ใช้งาน (Top & Ali, 2021) แสดงดังตาราง 2

	 จากตาราง 2 อธิบายข้อมูลแต่ละคอลัมน์ 
ได้ดังนี้

	 1) Date: วันที่การทดสอบถูกดำ�เนินการ 
ตั้งแต่วันที่ 1 มิถุนายน ถึง 15 มิถุนายน 2566

	 2) Total Time (hours): จำ�นวนชั่วโมง
ทั้งหมดที่ระบบควรจะทำ�งานในแต่ละวัน ซึ่งเป็น  
24 ชั่วโมงต่อวัน

	 3) Uptime (hours): จำ�นวนช่ัวโมงที่ 
ระบบสามารถทำ�งานได้จริงโดยไม่มีปัญหา ค่านี้ 

12 

 

ตอยอดในการใชงานจริง ภาพประกอบ 6 แสดงหนาจอการเขาแอปพลิเคชันและ Log-in เขาระบบ ภาพประกอบ 7 แสดง

หนาจอขอมูลผูใชระบบ และภาพประกอบ 8 แสดงเมนูจัดเก็บขอมูลและการออกแบบหนาจอ UI ที่ยืดหยุนของ Flutter 
 

 
ภาพประกอบ 6 หนาจอการเขาแอปพลิเคชันและ Log-in เขาระบบ 

 

 

12 

 

ตอยอดในการใชงานจริง ภาพประกอบ 6 แสดงหนาจอการเขาแอปพลิเคชันและ Log-in เขาระบบ ภาพประกอบ 7 แสดง

หนาจอขอมูลผูใชระบบ และภาพประกอบ 8 แสดงเมนูจัดเก็บขอมูลและการออกแบบหนาจอ UI ที่ยืดหยุนของ Flutter 
 

 
ภาพประกอบ 6 หนาจอการเขาแอปพลิเคชันและ Log-in เขาระบบ 

 

 

ภาพประกอบ 6 หน้าจอการเข้าแอปพลิเคชัน 
และ Log-in เข้าระบบ

ภาพประกอบ 7 หน้าจอข้อมูลผู้เข้าใช้ระบบ 13 

 

ภาพประกอบ 7 หนาจอขอมูลผูเขาใชระบบ 

 
ภาพประกอบ 8 เมนูจัดเก็บขอมูลและการออกแบบ UI ที่ยืดหยุนของ Flutter 

 
 
6.3 ผลการทดลองระบบ 
 
  การทดสอบระบบดวยสมการความพรอมใชงาน (Top & Ali, 2021) แสดงดังตาราง 2 
 
ตาราง 2 ผลทดลองระบบดวยสมการความพรอมใชงาน  

Date Total Time (hours) Uptime (hours) Availability (%) 
2023-06-01 24 22 91.67 
2023-06-02 24 23 95.83 
2023-06-03 24 22 91.67 
2023-06-04 24 22 91.67 
2023-06-05 24 22 91.67 
2023-06-06 24 23 95.83 
2023-06-07 24 23 95.83 
2023-06-08 24 23 95.83 
2023-06-09 24 23 95.83 
2023-06-10 24 23 95.83 
2023-06-11 24 23 95.83 

ภาพประกอบ 8 เมนูจัดเก็บข้อมูลและการออกแบบ  
UI ที่ยืดหยุ่นของ Flutter
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บางวนันอ้ยกวา่ 24 ชัว่โมงเนือ่งจากมกีารบำ�รุงรกัษา
หรือปัญหาที่ทำ�ให้ระบบไม่สามารถให้บริการได้

	 4) Availability (%): อัตราความพร้อม 
ใชง้านของระบบแสดงเปน็เปอรเ์ซน็ต ์ซึง่คำ�นวณจาก 
(Uptime / Total Time) × 100% ตัวอย่างเช่น  
ถ้าระบบทำ�งานได้ 22 ชั่วโมงจากทั้งหมด 24 ชั่วโมง 
ความพร้อมใช้งานจะเป็น 91.67%

6.4 ผลการประเมินประสิทธิภาพระบบ
จัดเก็บข้อมูลถังขยะเปียก 

	 การประเมนิประสทิธิภาพของระบบสารสนเทศ
เพื่อการบริหารข้อมูลการจัดการจัดเก็บถังขยะเปียก
ในส่วนท้องถ่ินดำ�เนินการโดยผู้เชี่ยวชาญ จำ�นวน 
3 คน โดยผลการประเมินประสิทธิภาพแสดงดัง 
ตาราง 3 

	 จากตาราง 3 ผลการประเมินประสิทธิภาพ
ระบบจัดเก็บข้อมูลถังขยะเปียก โดยผู้เชี่ยวชาญ  
พบวา่ ผูเ้ชีย่วชาญตอบแบบประเมินประสทิธภิาพระบบ
จดัเกบ็ข้อมลูถงัขยะเปยีกในภาพรวม อยูใ่นระดบัมาก 
( =4.25, S.D.=0.49) เมือ่พจิารณาเปน็รายขอ้ พบว่า  
ทุกหัวข้อมีประสิทธิภาพอยู่ในระดับมาก 

6.5 ผลประเมินความพึงพอใจระบบจัด
เก็บข้อมูลถังขยะเปียก 

	 ผูวิ้จยัได้ประเมินความพึงพอใจระบบจดัเกบ็
ข้อมูลถังขยะเปียกโดยประเมินจากสมาชิกจำ�นวน  
40 ท่าน แสดงผลดังตาราง 4 

	 จากตาราง 4 ผลการประเมินความพงึพอใจ
ระบบจัดเก็บข้อมูลถังขยะเปียก พบว่า ผู้ตอบแบบ
ประเมินมีความพึงใจเนื้อหาในภาพรวม อยู่ในระดับ

ตาราง 2	 ผลทดลองระบบด้วยสมการความพร้อมใช้งาน 

Date Total Time (hours) Uptime (hours) Availability (%)

2023-06-01 24 22 91.67

2023-06-02 24 23 95.83

2023-06-03 24 22 91.67

2023-06-04 24 22 91.67

2023-06-05 24 22 91.67

2023-06-06 24 23 95.83

2023-06-07 24 23 95.83

2023-06-08 24 23 95.83

2023-06-09 24 23 95.83

2023-06-10 24 23 95.83

2023-06-11 24 23 95.83

2023-06-12 24 23 95.83

2023-06-13 24 23 95.83

2023-06-14 24 23 95.83

2023-06-15 24 23 95.83
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มาก ( =4.23, S.D.=0.49) เมื่อพิจารณาเป็นรายข้อ 
พบว่า ทุกหัวข้อมีความพึงพอใจอยู่ในระดับมาก 

7. อภิปรายผลการวิจัย (Discussion)

	 การพัฒนาระบบสารสนเทศสำ�หรับบริหาร
ข้อมูลการจัดเก็บถังขยะเปียกขององค์การบริหาร
ส่วนตำ�บลละงู แสดงให้เห็นถึงความสำ�เร็จในการ
ปรับปรุงกระบวนการจัดการข้อมูลขยะ เพื่อเพิ่ม
ความมีระเบียบและลดความผิดพลาดในการบันทึก
ข้อมูล ผลลัพธ์นี้ตอบสนองต่อวัตถุประสงค์หลักของ
การวิจัยในการปรับปรุงคุณภาพและความรวดเร็ว
ของการจัดการข้อมูลขยะเปียกภายในองค์การ 
การพัฒนาดังกล่าวถูกสนับสนุนโดยการใช้งาน
เทคโนโลย ีFlutter Framework ซึง่ชว่ยใหก้ารพฒันา 
แอปพลเิคชันข้ามแพลตฟอรม์เปน็ไปไดอ้ยา่งงา่ยดาย
และสะดวก วรรณกรรมทีม่อียูช้ี่ใหเ้หน็ถึงประสทิธิภาพ

ของเทคโนโลยีในการปรับปรุงกระบวนการธุรกิจ 
และการจัดการข้อมูล (Xu et al., 2022; Eriksson, 
Strid, & Hansson,2015) การนำ�เทคโนโลยีนี้มาใช้
ในการวิจัยนี้ไม่เพียงแต่เพิ่มประสิทธิภาพการบันทึก
ข้อมูลเท่านั้น แต่ยังช่วยลดเวลาที่ใช้ในการจัดการ
ข้อมูล ทำ�ให้ผู้ใช้สามารถใช้เวลาในการแก้ไขปัญหา
อื่นๆ ในการจัดการขยะได้มากข้ึน เมื่อเปรียบเทียบ
กบัระบบการจดัการขอ้มลูแบบดัง้เดมิทีใ่ชใ้นองคก์าร
บริหารส่วนตำ�บลละงูก่อนหน้านี้ ผลการวิจัยนี้ 
ชี้ให้เห็นว่าระบบใหม่มีความสามารถในการลด 
ข้อผิดพลาดและเพ่ิมประสิทธิภาพการจัดการข้อมูล 
ผู้ใช้งานรายงานว่าพึงพอใจกับความสามารถของ
ระบบใหม่ในการลดความซับซ้อนและเพิ่มความเร็ว
ในการเข้าถึงข้อมูล ผลลัพธ์เหล่านี้สอดคล้องกับ 
ข้อสรุปจากงานวิจัยอื่นๆ ที่ยืนยันถึงประโยชน์ของ 
การใช้เทคโนโลยีใหม่ในการปรับปรุงกระบวนการ 

ตาราง 3	 ผลประเมินประสิทธิภาพระบบจัดเก็บข้อมูลถังขยะเปียก

รายการ S.D. ระดับประสิทธิภาพ

1. ความสามารถในการใช้งาน (Usability) 4.33 0.47 มาก

2. ประสิทธิภาพ (Performance) 4.24 0.50 มาก

3. ความปลอดภัย (Security) 4.33 0.47 มาก

4. ความน่าเชื่อถือ (Reliability) 4.28 0.52 มาก

5. ความครอบคลุมของฟังก์ชัน (Functionality) 4.08 0.51 มาก

ค่าเฉลี่ยรวม 4.25 0.49 มาก

ตาราง 4	 ผลประเมินความพึงพอใจระบบจัดเก็บข้อมูลถังขยะเปียก	

รายการ S.D. ระดับความพึง พอใจ

1. ความสามารถในการใช้งาน (Usability) 4.33 0.47 มาก

2. ประสิทธิภาพ (Performance) 4.33 0.47 มาก

3. ความปลอดภัย (Security) 4.28 0.51 มาก

4. ความน่าเชื่อถือ (Reliability) 3.98 0.54 มาก

ค่าเฉลี่ยรวม 4.23 0.49 มาก
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ทางธรุกจิ (Ankam et al., 2023) การศกึษานีเ้นน้ย้ำ�
ถึงความสำ�คัญของการใช้เทคโนโลยีใหม่ในการแก้ไข
ปัญหาการจัดการข้อมูลขยะ และเป็นตัวอย่างที่ดี 
ทีแ่สดงใหเ้หน็วา่การประยกุตใ์ชเ้ทคโนโลยสีามารถนำ�
มาซ่ึงการปรับปรุงที่มีความหมายได้อย่างไร ผลการ
วิจัยนี้จะสามารถให้ข้อมูลอ้างอิงที่มีค่าสำ�หรับการ
ศึกษาในอนาคตและการพัฒนานโยบายในองค์การ
บริหารส่วนตำ�บลและหน่วยงานที่มีความท้าทาย 
ในการจัดการข้อมูลขยะที่คล้ายคลึงกัน

8. สรุปผลการวิจัย (Conclusion)

	 การวิจยัน้ีเน้นไปทีก่ารพัฒนาและการประเมนิ
ผลของระบบสารสนเทศที่ใช้ในการบริหารจัดการ
ข้อมูลการจัดเก็บถังขยะเปียก ซึ่งระบบดังกล่าวได้
ถูกออกแบบและพัฒนาโดยใช้ Flutter Framework 
บนระบบปฏิบัติการ Android เพื่อรองรับการใช้งาน
ในสภาพแวดลอ้มทอ้งถิน่ทีอ่งค์การบรหิารส่วนตำ�บล
ละงู จังหวัดสตูล ผลการพัฒนาระบบได้ชี้ให้เห็นถึง 
ประโยชน์หลายประการตามวัตถุประสงค์ของ 
การวิจัยที่ได้วางไว้

	 การสำ�รวจและรวบรวมขอ้มลู: ระบบช่วยให้
สามารถรวบรวมขอ้มลูเกีย่วกบัถงัขยะเปยีกไดอ้ยา่งมี
ประสทิธภิาพและเปน็ระบบ ทำ�ใหส้ามารถเขา้ถงึขอ้มลู
ได้ง่ายและรวดเร็ว ซึ่งตอบสนองต่อความต้องการ 
ในการติดตามและจัดการข้อมูลขยะเปียกในท้องถิ่น
ได้ดียิ่งขึ้น

	 พฒันาแอปพลเิคชนั: การพฒันาแอปพลเิคชัน 
ทำ�ใหก้ารบรหิารจดัการขอ้มลูสามารถทำ�ไดท้นัท่วงที
และมปีระสทิธภิาพ แอปพลเิคชนัทีอ่อกแบบมาสำ�หรับ
การใชง้านงา่ยชว่ยใหผู้ด้แูลระบบและสมาชกิสามารถ
ทำ�งานร่วมกันได้อย่างราบรื่น

	 ผลลัพธ์ของการวิจัยแสดงให้เห็นว่าการใช้
เทคโนโลยดีจิทิลั อยา่ง Flutter Framework ไดช้ว่ย
เสริมประสิทธิภาพและความสามารถในการจัดการ
ข้อมูลขยะเปียก โดยมีการประเมินผลจากผู้ใช้ระบบ

จำ�นวน 40 คน ทัง้ผูด้แูลระบบและประชาชนในทอ้งถิน่  
ผลการประเมนิความพงึพอใจชีใ้หเ้หน็วา่มกีารตอบรบั 
ท่ีดี และระบบได้รับการพัฒนาอย่างต่อเนื่อง 
เพื่อตอบโจทย์ความต้องการจริงของผู้ใช้ การนำ�
เทคโนโลยีดิจิทัลมาใช้ไม่เพียงแต่เพิ่มความเหมาะสม 
และความครอบคลุมของการบริหารจัดการข้อมูล
เทา่นัน้ แตยั่งรวมถงึการปรับปรุงกระบวนการทำ�งาน
ทีส่ามารถประเมนิผลได้จากการใช้งานจรงิ ผลการวจิยั
นี้ยืนยันถึงความสำ�เร็จของการบูรณาการเทคโนโลยี
ใหมใ่นการบรหิารจดัการขอ้มลูทอ้งถิน่และสนบัสนนุ
การอนุรักษ์สิ่งแวดล้อมในระดับชุมชน 

9. ข้อเสนอแนะในการวิจัยครั้งต่อไป  
(Recommendations for Future  
Research Directions)

	 การวจิยันีไ้ดเ้ปดิเผยศักยภาพและประโยชน์
ของการใชเ้ทคโนโลยดีจิทิลัในการบรหิารจดัการขอ้มูล
ถังขยะเปียก ซึ่งสามารถนำ�ไปสู่การพัฒนาและขยาย
การวิจัยในอนาคต ดังนี้

9.1 พัฒนาระบบสารสนเทศภูมิศาสตร์ 
เพื่อบริหารจัดการข้อมูลถังขยะเปียก

	 การใชร้ะบบสารสนเทศภมูศิาสตร ์(geographic 
information systems: GIS) จะชว่ยใหส้ามารถมอง
เหน็ขอ้มลูการจดัเกบ็ขยะแบบเชงิพืน้ทีไ่ดอ้ยา่งชดัเจน 
ทำ�ให้สามารถวิเคราะห์และบริหารจัดการข้อมูลได้ด ี
ยิ่งขึ้นตามความต้องการและสถานการณ์จริงของ
แต่ละพื้นที่

9.2 ศึกษาและพัฒนาการเชื่อมต่อระบบ
กับเทคโนโลยีอื่นๆ

	 การผสานเทคโนโลยี เช่น เซ็นเซอร์หรือ  
Internet of Things (IoT) สามารถชว่ยให้การรวบรวม
ข้อมูลเป็นไปอย่างอัตโนมัติและเพิ่มความแม่นยำ� 
ในการจัดการข้อมูลขยะเปียก
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9.3 ขยายการวิจัยไปยังชุมชนที่มี 
ความหลากหลายมากขึ้น

	 การทดสอบระบบในสภาพแวดล้อมที่ 
แตกต่างกันจะช่วยให้เห็นถึงประสิทธิภาพและ 
ความเหมาะสมของระบบในการตอบสนองต่อ 
ความต้องการที่หลากหลาย และช่วยในการปรับปรุง
ระบบให้เหมาะสมกับแต่ละพื้นที่ได้ดียิ่งขึ้น

9.4 สำ�รวจการปรับปรุงและขยาย 
ความสามารถของแอปพลิเคชัน 

	 การผสานรวมเทคโนโลยีขั้นสูง เช่น การ 
เรยีนรูเ้ครือ่งจกัร (Machine Learning) เพือ่วเิคราะห์
และทำ�นายแนวโนม้ขยะมลูฝอย จะชว่ยให้การวางแผน
เชิงกลยุทธ์ในการจัดการขยะมูลฝอยมีประสิทธิภาพ
ยิ่งขึ้น และเป็นประโยชนต์่อการบรหิารจดัการข้อมูล
ชุมชนและการอนุรักษ์สิ่งแวดล้อม
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บทคัดย่อ: กระบวนการผลิตข้าวเป็นปัจจัยสำ�คัญที่ส่งผลต่อคุณภาพของ 
เมลด็พนัธ์ุข้าว แต่ราคาของเมลด็พนัธุข์า้วทีค่อ่นขา้งสงูเป็นอุปสรรคตอ่เกษตรกร
ในหลายพื้นที่ กลุ่มเกษตรกรบ้านหนองสรวงจึงได้รวมกลุ่มกันผลิตเมล็ดพันธุ์
ข้าวเพื่อจำ�หน่าย อย่างไรก็ตาม ในกระบวนการผลิตข้าวยังคงประสบปัญหา
ในการควบคมุระดบัน้ำ�ในแปลงขา้ว งานวจัิยน้ีมวีตัถปุระสงคเ์พ่ือพัฒนาระบบ
เกษตรอัจฉริยะสำ�หรับการผลิตเมล็ดพันธ์ุข้าวโดยใช้เทคโนโลยีอินเทอร์เน็ต
แห่งสรรพสิ่งร่วมกับเทคโนโลยีภูมิสารสนเทศ เพื่อการตรวจวัด ติดตาม และ
ควบคุมระดับน้ำ�ในแปลงข้าวอย่างเหมาะสม ระบบที่พัฒนาข้ึนสามารถ 
แสดงผลขอ้มลูผ่านแอปพลเิคชนัในรปูแบบแผนทีอ่อนไลน ์อกีทัง้ยงัมกีารประเมนิ
ความพึงพอใจของเกษตรกรผ่านแบบสอบถามแบบปลายปิดและมาตรวัด 
แบบลิเคิร์ท ตลอดจนวิเคราะห์จุดคุ้มทุนของระบบโดยเปรียบเทียบต้นทุน 
กับกำ�ไรจากผลผลิต ผลการศึกษาแสดงให้เห็นว่าระบบสามารถดำ�เนินการ
ตรวจวัดและควบคุมระดับน้ำ�ได้อย่างมีประสิทธิภาพ เกษตรกรมีระดับ 
ความพึงพอใจโดยรวมในระดับมากที่สุด (ค่าเฉลี่ย 4.88) โดยเฉพาะในด้าน
การลดเวลาในการดูแลแปลงข้าว ซึ่งส่งผลให้เกษตรกรมีเวลาว่างเพ่ิมข้ึน  
และสามารถประกอบอาชพีเสรมิเพือ่เพิม่รายได ้ในด้านตน้ทนุพบวา่ คา่ระบบ
เกษตรอัจฉริยะเฉลี่ยอยู่ที่ 1,433 บาทสำ�หรับอุปกรณ์ และ 1,500 บาทต่อไร่
สำ�หรับค่าติดตั้ง หากเกษตรกรมีระบบพื้นฐาน เช่น บ่อบาดาล ปั๊มน้ำ�แบบ 
ซับเมอร์ส และแผงโซลาร์เซลล์ จะสามารถคืนทุนได้จากกำ�ไรเฉลี่ย 3,033.33 
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1. บทนำ� (Introduction)

	 เกษตรกรรมเปน็อาชพีหลกัของสงัคมไทยมา
ตัง้แตอ่ดีต เนือ่งจากสภาพภมูศิาสตรข์องประเทศไทย
มีความเหมาะสมและเอ้ือต่อการเพาะปลูก อย่างไร
ก็ตาม การเกษตรของไทยได้เปลี่ยนแปลงไปตามยุค
สมัยและกระแสการเปลี่ยนแปลงต่างๆ ของโลกมา
ตามลำ�ดับ (Thongmeethip, 2021; Maeroh & 
Tongsri, 2023) ความต้องการด้านอาหารที่เพิ่มสูง
ขึ้นเนื่องจากการเพิ่มขึ้นของจำ�นวนประชากรโลก 
แต่ขณะเดียวกัน พื้นที่เกษตรกรรมกลับมีขนาดพื้นที่
ลดลงเนื่องจากถูกเปลี่ยนแปลงไปเป็นพื้นที่ประเภท

อื่น ก่อให้เกิดคำ�ถามถึงขีดความสามารถของระบบ
เกษตรกรรมแบบด้ังเดิมวา่จะยังคงสามารถผลติอาหาร
ท่ีมีคุณภาพได้เพียงพอต่อความต้องการของประชากร
ที่เพิ่มขึ้นได้หรือไม่ (Lioutas & Charatsari, 2020) 
ช่วงสองทศวรรษที่ผ่านมา การเกษตรได้ก้าวเข้าสู่ยุค
เกษตรกรรม 4.0 (Mohamed et al., 2021) หรือ
เกษตรกรรมดจิทิลั (Digital Agriculture) หรือเกษตร
อัจฉิรยะ (Smart Farming) ซึ่งเป็นการปรับเปลี่ยน
กระบวนทัศน์ (Paradigm Shift) สำ�หรับการเกษตร 
เพือ่ให้การบรหิารจดัการพืน้ทีเ่กษตรกรรมเปน็ไปอย่าง
เหมาะสม และชว่ยปรบัปรงุประสทิธิภาพของการทำ�
เกษตรกรรม (Lioutas & Charatsari, 2020) โดย

บาทต่อไร่จากการผลิตเพียง 1 ไร่ ในทางกลับกัน หากมีเพียงบางส่วนหรือไม่มีระบบพื้นฐานเลย จะต้องมีพื้นที่
เพาะปลูกอย่างน้อย 14 ไร่ และ 23 ไร่ ตามลำ�ดับจึงจะสามารถคืนทุนได้ 

Abstract: The rice production process plays a important role in determining the quality of 
rice seeds. However, the relatively high cost of certified seeds remains a major constraint 
for farmers in many areas. Consequently, a group of farmers in Ban Nong Suang formed a 
cooperative to produce and distribute rice seeds locally. Despite these efforts, challenges 
continue to exist,, particularly in managing water levels in paddy fields, which directly impact 
productivity. This study aims to develop a smart farming system for rice seed production 
by integrating Internet of Things (IoT) technology with Geographic Information Systems (GIS) 
to enable real-time monitoring, tracking, and control of water levels in rice fields. A mobile 
application with an integrated online map is used to visualize field data in real time. Farmer 
satisfaction with the system was assessed using a close-ended questionnaire and a Likert scale, 
while cost-effectiveness was analyzed by comparing implementation costs against the profits 
generated from rice production. The results demonstrate that the system efficiently monitors 
and regulates water levels. Farmers expressed a very high level of satisfaction (mean score of 
4.88), particularly in relation to time savings on field management tasks. This improvement 
enabled farmers to allocate more time to alternative income-generating activities. Regarding 
cost, the average expense for smart farming equipment was 1,433 baht, with an installation 
cost of 1,500 baht per rai. Farmers with access to existing infrastructure, such as artesian 
wells, submersible pumps, and solar panels, were able to recover the investment with a 
profit of 3,033.33 baht per rai from cultivating just one rai of land. In contrast, farmers with 
only partial or no infrastructure would require a minimum of 14 rai and 23 rai, respectively, 
to achieve a break-even point.
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การบูรณาการเทคโนโลยีสารสนเทศและการสื่อสาร 
(Information and Communication Technology: 
ICT) และปัญญาประดษิฐ ์(Artificient Intelligence: 
AI) เข้ากับการทำ�เกษตรแบบดั้งเดิม (Moysiadis et 
al., 2021) การปรับเปลี่ยนรูปแบบการเกษตรแบบ
ดั้งเดิมซึ่งขึ้นอยู่กับสภาพดินฟ้าอากาศไปเป็นการ
เกษตรสมยัใหมท่ีเ่นน้การบรหิารจดัการดว้ยเทคโนโลย ี 
(Thana-dechophol, Teamsuwan, & Chamnankaew,  
2018) นอกจากจะทำ�ให้เกิดความสะดวกและง่าย 
ต่อการบริหารจัดการกระบวนการการผลิตแล้ว  
เกษตรอัจฉริยะยังช่วยเพิ่มปริมาณผลผลิต และช่วย 
ลดตน้ทนุการผลติ ตลอดจนชว่ยเพิม่คณุภาพมาตรฐาน
การผลิต มาตรฐานสินค้า และความปลอดภัยทั้งต่อ 
ผูบ้รโิภคและสิง่แวดลอ้ม (Shashwathi, Borkotoky, & 
Suhas, 2012) เกษตรอจัฉรยิะเปน็รปูแบบการเกษตร
สมยัใหมท่ีถ่กูนำ�มาใชใ้นการบรหิารจดัการเกีย่วกบัการ
ทำ�เกษตรทีก่ำ�ลงัไดร้บัความนยิมในปจัจุบนั (Phasinam, 
Kassanuk, & Shabaz, 2022) โดยการนำ�เทคโนโลยี
ตา่งๆ มาประยกุตใ์ชใ้นการทำ�การเกษตร อาท ิการรบัรู้ 
จากระยะไกล (Remote Sensing), ระบบดาวเทียม
นำ�ทางโลก (Global Navigation Satellite System: 
GNSS), ระบบสารสนเทศภูมิศาสตร์ (Geographic 
Information System: GIS), อากาศยานไร้คนขับ 
(Unmanned Aerial Vehicles: UAVs), เทคโนโลยี
การให้ปุ๋ย น้ำ� และยาฆ่าแมลง (Variable Rate  
Technology: VRT), การวิเคราะห์ข้อมูลมหัต (Big 
Data Analytic: BDA), การเรยีนรูข้องเคร่ือง (Machine 
Learning) และเทคโนโลยีอินเทอร์เน็ตแห่งสรรพสิ่ง 
(Internet of Things: IoT) (Boursianis, et al., 
2022) เกษตรอัจฉริยะจึงแตกต่างจากเกษตรแม่นยำ� 
(Precision Agriculture) (Lioutas & Charatsari, 
2020) เนื่องจากแนวคิดหลักของเกษตรแม่นยำ�คือ 
เน้นการปรับปรงุการจดัการเชิงพื้นที่เพือ่เพิ่มผลผลติ
ด้านการเกษตรและเพื่อลดการใช้ปุ๋ยและสารเคมี  
โดยการใชส้ารเคมแีละปุย๋เฉพาะที ่(Specific Areas) 
อย่างแม่นยำ� ขณะที่เกษตรอัจฉริยะช่วยปรับปรุง 

วธีิการทำ�การเกษตรมากกวา่นัน้ (Amato et al, 2015)  
ซึ่งนอกจากจะช่วยส่งเสริมการทำ�เกษตรแม่นยำ� 
ด้วยเทคโนโลยทีีท่นัสมยัแลว้ เกษตรอัจฉรยิะยงัชว่ยให ้
เกษตรกรสามารถติดตามผลผลิตได้จากระยะไกล 
และชว่ยปรบัปรงุพฒันากระบวนการการทำ�เกษตรต้ังแต่
การเพาะปลูกจนถึงการเก็บเก่ียวโดยอาศัยเซนเซอร์ 
แบบอัตโนมัติและครื่องจักร ซึ่งช่วยให้เกษตรกร
ทำ�งานได้อย่างมีประสิทธิภาพยิ่งขึ้น (Dhanaraju  
et al., 2022) เกษตรอจัฉรยิะจงึถอืเปน็การทำ�เกษตร
ท่ีพัฒนาต่อยอดมาจากเกษตรแม่นยำ� (Kamilaris  
et al., 2016) ซึ่ง Mohamed et al. (2021) ได้
กลา่วสรปุถงึขอ้ดขีองเกษตรอจัฉรยิะไวด้งันี ้1) เกษตร
อัจฉริยะช่วยเพิ่มข้อมูลแบบเรียลไทม์ (Real Time) 
ของผลผลติ 2) เกษตรกรสามารถตดิตามและควบคุม
ผลผลิตได้จากระยะไกล 3) สามารถควบคุมน้ำ�และ
ทรัพยากรธรรมชาติอื่นๆ ได้ 4) ช่วยปรับปรุงการ
จัดการด้านปศุสัตว์ 5) สามารถประเมินคุณภาพดิน 
และผลผลิตอย่างแม่นยำ� และ 6) ช่วยปรับปรุง 
การผลผลิตด้านการเกษตร

	 เทคโนโลยีอินเทอร์เน็ตแห่งสรรพสิ่งเป็น
หนึ่งในเทคโนโลยีการสื่อสารแบบไร้สายที่ทันสมัย 
(Atzori, Iera, & Morabito, 2010) ช่วยให้อุปกรณ์
ต่างๆ สามารถเชื่อมต่อกันจากระยะไกลเพื่อการทำ�
เกษตรอจัฉริยะ (Patil & Kale, 2016) ซึง่มส่ีวนสำ�คัญ 
ต่อการพฒันาการจดัการด้านเกษตกรรม (Mohamed 
et al., 2021) การนำ�เทคโนโลยีอินเทอร์เน็ตแห่ง 
สรรพส่ิงมาประยุกต์ใช้ด้านการเกษตร อาทิ การ 
ตรวจวัดและติดตามค่าความเป็นกรดด่าง ค่าธาตุ
อาหารหลัก อุณหภูมิ ความชื้น เป็นต้น จะทำ�ให้
การติดตามข้อมูลท่ีเก่ียวข้องมีประสิทธิภาพมาก 
ยิ่งขึ้น (Srbinovska et al., 2015) ผลการทบทวน
งานวิจัยที่เกี่ยวข้อง พบว่า นักวิจัยหลายท่านได้นำ� 
เทคโนโลยีอินเทอร์เน็ตแห่งสรรพสิ่งไปประยุกต์ 
ใช้ในการทำ�เกษตรอัจฉริยะได้อย่างมีประสิทธิภาพ 
และได้รับความนิยมอย่างแพร่หลายในช่วงที่ผ่านมา  
อาทิ Jeepet, Sudharatna, & Ueasangkomsate 
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(2017) ทำ�การพฒันาเครือ่งมอืและทดสอบความสามารถ
การทำ�งานของระบบอัตโนมัตทิีมี่เทคโนโลยีอนิเทอร์เนต็
แหง่สรรพสิง่ ผลการวจิยัพบวา่ ระบบสามารถดำ�เนนิการ 
ตามคำ�สั่งและทำ�งานได้โดยไม่ต้องใช้คนควบคุม  
และสามารถแสดงให้เห็นถึงต้นทุนปัจจัยและการ 
คาดคะเนตน้ทนุในอนาคต สว่น Fongngen, Petchhan, 
& Yajor, (2018) ได้ออกแบบระบบควบคุมอุณหภูมิ
และความชื้นสำ�หรับโรงเรือนเพาะเห็ด ซึ่งระบบ 
ดงักลา่วนอกจากจะทำ�งานไดต้ามเงือ่นไขทีอ่อกแบบ
ไว้แล้ว ยังสามารถควบคุมการบ่มเช้ือเห็ดเพื่อเร่ง 
การเจริญเติบโตของเชือ้เหด็ได ้เหด็ทีเ่กบ็จากโรงเรอืน 
ที่มีการควบคุมอุณหภูมิและความช้ืนจึงมีปริมาณ 
มากกว่าเห็ดที่เก็บได้จากโรงเรือนทั่วไป ขณะท่ี  
Foughali, Fathallah, & Frihida (2018) ทำ�การพฒันา
ตน้แบบ (Prototype) ของระบบสนบัสนนุการตดัสนิใจ 
(Decision Support System: DSS) สำ�หรับป้องกัน
โรคใบไหมใ้นมนัฝรัง่โดยอาศยัเทคโนโลยอีนิเทอรเ์น็ต
แห่งสรรพสิ่ง คณะผู้วิจัยได้นำ�เอาเซนเซอร์ตรวจวัด
พารามเิตอร์เกีย่วกบัสภาพอากาศแบบตา่งๆ ไปตดิต้ัง 
บริเวณแปลงเพาะปลูก และข้อมูลสภาพอากาศ 
ท่ีถกูตรวจวดัจะถกูสง่ไปเกบ็รวบรวมผา่นการเชือ่มตอ่
อนิเทอรเ์น็ต หรอืระบบ Cloud IoT ซึง่ผลการพฒันา
ต้นแบบดังกล่าวช่วยให้เกษตรกรสามารถควบคุม
และดูแลผลผลิตได้อย่างมีประสิทธิภาพ นอกจากนี้ 
Pothong, Mekarun, & Choosumrong (2019)  
ได้พัฒนาระบบเกษตรอัจฉริยะด้วยซอร์ฟแวร์ 
รหัสเปิด และเทคโนโลยีอินเทอร์เน็ตแห่งสรรพสิ่ง 
โดยใช้เซนเซอร์ตรวจวัดความชื้นดิน และเซนเซอร์
วดัอณุหภมูแิละความชืน้อากาศแบบอตัโนมตั ิผลการ
วิจัยพบว่า ข้อมูลที่ตรวจวัดได้สามารถแสดงผลบน 
สมาร์ทโฟนแบบเรียลไทม์ และสามารถสั่งเปิด-ปิด
อุปกรณ์ควบคุมได้จากระยะไกล นอกจากนี้ ข้อมูล
ที่ตรวจวัดยังสามารถบันทึกลงฐานข้อมูล ส่งผลให้
เกษตรกรสามารถนำ�เอาข้อมูลไปใช้ในการวางแผน
การเพาะปลกู ตลอดจนการปรบัปรงุขัน้ตอนการผลติ
เพื่อเพิ่มผลผลิต และการทำ�นายอนาคตของผลผลิต 

ขณะที่ Srisongmuang et al. (2020) ได้พัฒนา
ระบบเกษตรอัจฉริยะในโรงเรือนปลูกพืช และศึกษา
ความพึงพอใจของผู้ใชง้านทีมี่ต่อระบบควบคุมเกษตร
อจัฉริยะ ผลการวิจยัพบว่า คุณภาพของระบบควบคุม
เกษตรอัจฉริยะในโรงเรือนปลูกพืชถูกประเมินอยู่ใน
ระดบัมากทีส่ดุ (คา่เฉลีย่และสว่นเบีย่งเบนมาตรฐาน 
เทา่กับ 4.64 และ 0.18 ตามลำ�ดับ) และกลุ่มตัวอยา่ง
มคีวามพงึพอใจตอ่การใชง้านระบบดงักลา่วอยูใ่นระดบั
มากทีส่ดุเชน่กนั (คา่เฉลีย่และสว่นเบีย่งเบนมาตรฐาน 
เท่ากับ 4.60 และ 0.04 ตามลำ�ดับ) ส่วน Kanya  
et al. (2022) ได้นำ�เทคโนโลยีอินเทอร์เน็ตแห่ง 
สรรพสิ่งไปพัฒนาระบบเกษตรอัจฉริยะซึ่งประกอบ
ดว้ยระบบควบคมุอุณหภมู ิระบบควบคมุความชืน้ดนิ  
ระบบควบคุมแสง ระบบควบคุมปริมาณน้ำ� และ 
แอพลเิคชัน่ซ่ึงสามารถควบคมุการทำ�งานของอปุกรณ์
ตรวจวดัตา่งๆ ผา่นสมารท์โฟนไดอ้ยา่งมปีระสทิธภิาพ 
ผลการประเมินคุณภาพของระบบเกษตรอัจฉริยะ 
ในภาพรวมพบว่า ระบบดังกล่าวมีคุณภาพอยู่ใน
ระดับมากที่สุด 

	 เมล็ดพันธุ์ข้าวไม่เพียงเป็นปัจจัยที่สำ�คัญ 
ต่อการผลิตข้าว หากยังเป็นปัจจัยที่ช่วยลดต้นทุน 
การผลิตและเพิ่มคุณภาพให้กับผลผลิตอีกด้วย  
Jantachai, Yooprasert, & Saranrom (2019) 
กล่าวว่า เกษตรกรมีความต้องการใช้เมล็ดพันธุ์ข้าว
ประมาณ 1 ล้านตันต่อปี ขณะที่ภาครัฐสามารถ
ผลิตเมล็ดพันธุ์ข้าวเพื่อตอบสนองความต้องการ 
ของเกษตรกรได้เพียงประมาณปีละ 100,000 ตัน 
ตอ่ป ีซึง่กอ่ใหเ้กดิปัญหาการขาดแคลนเมลด็พนัธุข์า้ว
คุณภาพดี อย่างไรก็ตาม ท่ีผ่านมาการผลิตข้าวของ
ไทยยังคงดำ�เนินอยู่ได้เน่ืองจากในท้องตลาดมีเมล็ด
พันธุ์ข้าวท่ีผลิตโดยเกษตรกร กลุ่มเกษตรกร หรือ 
ผูป้ระกอบการปอ้นเขา้สูต่ลาดเพือ่กระจายเมลด็พนัธุ์
ไปยังเกษตรกร เมล็ดพันธ์ุข้าวที่เกษตรกรส่วนใหญ ่
นำ�มาใชจึ้งเปน็ชัน้เมล็ดพันธ์ุจำ�หนา่ย (Certified Seed) 
(Sirithunya, 2020) อย่างไรก็ตาม เน่ืองจากการ
ผลติเมลด็พนัธุข์า้วเปน็การปลกูขา้วเพือ่ใหไ้ดป้รมิาณ 
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ของเมล็ดพันธุ์ข้าวมากขึ้นโดยรักษาความบริสุทธ์ิ 
ของเมล็ดพันธุ์ไว้ให้ตรงตามพันธุ์และมีคุณภาพ
มาตรฐาน การผลิตเมล็ดพันธุ์ข้าวจึงจำ�เป็นต้องมี 
การควบคุณภาพทุกขั้นตอน ตั้งแต่การคัดเลือกพื้นที่ 
ซึง่ควรเลอืกพืน้ทีใ่นเขตชลประทานหรอืมนี้ำ�เพยีงพอ 
การคมนาคมสะดวก ไมเ่ปน็พ้ืนทีร่ะบาดของโรคและ
แมลงศตัรพูชื (Chantanut, 2022) ขณะทีเ่มลด็พันธุ์ 
ทีน่ำ�ไปปลกูตอ้งมีความบรสิทุธิข์องสายพนัธุม์ากกวา่
ร้อยละ 90 และมีอัตราการงอกมากกว่าร้อยละ 80  
และมีความชื้นต่ำ� (Khamla, 2015) การปลูกข้าว 
แต่ละระยะจำ�เป็นต้องควบคมุระดบัน้ำ�ใหม้คีวามเหมาะสม  
โดยระยะข้าวเป็นต้นกล้าควรมีระดับน้ำ�ประมาณ 5 
เซนติเมตร เมื่อข้าวถึงระยะแตกกอ ถ้าระดับน้ำ�สูง 
ต้นข้าวจะหนีน้ำ� ระดับน้ำ�ที่เหมาะสมจึงไม่ควรเกิน 
10 เซนติเมตร ขณะที่ระยะสร้างรวงอ่อน ระดับน้ำ� 
ที่เหมาะสมจะอยู่ระหว่าง 10-15 เซนติเมตร และ 
เมื่อถึงระยะหลังข้าวออกดอก ควรรักษาระดับน้ำ� 
ไว้จนถึงหลังข้าวออกดอก 15 วัน จึงปล่อยให้ระดับ
น้ำ�ในนาแห้ง (Khamla, 2015; Chantanut, 2022) 
และเมื่อทำ�การเก็บเกี่ยวเมล็ดพันธุ์ข้าว เกษตรกร
ควรระบายน้ำ�ก่อนเก็บเกี่ยวอย่างน้อย 7-10 วัน  
และเก็บเกี่ยวเมล็ดพันธุ์ข้าวท่ีระยะสุกแก่พอดี  
ประมาณ 30 วันหลังข้าวออกดอกร้อยละ 80 (Rice 
Department, 2016) 

	 นอกจากนี ้การนำ�เทคนคิการปลกูขา้วแบบ
เปียกสลับแห้ง (Alternate Wetting and Drying: 
AWD) หรือการแกล้งข้าว มาใช้ในการจัดการน้ำ� 
เพ่ือการเกษตร โดยเฉพาะพื้นที่ที่มีข้อจำ�กัดเร่ืองน้ำ� 
จะช่วยกระตุ้นการเจริญเติบโตและปริมาณผลผลิต
ข้าว (Bumrungbood et al., 2020) เทคนิคดังล่าว
เป็นการควบคุมระดับน้ำ�ในนาขา้ว โดยมกีารปลอ่ยให้
น้ำ�ในแปลงนาแหง้ชว่งเวลาหนึง่ แตต่อ้งไมใ่หค้วามชืน้
ของดินต่ำ�กว่าที่กำ�หนด จากนั้นจึงให้น้ำ�ใหม่จนถึง
ระดับทีต่อ้งการ (Punyawansiri, Chinapongthitiwa, 
& Kwanyuen, 2020) การนำ�เทคนิคดังกล่าวไปใช้
จะเริ่มจากการขังน้ำ�ในแปลงนาให้มีระดับน้ำ�อยู่ท่ี 

5 เซนติเมตร ในช่วงหลังปักดำ�จนกระทั่งข้าวอยู่ใน
ช่วงตั้งท้องออกดอก จึงเพิ่มระดับน้ำ�ในแปลงให้อยู่
ระหว่าง 7-10 เซนติเมตร จากนั้นจะปล่อยให้ข้าว
ขาดน้ำ�ครัง้ที ่1 ในช่วงการเจรญิเตบิโตทางลำ�ต้น หรอื
ข้าวมีอายุประมาณ 35-45 วัน เป็นเวลา 14 วัน หรือ
จนกว่าระดบัน้ำ�ในแปลงลดลงต่ำ�กว่าผวิแปลง 10-15 
เซนติเมตร หรือดินในแปลงนาแตกระแหง จากนั้น 
จึงปล่อยน้ำ�เข้านา จนกระทั่งข้าวแตกกอสูงสุด หรือ
ข้าวอายปุระมาณ 60-65 วนั ก็จะปลอ่ยให้ข้าวขาดน้ำ�
ครัง้ที ่2 เป็นระยะเวลาอกี 14 วนั (Sanmany, 2017)

	 ชุมชนเกษตรกรรมบ้านหนองสรวง ตำ�บล 
บัวทอง อำ�เภอเมือง จังหวัดบุรีรัมย์ เป็นชุมชนหนึ่ง 
ท่ีมีการรวมกลุ่มของเกษตรกรเพื่อจัดตั้งกลุ่มผู้ผลิต
เมล็ดพันธุ์ข้าว เนื่องจากเกษตรกรส่วนใหญ่ภายใน
ชมุชนต่างประสบปญัหาเรือ่งงบประมาณในการจดัหา
เมล็ดพันธุข์า้วเพือ่นำ�ไปใช้ในการเพาะปลูก เกษตรกร
บางรายจงึรวมกลุม่กนัเพือ่ผลติเมลด็พนัธุข์า้วสำ�หรับ
นำ�ไปจำ�หน่ายภายในชุมชนในราคาที่ถูกกว่าราคา
ของท้องตลาด อย่างไรก็ตาม เนื่องจากกระบวนการ
เพาะปลูก การดูแลรักษา และการเก็บเกี่ยวข้าว 
เพื่อนำ�ไปผลิตเป็นเมล็ดพันธุ์ข้าวมีความซับซ้อนกว่า
การปลูกข้าวทั่วไป ส่งผลให้เมล็ดพันธุ์ข้าวที่ผลิตได้ 
ไมเ่พยีงพอตอ่ความตอ้งการของเกษตรกรภายในชมุชน  
(Kakhunrum, 2022) โดยปัญหาหลักที่พบก็คือ  
การควบคมุระดับน้ำ�ภายในแปลงนา เนือ่งจากเกษตรกร
ส่วนใหญ่ยังคงอาศัยน้ำ�ฝนและปล่อยผลผลิตตาม 
สภาพอากาศ (Wantong et al., 2023) 

	 คณะผูว้จัิยจงึนำ�เอาประเดน็ปัญหาดงักลา่ว 
ไปพัฒนาเป็นโจทย์วิจัย โดยมีวัตถุประสงค์ของ 
การวิจัยคือ 

	 1) เพื่อการพัฒนาระบบเกษตรอัจฉริยะ 
เพื่อผลิตเมล็ดพันธุ์ข้าว โดยระบบดังกล่าวจะมุ่งเน้น
ที่การตรวจวัด ติดตาม และควบคุมระดับน้ำ�ภายใน
แปลงนาผ่านระบบออนไลน์ (แอปลิเคชัน) ซี่งมีการ
แสดงผลในรูปแบบของแผนที่ออนไลน์ 
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	 2) เพือ่ประเมนิความพงึพอใจของเกษตรกร
ท่ีมต่ีอระบบเกษตรอัจฉรยิะภายหลงัจากไดท้ดลองใช้
งาน และ 

	 3) เพื่อวิเคราะห์จุดคุ้มทุนของระบบเกษตร
อัจฉริยะที่พัฒนาขึ้น สำ�หรับการพัฒนาระบบเกษตร
อัจฉริยะครั้งนี้ คณะผู้วิจัยได้นำ�กลุ่มเกษตรกรเข้ามา
มีส่วนร่วมในการวางแผน การพัฒนาระบบ และการ
แก้ไขปัญหาต่างๆ ซ่ึงเป็นการยกระดับองค์ความรู้
ด้านการผลิตเมล็ดพันธ์ุข้าวแบบด้ังเดิม ผสมผสาน
กบัองค์ความรูส้มยัใหม ่เพ่ือใหเ้กดิกลไกในการพัฒนา
เศรษฐกิจฐานรากที่เข้มแข็งต่อไป 

2. วิธีการดำ�เนินการวิจัย  
(Methodology)

	 การวิจัยครั้งนี้มีขั้นตอนการดำ�เนินงาน
แบ่งออกเป็น 3 ส่วน คือ 1) การพัฒนาระบบเกษตร
อัจฉริยะเพื่อผลิตเมล็ดพันธุ์ข้าว, 2) การประเมิน 
ความพึงพอใจของเกษตรต่อระบบเกษตรอัจฉริยะ 
และ 3) การวิเคราะห์จุดคุ้มทุน ดังภาพประกอบ 1

	 ภาพประกอบ 1 การวิจัยครั้งประกอบด้วย
ขั้นตอนการวิจัยซึ่งแบ่งออกเป็น 3 ส่วน สอดคล้อง
กบัวตัถปุระสงคข์องการวจิยั คือ 1) เพ่ือพัฒนาระบบ
เกษตรอัจฉริยะสำ�หรบัการผลติเมลด็พนัธุข์า้วทีมี่ความ

สามารถในการตรวจวัด ติดตาม และควบคุมระดับ 
น้ำ�ในแปลงนาผ่านระบบออนไลน์ (แอปพลิเคชัน) ที่
มีการแสดงผลในรูปแบบของแผนที่ออนไลน์ ระบบ
เกษตรอัจฉริยะประกอบด้วยโครงสร้างการทำ�งาน
แบ่งออกเป็น 2 ส่วน ได้แก่ อุปกรณ์สำ�หรับติดตั้ง
ในแปลงนา (ประกอบด้วยอุปกรณ์ตรวจวัดระดับน้ำ�  
และอปุกรณค์วบคมุการปดิ-เปดิน้ำ�) และระบบควบคมุ 
และแสดงผลผ่านระบบออนไลน์ (ประกอบด้วย 
ฐานข้อมูล และแอพลิเคชั่น) โดยการทำ�งานของ
ระบบเกษตรอัจฉริยะเริ่มจากอุปกรณ์วัดระดับน้ำ� 
ในแปลงนาทำ�การตรวจวัดระดับน้ำ�แล้วส่งข้อมูล 
ไปยังฐานข้อมูล ส่วนอุปกรณ์ควบคุมการปิด-เปิดน้ำ�
จะประมวลผลระดับน้ำ�ในฐานข้อมูลกับระยะเวลา 
การเจรญิเติบโตของขา้ว แลว้จงึปลอ่ยน้ำ�เขา้สูแ่ปลงนา 
ขณะทีร่ะบบควบคมุและแสดงผลผา่นระบบออนไลน์
ทำ�หน้าที่แสดงข้อมูลรายละเอียด สถานะการทำ�งาน
ต่างๆ ในแปลงนาในรูปแบบของแผนที่ออนไลน์  
ซึ่งอาศัยแผนที่พื้นฐานของ Google Map Platform 
โดยเกษตรกรสามารถควบคมุการปลอ่ยน้ำ�ในแปลงนา 
ได้ด้วยตนเองผ่านสมาร์ทโฟน (Smart Phone),  
2) เพื่อประเมินความพึงพอใจของเกษตรกรท่ีมีต่อ 
ระบบเกษตรอัจฉริยะ เกษตรกรที่ได้ทดลองใช้งาน
ระบบดงักลา่วในแปลงนาทดลองจะถูกประเมินความ
พึงพอใจด้วยแบบสอบถามปลายปิด และประเมิน

(1) การพัฒนาระบบเกษตรอัจฉริยะฯ

(3) วิเคราะห์จุดคุ้มทุน

ค่าใช้จ่ายของอุปกรณ์ต่างๆ 
ที่ใช้ในการพัฒนาระบบเกษตรอัจฉริยะฯ

(2) ความพึงพอใจของเกตรกรที่ทดลองใช้
ระบบเกษตรอัจฉริยะฯ ที่พัฒนาขึ้น

เกษตรกรที่มาทดลองใช้
ระบบเกษตรอัจฉริยะฯ ที่พัฒนาขึ้น

(1.3) ระบบควบคุมและแสดงผล
ผ่านระบบออนไลน์ (แอพลิเคชั่น)

(1.4) อุปกรณ์ควบคุมการปิด-เปิดน้ำ�

(1.1) อุปกรณ์ตรวจวัดระดับน้ำ�

แปลงนาทดลอง

ข้อมูลระดับน้ำ�ที่ตรวจวัดได้

(1.2) ฐานข้อมูล

ภาพประกอบ 1 ขั้นตอนการวิจัย
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ความพึงพอใจด้วยมาตรวัดแบบลิเคิร์ท (Likert  
Rating Scale) และ 3) เพื่อวิเคราะห์จุดคุ้มทุน 
ของระบบเกษตรอจัฉรยิะทีพ่ฒันาขึน้ โดยการเปรยีบเทียบ 
ต้นทุนของระบบเกษตรอัจฉริยะ (ค่าอุปกรณ์และ 
ค่าติดตั้ง) กับกำ�ไรที่ได้จากการขายผลผลิต เพื่อเป็น 
รายละเอียดประกอบการตัดสินใจแก่เกษตรกร 
รายอื่น และผู้สนใจ สำ�หรับรายละเอียดของขั้นตอน
ต่างๆ มีดังนี้

2.1 การพัฒนาระบบเกษตรอัจฉริยะ
เพื่อผลิตเมล็ดพันธุ์ข้าว 

	 ระบบเกษตรอจัฉริยะเพือ่ผลติเมลด็พันธุข์า้ว
ถูกพัฒนาขึ้นตามแนวคิดของวงจรการพัฒนาระบบ 
(System Development Life Cycle: SDLC) โดย
เร่ิมต้นจากการเก็บรวบรวมข้อมูลและองค์ความรู้ 
เกี่ยวกับการผลิตเมล็ดพันธุ์ข้าวของเกษตรกร 
บ้านหนองสรวง จำ�นวนทั้งสิ้น 24 คน ด้วยวิธีการ
สมัภาษณเ์ชงิลกึและการจดัเวทีแลกเปลีย่นองค์ความรู ้ 
จากน้ันทำ�การวิเคราะห์ประเด็นปัญหาเกี่ยวกับ 
การผลติเมลด็พันธุข์า้ว ซ่ึงพบวา่ เกษตรกรกลุม่ผูผ้ลติ 
เมล็ดพันธุ์ข้าวบ้านหนองสรวงต่างประสบปัญหา 
เกี่ยวกับการควบคุมระดับน้ำ�ในแปลงนา เนื่องจาก
เกษตรกรสว่นใหญ่ยังคงอาศัยน้ำ�ฝนและปลอ่ยผลผลติ
ตามสภาพอากาศ ประเด็นปญัหาดังกลา่วจงึถกูนำ�ไป
พฒันาเปน็โจทยว์จิยัรว่มกบักลุม่ผูผ้ลติเมลด็พนัธุข์า้ว
เพื่อออกแบบและพัฒนาระบบเกษตรอัจฉริยะ ซึ่ง
มุ่งเน้นที่ระบบตรวจวัด ติดตาม และควบคุมระดับ
น้ำ�ในแปลงนา 

	 ระบบเกษตรอจัฉรยิะทีพ่ฒันาขึน้ประกอบด้วย
อปุกรณต่์างๆ ท่ีทำ�งานรว่มกนั ไดแ้ก ่อปุกรณต์รวจวดั
ระดบัน้ำ�, อปุกรณค์วบคมุการปดิ-เปดิน้ำ�, ฐานขอ้มลู
ของระดบัน้ำ�ทีต่รวจวดัได,้ และระบบควบคมุและแสดง
ผลผ่านระบบออนไลน์ (แอพลิเคช่ัน) อย่างไรก็ตาม 
เนื่องจากข้อจำ�กัดด้านงบประมาณและระยะเวลา
ในการวิจัย คณะผู้วิจัยจึงได้คัดเลือกเกษตรต้นแบบ 
จำ�นวน 1 ราย ท่ีมรีะบบพืน้ฐานทีจ่ำ�เปน็ตอ่การตดิตัง้ 

ระบเกษตรอจัฉรยิะอยูแ่ลว้ ไดแ้ก ่บอ่บาดาล และซบั
เมอร์สพร้อมโซล่าเซลล์ และใช้แปลงนาของเกษตร
ตน้แบบดงักลา่วเปน็แปลงนาทดลอง โดยมเีกษตรกร
ที่สนใจและมีความพร้อมในการลงทุนระบบเกษตร
อัจฉริยะอีกจำ�นวน 9 คน มาร่วมพัฒนาและทดลอง
ใช้งานระบบดังกล่าวในพื้นที่ดังกล่าว

2.2 การประเมินความพึงพอใจของ
เกษตรกรต่อระบบเกษตรอัจฉริยะ

	 แบบสอบถามแบบปลายปิด และมาตรวัด
แบบลเิคร์ิท ถูกนำ�มาใช้ในการประเมนิความพงึพอใจ
ของเกษตรกรต่อระบบเกษตรอัจฉริยะ โดยผู้ตอบ
แบบสอบถามจะเลือกระดับความพึงพอใจ ซึ่งแบ่ง
ออกเป็น 5 ระดับ (ระดับที่ 1-5) โดยระดับที่ 5, 4, 
3, 2 และ 1 หมายถึง เห็นด้วยที่สุด (พึงพอใจที่สุด), 
เห็นด้วย (พอใจ), เฉยๆ (ปานกลาง), ไม่เห็นด้วย  
(ไม่พึงพอใจ) และไม่เห็นด้วยอย่างยิ่ง (ไม่พึงพอใจ
อย่างยิ่ง) ตามลำ�ดับ ค่าคะแนนที่ได้ถูกนำ�ไปคำ�นวณ
หาคา่เฉลีย่เพือ่แปลผลระดบัความพงึพอใจของผูต้อบ
แบบสอบถาม (Piroj, 2018) สำ�หรับการประเมินความ
พงึพอใจของเกษตรกรตอ่ระบบเกษตรอจัฉรยิะครัง้นี ้
ผู้วิจัยได้เก็บรวบรวมแบบสอบถามเฉพาะเกษตรกร 
ที่ได้มาทดลองใช้งานระบบเกษตรอัจฉริยะ ซึ่งมี
จำ�นวนทั้งสิ้น 10 คน (เกษตรกรต้นแบบ 1 คน และ
เกษตรกรในกลุ่มเกษตรกรผู้ผลิตเมล็ดพันธุ์ข้าวบ้าน
หนองสรวงอีก 9 คน)

2.3 การวิเคราะห์จุดคุ้มทุน

	 Sangsuriyarit (2021) กล่าวว่า จุดคุ้มทุน 
(Break-even Point) คือจุดที่รายได้รวมมีค่าเท่ากับ
คา่ใชจ้า่ย หรอืตน้ทนุรวม (จดุทีก่ำ�ไรเป็นศนูย)์ สำ�หรบั
การวิเคราะห์หาจุดคุ้มทุนของระบบเกษตรอัจฉริยะ
ครั้งนี้จะพิจารณาจากต้นทุนการผลิตเมล็ดพันธุ์ข้าว 
กำ�ไรจากการขายผลผลติ และตน้ทนุของระบบเกษตร
อัจฉริยะ (ค่าอุปกรณ์และค่าติดตั้ง) เพื่อวิเคราะห์ว่า
เกษตรกรตอ้งขายผลผลติปรมิาณเทา่ไรจงึจะไดต้น้ทนุ 
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สำ�หรับระบบเกษตรอัจฉริยะกลับคืนมา สำ�หรับ 
การพิจารณาจุดคุ้มทุนจะแบ่งออกเป็น 3 กรณี คือ 
กรณีที่เกษตรมีระบบพ้ืนฐานเช่นเดียวกับเกษตร
ต้นแบบ (บ่อบาดาล และซบัเมอรส์พรอ้มโซลา่เซลล์), 
กรณทีีเ่กษตรมเีพยีงบอ่บาดาล, และกรณทีีเ่กษตรไมม่ี
ระบบพื้นฐานใดเลย

3. ผลการวิจัย (Experimental Result)

3.1 ระบบเกษตรอัจฉริยะเพื่อผลิต
เมล็ดพันธุ์ข้าว

	 ระบบเกษตรอจัฉริยะเพือ่ผลติเมลด็พันธุข์า้ว
ที่ถูกพัฒนาขึ้นครั้งนี้มีโครงสร้างการทำ�งานแบ่งออก
เป็น 2 ส่วน ได้แก่ อุปกรณ์สำ�หรับติดตั้งในแปลงนา 
และระบบควบคุมและแสดงผลผ่านระบบออนไลน์ 
ดังภาพประกอบ 2

	 ภาพประกอบ 2 อุปกรณ์สำ�หรับติดต้ังใน
แปลงนาประกอบดว้ยอปุกรณว์ดัระดับน้ำ� และอปุกรณ์
ควบคุมการปิด-เปิดน้ำ� ส่วนระบบควบคุมและแสดง
ผลผ่านระบบออนไลน์ประกอบด้วยฐานข้อมูล และ
ระบบควบคุมและแสดงผลผา่นระบบออนไลน ์ซึง่อยูใ่น
รปูแบบของแอพลเิคช่ัน การทำ�งานของระบบเกษตร

อัจฉริยะจะเริ่มจากอุปกรณ์วัดระดับน้ำ�ในแปลงนา 
จะตรวจวัดระดับน้ำ�แล้วส่งข้อมูลไปยังฐานข้อมูล  
จากนั้นระบบจะแจ้งเตือนการทำ�งานต่างๆ ผ่าน
โปรแกรมไลน ์(Line) และอปุกรณค์วบคมุการปดิ-เปิด
น้ำ�จะประมวลผลระดบัน้ำ�ในฐานขอ้มลูกับระยะเวลา
การเจรญิเติบโตของขา้ว แลว้จงึปลอ่ยน้ำ�เขา้สูแ่ปลงนา 
ขณะทีร่ะบบควบคมุและแสดงผลผา่นระบบออนไลน์
ทำ�หน้าที่แสดงข้อมูลรายละเอียด สถานะการทำ�งาน 
ต่างๆ ในแปลงนาในรูปแบบของแผนที่ออนไลน์  
ซึ่งอาศัยแผนที่พื้นฐานของ Google Map Platform 
โดยเกษตรกรสามารถควบคุมการปล่อยน้ำ�ในแปลง
นาไดด้ว้ยตนเองผา่นสมารท์โฟน สำ�หรับรายละเอียด
ของอปุกรณแ์ละส่วนประกอบตา่งๆ ของระบบเกษตร
อัจฉริยะมีดังนี้

3.1.1 ฐานข้อมูล	

	 คณะผู้วิจัยออกแบบฐานข้อมูลจากการ
รวบรวมองค์ความรู้ของเกษตรกร ผู้เชี่ยวชาญ และ
ให้สอดคล้องกับอุปกรณ์ในแปลงนา เพ่ือให้อุปกรณ์
ต่างๆ สามารถทำ�งานร่วมกันได้อย่างมีประสิทธิภาพ 
ซึ่งสามารถออกแบบฐานข้อมูลได้ดังภาพประกอบ 3

7 

 

แบงออกเปน 3 กรณี คือ กรณีที่เกษตรมีระบบพื้นฐานเชนเดียวกับเกษตรตนแบบ (บอบาดาล และซับเมอรสพรอมโซลาเซลล),  

กรณีที่เกษตรมีเพียงบอบาดาล, และกรณีที่เกษตรไมมีระบบพื้นฐานใดเลย 

3. ผลการวิจัย (Experimental Result) 
3.1 ระบบเกษตรอัจฉริยะเพ่ือผลิตเมล็ดพันธุขาว 
   ระบบเกษตรอัจฉริยะเพื่อผลิตเมล็ดพันธุขาวที่ถูกพัฒนาขึ้นครั้งนี้มีโครงสรางการทํางานแบงออกเปน 2 สวน 

ไดแก อุปกรณสําหรับติดตั้งในแปลงนา และระบบควบคุมและแสดงผลผานระบบออนไลน ดังภาพประกอบ 2 

 

 
ภาพประกอบ 2 การทํางานของระบบเกษตรอัจฉริยะสําหรับการผลิตเมล็ดพันธุขาว 

   ภาพประกอบ 2 อุปกรณสําหรับติดตั้งในแปลงนาประกอบดวยอุปกรณวัดระดับน้ํา และอุปกรณควบคุมการ

ปด-เปดน้ํา สวนระบบควบคุมและแสดงผลผานระบบออนไลนประกอบดวยฐานขอมูล และระบบควบคุมและแสดงผลผานระบบ

ออนไลน ซึ่งอยูในรูปแบบของแอพลิเคช่ัน การทํางานของระบบเกษตรอัจฉริยะจะเริ่มจากอุปกรณวัดระดับน้ําในแปลงนาจะ

ตรวจวัดระดับน้ําแลวสงขอมูลไปยังฐานขอมูล จากนั้นระบบจะแจงเตือนการทํางานตาง ๆ ผานโปรแกรมไลน (Line) และ

อุปกรณควบคุมการปด-เปดน้ําจะประมวลผลระดับน้ําในฐานขอมูลกับระยะเวลาการเจริญเติบโตของขาว แลวจึงปลอยน้ําเขาสู

แปลงนา ขณะที่ระบบควบคุมและแสดงผลผานระบบออนไลนทําหนาที่แสดงขอมูลรายละเอียด สถานะการทํางานตาง ๆ ใน

แปลงนาในรูปแบบของแผนที่ออนไลน ซึ่งอาศัยแผนที่พื้นฐานของ Google Map Platform โดยเกษตรกรสามารถควบคุมการ

ปลอยน้ําในแปลงนาไดดวยตนเองผานสมารทโฟน สําหรับรายละเอียดของอุปกรณและสวนประกอบตาง ๆ ของระบบเกษตร

อัจฉริยะมีดังนี้ 

   

3.1.1 ฐานขอมูล  

 คณะผูวิจัยออกแบบฐานขอมูลจากการรวบรวมองคความรูของเกษตรกร ผูเช่ียวชาญ และใหสอดคลองกับอุปกรณใน

แปลงนา เพื่อใหอุปกรณตาง ๆ สามารถทํางานรวมกันไดอยางมีประสิทธิภาพ ซึ่งสามารถออกแบบฐานขอมูลไดดังภาพประกอบ 
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	 ภาพประกอบ 3 ฐานข้อมูลประกอบด้วย
ตารางจำ�นวน 7 ตาราง โดยแต่ละตารางมีความ
สัมพันธ์กันและทำ�งานร่วมกันอย่างเป็นระบบ ได้แก่ 
rice_position_sensor, rice_username, rice_ac-
tivity, rice_map, rice_sensor, rice_rule และราย
ละเอียดกิจกรรม (rice_activity_sub)

3.1.2 อุปกรณ์วัดระดับน้ำ� 

	 อปุกรณ์วดัระดับน้ำ� ประกอบด้วย 1) ท่อวดั 
ระดับน้ำ� ซึ่งทำ�ขึ้นจากการนำ�เอาท่อพีวีซีไปเจาะรู
ให้มีระยะห่างตามที่กำ�หนด โดยเทียบระยะห่างของ
แต่ละรูเจาะด้วยไม้บรรทัดมาตรฐาน ท่อวัดระดับน้ำ�
ดังกล่าวจะถูกนำ�ไปติดตั้งไว้ที่แปลงนา โดยให้ระดับ 

น้ำ�ทีพ่ืน้ผวิแปลงมคีา่เทา่กับ 0 เซนตเิมตร สว่นระดับน้ำ�
เหนอืพ้ืนผวิแปลงจะสามารถตรวจวัดไดท้ีร่ะดับ 5-10 
เซนติเมตร ซึ่งสอดคล้องกับระดับน้ำ�ที่ใช้ในการปลูก
ข้าว (Khamla, 2015; Chantanut, 2022) ตรงกัน
ขา้ม ระดบัน้ำ�ในดนิจะสามารถตรวจวัดไดต้ัง้แตร่ะดบั 
5-17 เซนตเิมตร (แสดงค่าเปน็ -5 ถงึ -17 เซนติเมตร) 
ซึ่งเป็นระดับน้ำ�ที่ใช้ในการแกล้งข้าว โดยช่วงที่แกล้ง
ขา้วจะปลอ่ยใหร้ะดับน้ำ�ในแปลงลดลงต่ำ�กวา่ผวิแปลง
ประมาณ 10-15 เซนติเมตร (Sanmany, 2017) ใน
ส่วนของรูเจาะวัดระดับน้ำ�ในดินจะมีความละเอียด
มากกว่ารูเจาะวัดระดับน้ำ�บนดิน เนื่องจากเป็นการ
ป้องกันไม่ให้เกษตรกรลดระดับน้ำ�ในแปลงนาต่ำ�จน
เกินไปจนทำ�ให้ข้าวตาย และ 2) วงจรของอุปกรณ์
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ภาพประกอบ 3 การออกแบบฐานขอมูลดวยแผนภาพของระบบควบคุมและแสดงผลผานระบบออนไลน 

 
    ภาพประกอบ 3 ฐานขอมูลประกอบดวยตารางจํานวน 7 ตาราง โดยแตละตารางมีความสัมพันธกันและ

ทํางานรวมกันอยางเปนระบบ ไดแก rice_position_sensor, rice_username, rice_activity, rice_map, rice_sensor, rice_rule 
และรายละเอียดกิจกรรม (rice_activity_sub) 
 
3.1.2 อุปกรณวัดระดับน้ํา  
 อุปกรณวัดระดับน้ํา ประกอบดวย 1) ทอวัดระดับน้ํา ซึ่งทําขึ้นจากการนําเอาทอพีวีซีไปเจาะรูใหมีระยะหางตามที่
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เซนติเมตร ซึ่งสอดคลองกับระดับน้ําที่ใชในการปลูกขาว (Khamla, 2015; Chantanut, 2022) ตรงกันขาม ระดับน้ําในดินจะ
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ชวงที่แกลงขาวจะปลอยใหระดับน้ําในแปลงลดลงต่ํากวาผิวแปลงประมาณ 10-15 เซนติเมตร (Sanmany, 2017) ในสวนของ

รูเจาะวัดระดับน้ําในดินจะมีความละเอียดมากกวารูเจาะวัดระดับน้ําบนดิน เนื่องจากเปนการปองกันไมใหเกษตรกรลดระดับน้ํา

ในแปลงนาต่ําจนเกินไปจนทําใหขาวตาย และ 2) วงจรของอุปกรณวัดระดับน้ําถูกติดตั้งอยูในกลองควบคุม (กลองสีขาว) ซึ่ง

กลองดังกลาวจะถกูนําไปติดตั้งไวที่แปลงนาทดลอง ดังภาพประกอบ 4 
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วดัระดบัน้ำ�ถกูตดิตัง้อยูใ่นกลอ่งควบคมุ (กลอ่งสขีาว) 
ซึง่กลอ่งดงักลา่วจะถกูนำ�ไปตดิตัง้ไวท้ีแ่ปลงนาทดลอง 
ดังภาพประกอบ 4

	 ภาพประกอบ 4 ทอ่วดัระดบัน้ำ�จะถกูตดิตัง้
ลงไปในแปลงนา โดยให้ระดับพืน้ผวิแปลงมีค่าเทา่กบั 
0 เซนติเมตร เมื่อมีน้ำ�เอ่อขังในแปลงนา หรือระดับ
น้ำ�ลดต่ำ�ลงกว่าพ้ืนผิวแปลง ระดับน้ำ�ดังกล่าวจะถูก
ตรวจวัดด้วยเซนเซอร์ที่ติดตั้งไว้ที่ท่อวัดระดับน้ำ� ซึ่ง
สัญญาณที่ตรวจวัดได้จะถูกส่งไปวงจรของอุปกรณ์
วัดระดับน้ำ�ซึ่งติดตั้งไว้ในกล่องควบคุม (กล่องสีขาว) 
สำ�หรับวงจรของอุปกรณ์วัดระดับน้ำ�นั้น คณะผู้วิจัย 
ไดใ้ชว้งจรรวม (Integrated Circuit: IC) รุน่ 74HC165 
จำ�นวน 2 ตัว เพื่อให้สามารถรับค่าได้ทั้งสิ้น 16 ค่า 
(เท่ากับจำ�นวนรูวัดระดับน้ำ�) สัญญาที่ตรวจวัดได้ 
จากวงจรรวมจะถูกส่งต่อไปยังบอร์ด Arduino Uno 
R3 เพื่อประมวลผลระดับน้ำ�ที่ตรวจวัดได้ จากนั้น
ขอ้มลูท่ีประมวลผลแลว้จะถกูสง่ไปยงับอรด์ ESP8266 
เพื่อบันทึกข้อมูลดังกล่าวลงในฐานข้อมูลผ่านระบบ
อินเทอร์เน็ต ระดับน้ำ�ที่ตรวจวัดได้จึงเป็นระดับน้ำ�
จรงิในแปลงนา ซ่ึงมีความแม่นยำ�ในระดบัเซนตเิมตร

3.1.3 อุปกรณ์ควบคุมการปิด-เปิดน้ำ� 

	 เกษตรกรสามารถปิด-เปิดน้ำ�ได้ด้วยตนเอง
ผ่านสมาร์ทโฟน หรือที่ตู้ควบคุมซ่ึงติดตั้งที่แปลงนา 
นอกจากนี้ ระบบยังถูกออกแบบให้สามารถปิด-เปิด
น้ำ�ได้แบบอัตโนมัติโดยพิจารณาจากการประมวลผล
ข้อมูลในระบบฐานข้อมูล ดังภาพภาพประกอบ 5

	 ภาพประกอบ 5 อุปกรณ์ควบคุมการปิด-
เปิดน้ำ�จะรับค่าจากฐานข้อมูลและประมวลผลคำ�สั่ง  
“ถ้าข้าวยังไม่ตั้งท้อง และวันที่ 15 กรกฎาคม  
เป็นต้นไป” เงื่อนไขการทำ�งานจะเป็นจริง ดังนั้น  
ระบบจะทำ�การแกล้งข้าวโดยการปล่อยให้น้ำ�แห้ง
จนถึงระดับต่ำ�กว่า -15 เซนติเมตร เมื่อเสร็จแล้วจะ
ปล่อยน้ำ�เข้านาระดับน้ำ� 5 เซนติเมตร ถ้าเงื่อนไข 
เป็นเท็จ ระบบจะทำ�การประมวลผลคำ�สั่งถัดไป คือ 
“ถ้าข้าวกำ�ลังตั้งท้อง และยังไม่ถึงระยะเก็บเกี่ยว” 
เงือ่นไขการทำ�งานจะเป็นจริง ดงัน้ัน ระบบจะทำ�การ
ควบคุมระดับน้ำ�ให้อยู่ระหว่าง 5-10 เซนติเมตร  
ถ้าเงื่อนไขเป็นเท็จ ระบบจะทำ�การประมวลผลคำ�สั่ง
ถัดไป คือ “ถ้าวันนั้นเป็นวันที่ 5 พฤศจิกายน หรือ 
ก่อนเก็บเกี่ยวข้าว 10 วัน” เง่ือนไขการทำ�งานจะ

9 

 

     ภาพประกอบ 4 ทอวัดระดับน้ําจะถูกติดตั้งลงไปในแปลงนา โดยใหระดับพื้นผิวแปลงมีคาเทากับ 0 
เซนติเมตร เมื่อมีน้ําเออขังในแปลงนา หรือระดับน้ําลดต่ําลงกวาพื้นผิวแปลง ระดับน้ําดังกลาวจะถูกตรวจวัดดวยเซนเซอรที่

ติดตั้งไวที่ทอวัดระดับน้ํา ซึ่งสัญญาณที่ตรวจวัดไดจะถูกสงไปวงจรของอุปกรณวัดระดับน้ําซึ่งติดตั้งไวในกลองควบคุม (กลองสี
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บันทึกขอมูลดังกลาวลงในฐานขอมูลผานระบบอินเทอรเน็ต ระดับน้ําที่ตรวจวัดไดจึงเปนระดับน้ําจริงในแปลงนา ซึ่งมีความ

แมนยําในระดับเซนติเมตร 
 
3.1.3 อุปกรณควบคุมการปด-เปดน้ํา  
 เกษตรกรสามารถปด-เปดน้ําไดดวยตนเองผานสมารทโฟน หรือที่ตูควบคุมซึ่งติดตั้งที่แปลงนา นอกจากนี้ ระบบยัง

ถูกออกแบบใหสามารถปด-เปดน้ําไดแบบอัตโนมัติโดยพิจารณาจากการประมวลผลขอมูลในระบบฐานขอมูล ดังภาพ

ภาพประกอบ 5 
 

 
ภาพประกอบ 5 อุปกรณอัจฉริยะเปด-ปดการทํางานของแผงโซลารเซลล 

 
     ภาพประกอบ 5 อุปกรณควบคุมการปด-เปดน้ําจะรับคาจากฐานขอมูลและประมวลผลคําสั่ง “ถาขาว

ยังไมตั้งทอง และวันที่ 15 กรกฎาคม เปนตนไป” เงื่อนไขการทํางานจะเปนจริง ดังนั้น ระบบจะทําการแกลงขาวโดยการปลอย

ใหน้ําแหงจนถึงระดับต่ํากวา -15 เซนติเมตร เมื่อเสร็จแลวจะปลอยน้ําเขานาระดับน้ํา 5 เซนติเมตร ถาเงื่อนไขเปนเท็จ ระบบจะ

ทําการประมวลผลคําสั่งถัดไป คือ “ถาขาวกําลังตั้งทอง และยังไมถึงระยะเก็บเก่ียว” เงื่อนไขการทํางานจะเปนจริง ดังนั้น ระบบ

จะทําการควบคุมระดับน้ําใหอยูระหวาง 5-10 เซนติเมตร ถาเงื่อนไขเปนเท็จ ระบบจะทําการประมวลผลคําสั่งถัดไป คือ “ถาวัน

นั้นเปนวันที่ 5 พฤศจิกายน หรือกอนเก็บเก่ียวขาว 10 วัน” เงื่อนไขการทํางานจะเปนจริง ดังนั้น ระบบจะทําการปลอยใหน้ําแหง 

และบันทึกกิจกรรมตาง ๆ โดยอัตโนมัติ พรอมทั้งแจงเตือนผานโปรแกรมไลน 
 
3.1.4 ระบบควบคุมและแสดงผลผานระบบออนไลน  
 เปนระบบที่สามารถควบคุมการปด-เปดน้ํา โดยเกษตรกรสามารถควบคุมการปด-เปดน้ําไดดวยตนเอง หรือควบคุม

การปด-เปดน้ําแบบอัตโนมัติ สําหรับสวนของการแสดงผลจะแสดงคาสถิติของระดับน้ําในแตละชวงเวลา ตั้งแตเริ่มปลูกขาว

จนถึงชวงเก็บเก่ียวผลผลิต, ประวัติกิจกรรม, รูปรางของแปลงนา (Shape), ตําแหนงของอุปกรณตาง ๆ โดยขอมูลดังกลาวจะถูก

ภาพประกอบ 5 อุปกรณ์อัจฉริยะเปิด-ปิดการทำ�งานของแผงโซล่าร์เซลล์
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เป็นจรงิ ดงันัน้ ระบบจะทำ�การปลอ่ยใหน้้ำ�แหง้ และ
บนัทึกกจิกรรมตา่งๆ โดยอตัโนมตั ิพรอ้มทัง้แจง้เตือน
ผ่านโปรแกรมไลน์

3.1.4 ระบบควบคุมและแสดงผลผ่าน
ระบบออนไลน์ 

	 เปน็ระบบทีส่ามารถควบคมุการปดิ-เปดิน้ำ�  
โดยเกษตรกรสามารถควบคุมการปิด-เปิดน้ำ�ได้ด้วย
ตนเอง หรือควบคุมการปิด-เปิดน้ำ�แบบอัตโนมัติ 
สำ�หรับส่วนของการแสดงผลจะแสดงค่าสถิติของ
ระดับน้ำ�ในแต่ละช่วงเวลา ตั้งแต่เริ่มปลูกข้าวจนถึง

ช่วงเก็บเกี่ยวผลผลิต, ประวัติกิจกรรม, รูปร่างของ
แปลงนา (Shape), ตำ�แหน่งของอุปกรณ์ต่างๆ โดย
ข้อมูลดังกล่าวจะถูกแสดงผลในรูปแบบของแผนที่
ออนไลน์ ซึ่งอาศัยแผนที่พื้นฐานของ Google Map 
Platform นอกจากนี้ ยังรวมถึงการตั้งค่าต่างๆ ที่
จำ�เปน็ตอ่การผลติเมลด็พนัธุข์า้ว อาท ิวนัทีเ่ริม่ทำ�นา, 
วันท่ีข้าวตัง้ท้อง และการวาดรปูแปลงนา เปน็ตน้ และ 
มีระบบป้องกันความปลอดภัยของข้อมูลเกษตรกร 
ซึ่งสามารถใช้งานผ่านสมาร์ทโฟน และคอมพิวเตอร์ 
ดังภาพประกอบ 6

ภาพประกอบ 6 ภาพรวมโปรแกรมควบคุมและแสดงผลผ่านระบบออนไลน์

10 

 

แสดงผลในรูปแบบของแผนที่ออนไลน ซึ่งอาศัยแผนที่พื้นฐานของ Google Map Platform นอกจากนี้ ยังรวมถึงการตั้งคาตาง ๆ 

ที่จําเปนตอการผลิตเมล็ดพันธุขาว อาทิ วันที่เริ่มทํานา, วันที่ขาวตั้งทอง และการวาดรูปแปลงนา เปนตน และมีระบบปองกัน

ความปลอดภัยของขอมูลเกษตรกร ซึ่งสามารถใชงานผานสมารทโฟน และคอมพิวเตอร ดังภาพประกอบ 6 
 

 
ภาพประกอบ 6 ภาพรวมโปรแกรมควบคุมและแสดงผลผานระบบออนไลน 

  
     ภาพประกอบ 6 แสดงภาพรวมของระบบควบคุมและแสดงผลผานระบบออนไลน โดยผูใชสามารถ

เขาสูระบบผานลิงค http://www.reg-rdi.com/rice/dashboard อยางไรก็ตาม เนื่องจากแอพลิเคช่ันถูกออกแบบมาใหมีระบบ

ปองกันความปลอดภัยของขอมูลเกษตรกร ดังนั้น ผูใชงานจึงจําเปนตองมีช่ือผูใช (Username) และรหัสผาน (Password) จึงจะ

สามารถเขาไปใชงานได กรณีบุคคลทั่วไปจะเขาถึงระบบไดแคหนา Log-in ภายในระบบจะประกอบดวยเมนูการเขาสูระบบ แผน

ที่กิจกรรมในการทํานา สถิติระดับน้ําในแปลงนา การจายน้ํา และการตั้งคาการทํางานตาง ๆ ของระบบ ซึ่งการทํางานทั้งหมดจะ

แสดงรายละเอียดตาง ๆ ในหนาแผนที่ ดังภาพประกอบ 7 
 
 

 
ภาพประกอบ 7 แผนที่ออนไลนแสดงรายละเอียดแปลงนาและอุปกรณตางๆ ของเกษตรกร 

 
     ภาพประกอบ 7 เมื่อเขาสูระบบควบคุมและแสดงผลผานระบบออนไลนแลว หนาแรกจะแสดงขอมูล

ตาง ๆ ในรูปแบบของแผนที่ออนไลน อาทิ แปลงนาของเกษตรกร ตําแหนงอุปกรณวัดระดับน้ํา อุปกรณปด-เปดการทํางานของ

ภาพประกอบ 7 แผนที่ออนไลน์แสดงรายละเอียดแปลงนาและอุปกรณ์ต่างๆ ของเกษตรกร

10 

 

แสดงผลในรูปแบบของแผนที่ออนไลน ซึ่งอาศัยแผนที่พื้นฐานของ Google Map Platform นอกจากนี้ ยังรวมถึงการตั้งคาตาง ๆ 

ที่จําเปนตอการผลิตเมล็ดพันธุขาว อาทิ วันที่เริ่มทํานา, วันที่ขาวตั้งทอง และการวาดรูปแปลงนา เปนตน และมีระบบปองกัน

ความปลอดภัยของขอมูลเกษตรกร ซึ่งสามารถใชงานผานสมารทโฟน และคอมพิวเตอร ดังภาพประกอบ 6 
 

 
ภาพประกอบ 6 ภาพรวมโปรแกรมควบคุมและแสดงผลผานระบบออนไลน 

  
     ภาพประกอบ 6 แสดงภาพรวมของระบบควบคุมและแสดงผลผานระบบออนไลน โดยผูใชสามารถ

เขาสูระบบผานลิงค http://www.reg-rdi.com/rice/dashboard อยางไรก็ตาม เนื่องจากแอพลิเคช่ันถูกออกแบบมาใหมีระบบ

ปองกันความปลอดภัยของขอมูลเกษตรกร ดังนั้น ผูใชงานจึงจําเปนตองมีช่ือผูใช (Username) และรหัสผาน (Password) จึงจะ

สามารถเขาไปใชงานได กรณีบุคคลทั่วไปจะเขาถึงระบบไดแคหนา Log-in ภายในระบบจะประกอบดวยเมนูการเขาสูระบบ แผน

ที่กิจกรรมในการทํานา สถิติระดับน้ําในแปลงนา การจายน้ํา และการตั้งคาการทํางานตาง ๆ ของระบบ ซึ่งการทํางานทั้งหมดจะ

แสดงรายละเอียดตาง ๆ ในหนาแผนที่ ดังภาพประกอบ 7 
 
 

 
ภาพประกอบ 7 แผนที่ออนไลนแสดงรายละเอียดแปลงนาและอุปกรณตางๆ ของเกษตรกร 

 
     ภาพประกอบ 7 เมื่อเขาสูระบบควบคุมและแสดงผลผานระบบออนไลนแลว หนาแรกจะแสดงขอมูล

ตาง ๆ ในรูปแบบของแผนที่ออนไลน อาทิ แปลงนาของเกษตรกร ตําแหนงอุปกรณวัดระดับน้ํา อุปกรณปด-เปดการทํางานของ
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	 ภาพประกอบ 6 แสดงภาพรวมของระบบ
ควบคุมและแสดงผลผา่นระบบออนไลน์ โดยผูใ้ชส้ามารถ
เข้าสู่ระบบผ่านลิงค์ http://www.reg-rdi.com/
rice/dashboard อยา่งไรกต็าม เนือ่งจากแอพลเิคชัน่ 
ถกูออกแบบมาใหม้รีะบบปอ้งกนัความปลอดภยัของ
ขอ้มลูเกษตรกร ดงัน้ัน ผูใ้ชง้านจงึจำ�เปน็ตอ้งมชีือ่ผูใ้ช ้
(Username) และรหสัผา่น (Password) จงึจะสามารถ
เข้าไปใช้งานได้ กรณีบุคคลท่ัวไปจะเข้าถึงระบบได้ 
แค่หน้า Log-in ภายในระบบจะประกอบด้วยเมน ู
การเข้าสู่ระบบ แผนที่กิจกรรมในการทำ�นา สถิติ
ระดับน้ำ�ในแปลงนา การจ่ายน้ำ� และการตั้งค่าการ

ทำ�งานตา่งๆ ของระบบ ซึง่การทำ�งานท้ังหมดจะแสดง 
รายละเอียดต่างๆ ในหน้าแผนที่ ดังภาพประกอบ 7

	 ภาพประกอบ 7 เมื่อเข้าสู่ระบบควบคุม
และแสดงผลผ่านระบบออนไลน์แล้ว หน้าแรก 
จะแสดงข้อมูลต่างๆ ในรูปแบบของแผนที่ออนไลน์  
อาท ิแปลงนาของเกษตรกร ตำ�แหนง่อปุกรณว์ดัระดบั
น้ำ� อุปกรณ์ปิด-เปิดการทำ�งานของแผงโซล่าร์เซลล์  
(สวิตซ์น้ำ�) เป็นต้น ซ่ึงข้อมูลดังกล่าวสามารถดู 
รายละเอียดได้โดยการเลือกข้อมูลที่ต้องการ และ
แสดงข้อมูลของอุปกรณ์ดังภาพประกอบ 8 
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แผงโซลารเซลล (สวิตซน้ํา) เปนตน ซึ่งขอมูลดังกลาวสามารถดูรายละเอียดไดโดยการเลือกขอมูลที่ตองการ และแสดงขอมูล

ของอุปกรณดังภาพประกอบ 8  

 

 
ภาพประกอบ 8 แสดงขอมูลของอุปกรณวัดระดับน้ํา 

 

     ภาพประกอบ 8 ตัวอยางการแสดงผลระดับน้ําที่ถูกตรวจวัด และแสดงระดับน้ําในปจจุบัน จากกราฟ

ระดับน้ําที่ 0 เซนติเมตร คือระดับน้ําที่พื้นผิวแปลง หากระดับน้ํามีคาเปนคาบวกจะหมายถึงระดับน้ําเหนือผิวดิน ตรงกันขาม 

หากระดับน้ํามีคาเปนลบจะหมายถึงระดับน้ําในดิน จากกราฟตัวอยางจะสังเกตเห็นวามีบางชวงที่ระดับน้ําติดลบ ซึ่งชวงเวลา

ดังกลาวเปนชวงที่มีการแกลงขาว ระดับน้ําจึงลดลงต่ํากวาระดับผิวแปลง นอกจากนี้ เกษตรกรยังสามารถเพิ่มขอมูลแปลงนา, 
ตําแหนงอุปกรณวัดระดับน้ํา, และตําแหนงอื่น ๆ ตามที่ตองการไดดวยตนเอง โดยการเลือกเมนูในแผนที่ ซึ่งจะแสดงแถบ

เครื่องมือสําหรับวาดรูป (Digitize) และทําการวาดรูปขอมูลที่ตองการลงในแผนที่แสดงดังภาพประกอบ 9 

 

 
ภาพประกอบ 9 แสดงการเพิ่มขอมูลในแผนที่ออนไลน 

 

     ภาพประกอบ 9 การเพิ่มขอมูลลงในแผนที่ โดยเลือก (1) Menu >> (2) เลือกเครื่องมือวาดรูป >> (3) 

วาดรูป (Digitize) >> (4) ตั้งช่ือและเลือกสีของขอมูล >> (5) บันทึกขอมูล 

 

3.2 ความพึงพอใจของเกษตรกรตอระบบเกษตรอัจฉริยะเพ่ือผลิตเมล็ดพันธุขาว 
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แผงโซลารเซลล (สวิตซน้ํา) เปนตน ซึ่งขอมูลดังกลาวสามารถดูรายละเอียดไดโดยการเลือกขอมูลที่ตองการ และแสดงขอมูล

ของอุปกรณดังภาพประกอบ 8  

 

 
ภาพประกอบ 8 แสดงขอมูลของอุปกรณวัดระดับน้ํา 

 

     ภาพประกอบ 8 ตัวอยางการแสดงผลระดับน้ําที่ถูกตรวจวัด และแสดงระดับน้ําในปจจุบัน จากกราฟ

ระดับน้ําที่ 0 เซนติเมตร คือระดับน้ําที่พื้นผิวแปลง หากระดับน้ํามีคาเปนคาบวกจะหมายถึงระดับน้ําเหนือผิวดิน ตรงกันขาม 

หากระดับน้ํามีคาเปนลบจะหมายถึงระดับน้ําในดิน จากกราฟตัวอยางจะสังเกตเห็นวามีบางชวงที่ระดับน้ําติดลบ ซึ่งชวงเวลา

ดังกลาวเปนชวงที่มีการแกลงขาว ระดับน้ําจึงลดลงต่ํากวาระดับผิวแปลง นอกจากนี้ เกษตรกรยังสามารถเพิ่มขอมูลแปลงนา, 
ตําแหนงอุปกรณวัดระดับน้ํา, และตําแหนงอื่น ๆ ตามที่ตองการไดดวยตนเอง โดยการเลือกเมนูในแผนที่ ซึ่งจะแสดงแถบ

เครื่องมือสําหรับวาดรูป (Digitize) และทําการวาดรูปขอมูลที่ตองการลงในแผนที่แสดงดังภาพประกอบ 9 

 

 
ภาพประกอบ 9 แสดงการเพิ่มขอมูลในแผนที่ออนไลน 

 

     ภาพประกอบ 9 การเพิ่มขอมูลลงในแผนที่ โดยเลือก (1) Menu >> (2) เลือกเครื่องมือวาดรูป >> (3) 

วาดรูป (Digitize) >> (4) ตั้งช่ือและเลือกสีของขอมูล >> (5) บันทึกขอมูล 

 

3.2 ความพึงพอใจของเกษตรกรตอระบบเกษตรอัจฉริยะเพ่ือผลิตเมล็ดพันธุขาว 

ภาพประกอบ 9 แสดงการเพิ่มข้อมูลในแผนที่ออนไลน์

ภาพประกอบ 8 แสดงข้อมูลของอุปกรณ์วัดระดับน้ำ�
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	 ภาพประกอบ 8 ตัวอย่างการแสดงผล 
ระดับน้ำ�ที่ถูกตรวจวัด และแสดงระดับน้ำ�ในปัจจุบัน 
จากกราฟระดับน้ำ�ที ่0 เซนติเมตร คอืระดับน้ำ�ทีพ่ืน้ผวิ
แปลง หากระดับน้ำ�มคีา่เปน็คา่บวกจะหมายถงึระดบั
น้ำ�เหนอืผวิดนิ ตรงกนัขา้ม หากระดบัน้ำ�มคีา่เปน็ลบ
จะหมายถงึระดบัน้ำ�ในดนิ จากกราฟตวัอยา่งจะสังเกต
เหน็ว่ามีบางช่วงทีร่ะดับน้ำ�ตดิลบ ซึง่ชว่งเวลาดังกลา่ว
เป็นช่วงที่มีการแกล้งข้าว ระดับน้ำ�จึงลดลงต่ำ�กว่า
ระดับผิวแปลง นอกจากนี้ เกษตรกรยังสามารถเพิ่ม
ข้อมูลแปลงนา, ตำ�แหน่งอุปกรณ์วัดระดับน้ำ�, และ
ตำ�แหน่งอื่นๆ ตามที่ต้องการได้ด้วยตนเอง โดยการ
เลือกเมนูในแผนที่ ซึ่งจะแสดงแถบเครื่องมือสำ�หรับ
วาดรปู (Digitize) และทำ�การวาดรปูขอ้มลูทีต่อ้งการ
ลงในแผนที่แสดงดังภาพประกอบ 9

	 ภาพประกอบ 9 การเพิ่มข้อมูลลงในแผนที่ 
โดยเลือก (1) Menu >> (2) เลือกเครื่องมือวาดรูป 
>> (3) วาดรูป (Digitize) >> (4) ตั้งชื่อและเลือกสี
ของข้อมูล >> (5) บันทึกข้อมูล

3.2 ความพึงพอใจของเกษตรกรต่อ
ระบบเกษตรอัจฉริยะเพื่อผลิตเมล็ด
พันธุ์ข้าว

	 เมือ่เกษตรกรไดท้ดลองใชง้านระบบเกษตร
อจัฉรยิะแลว้ คณะผู้วจิยัไดป้ระเมนิความพงึพอใจของ

เกษตรทีมี่ตอ่ระบบดงักลา่วด้วยแบบสอบความพงึพอใจ 
ซึ่งผ่านการทดสอบความเที่ยงของแบบสอบถามจาก 
ผู้เชี่ยวชาญจำ�นวน 3 ท่าน ซึ่งเป็นอาจารย์ประจำ�ใน
สาขาวิชาการพัฒนาสังคม, เทคโนโลยีสารสนเทศ, 
และสถติ ิของมหาวทิยาลยัราชภฏับรุรีมัย ์โดยผลการ
วิเคราะห์ค่าดัชนี IOC (Index of Item Objective 
Congruence) พบวา่ ประเดน็ตา่งๆ ในแบบสอบถาม 
มีความสอดคล้องกับวัตถุประสงค์ของแบบประเมิน  
โดยทุกประเด็นมีค่าความสอดคล้อง IOC มากกว่า  
0.50 ซึง่ถอืวา่ผ่านเกณฑท์ีส่ามารถนำ�แบบสอบถามไปใช ้
เกบ็รวบรวมข้อมูลได ้(Suttiyotin, 2016) แบบสอบถาม
ที่ผ่านการทดสอบข้างต้นจะถูกส่งให้เกษตรกรกลุ่ม 
ผู้ผลิตเมล็ดพันธ์ุข้าวบ้านหนองสรวงท้ังหมดท่ีได้ 
มาทดลองใช้งานระบบเกษตรอัจฉริยะทั้งหมด ซึ่งมี
จำ�นวนทั้งสิ้น 10 คน (เกษตรกรต้นแบบ 1 คน และ
เกษตรกรภายในกลุ่มที่สนใจอีก 9 คน) และมีผลการ
ประเมนิความพงึพอใจของเกษตร ดงัภาพประกอบ 10

	 ผลการประเมินความพึงพอใจของเกษตร
ต่อระบบเกษตรอัจฉริยะ (ภาพประกอบ 10) พบว่า  
เกษตรกรมีความพึงพอใจเฉลี่ยต่อภาพรวมของ
อุปกรณ์ระบบเกษตรอัจฉริยะอยู่ในระดับมากที่สุด  
(  = 4.88) โดยประเด็นทีม่คีา่เฉลีย่ของความพงึพอใจ
อยูใ่นระดบัมากทีส่ดุ (5.00) ไดแ้ก ่ขอ้มลูทีแ่อพลเิคชนั 
แจ้งเตือนมีความครบถ้วน และจำ�เป็นต่อการดูแล
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   เมื่อเกษตรกรไดทดลองใชงานระบบเกษตรอัจฉริยะแลว คณะผูวิจัยไดประเมินความพึงพอใจของเกษตรที่มี

ตอระบบดังกลาวดวยแบบสอบความพึงพอใจ ซึ่งผานการทดสอบความเที่ยงของแบบสอบถามจากผูเช่ียวชาญจํานวน 3 ทาน 

ซึ่งเปนอาจารยประจําในสาขาวิชาการพัฒนาสังคม, เทคโนโลยีสารสนเทศ, และสถิติ ของมหาวิทยาลัยราชภัฏบุรีรัมย โดยผล

การวิเคราะหคาดัชนี IOC (Index of Item Objective Congruence) พบวา ประเด็นตาง ๆ ในแบบสอบถามมีความสอดคลอง

กับวัตถุประสงคของแบบประเมิน โดยทุกประเด็นมีคาความสอดคลอง IOC มากกวา 0.50 ซึ่งถือวาผานเกณฑที่สามารถนํา

แบบสอบถามไปใชเก็บรวบรวมขอมูลได (Suttiyotin, 2016) แบบสอบถามที่ผานการทดสอบขางตนจะถูกสงใหเกษตรกรกลุม

ผูผลิตเมล็ดพันธุขาวบานหนองสรวงทั้งหมดที่ไดมาทดลองใชงานระบบเกษตรอัจฉริยะทั้งหมด ซึ่งมีจํานวนทั้งสิ้น 10 คน 

(เกษตรกรตนแบบ 1 คน และเกษตรกรภายในกลุมที่สนใจอีก 9 คน) และมีผลการประเมินความพึงพอใจของเกษตร ดัง

ภาพประกอบ 10 
 

 
ภาพประกอบ 10 ผลการประเมินความพึงพอใจของเกษตรตอระบบเกษตรอัจฉริยะ 

 
   ผลการประเมินความพึงพอใจของเกษตรตอระบบเกษตรอัจฉริยะ (ภาพประกอบ 10) พบวา เกษตรกรมี

ความพึงพอใจเฉลี่ยตอภาพรวมของอุปกรณระบบเกษตรอัจฉริยะอยูในระดับมากที่สุด (x� = 4.88) โดยประเด็นที่มีคาเฉลี่ย

ของความพึงพอใจอยูในระดับมากที่สุด (5.00) ไดแก ขอมูลที่แอพลิเคชันแจงเตือนมีความครบถวน และจําเปนตอการดูแล

ผลผลิต, ระบบเกษตรอัจฉริยะชวยใหเกษตรกรดูแลผลผลิตสะดวกและงายขึ้น, ระบบเกษตรอัจฉริยะชวยลดเวลาของเกษตรกร

ในการดูแลผลผลิต, และระบบดังกลาวมีความคุมคาตอการลงทุน รองลงมาคือ ประเด็นเรื่องการติดตั้งอุปกรณที่มีความสะดวก

และไมยุงยากซับซอน และประสิทธิภาพของระบบการแจงเตือน โดยมีคาคะแนนเฉลี่ยเทากับ 4.90 คะแนน สวนการใชงานแอ

พลิเคชัน และภาพรวมของอุปกรณระบบเกษตรอัจฉริยะ มีคาคะแนนเฉลี่ยเทากับ 4.80 คะแนน ขณะที่ประเด็นเรื่องความ

สะดวกในการใชงานแอพลิเคชันผานสมารทโฟนและอินเทอรเน็ต และความสะดวกในการดูแลรักษาอุปกรณ มีคาคะแนนเฉลี่ย

ต่ําที่สุด คือ 4.70 คะแนน และเมื่อนําผลการประเมินดังกลาวไปวิเคราะหความเช่ือมั่นของแบบสอบถามดวยคาสัมประสิทธิ์

อัลฟาของครอน บาค (Cronbach’s Alpha Coefficient) พบวา คาสัมประสิทธิ์อัลฟาของครอนบาคมีคาเทากับ 0.75 บงช้ีวา

แบบสอบถามดังกลาวมีคาความเช่ือมั่นคอนขางสูง (Suttiyotin, 2016) 
 
3.3 การวิเคราะหจุดคุมทุน 

0.00 1.00 2.00 3.00 4.00 5.00

การติดตั้งอุปกรณ (สะดวกและไมยุงยากซับซอน)

ความสะดวกในการใชงานแอพลิเคช่ันผานสมารทโฟนและอินเทอรเนต็

การใชงานแอพลิเคช่ัน (งายและไมซับซอน)

ขอมูลท่ีแอพลิเคช่ันแจงเตือน (ครบถวน และจําเปนตอการดูแลผลผลิต)

ประสิทธิภาพของระบบการแจงเตือน

ระบบเกษตรอัจฉริยะชวยใหเกษตรกรดูแลผลผลิตสะดวกและงายข้ึน

ระบบเกษตรอัจฉริยะชวยลดเวลาของเกษตรในการดูแลผลผลิต

ความสะดวกในการดูแลรักษาอุปกรณ

ความคุมคาตอการลงทุนเก่ียวกับอปุกรณ

ภาพรวมของอุปกรณระบบเกษตรอัจฉริยะ

สวนเบี่ยงเบนมาตรฐาน คาเฉล่ีย

ภาพประกอบ 10 ผลการประเมินความพึงพอใจของเกษตรต่อระบบเกษตรอัจฉริยะ
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ผลผลิต, ระบบเกษตรอัจฉริยะช่วยให้เกษตรกรดูแล
ผลผลิตสะดวกและง่ายขึ้น, ระบบเกษตรอัจฉริยะ
ช่วยลดเวลาของเกษตรกรในการดูแลผลผลิต, และ
ระบบดังกล่าวมีความคุ้มค่าต่อการลงทุน รองลงมา
คือ ประเด็นเรื่องการติดตั้งอุปกรณ์ท่ีมีความสะดวก
และไมยุ่ง่ยากซบัซอ้น และประสิทธภิาพของระบบการ
แจง้เตอืน โดยมคีา่คะแนนเฉลีย่เทา่กบั 4.90 คะแนน 
สว่นการใชง้านแอพลิเคชัน และภาพรวมของอปุกรณ์
ระบบเกษตรอัจฉริยะ มีค่าคะแนนเฉลี่ยเท่ากับ 4.80 
คะแนน ขณะทีป่ระเด็นเร่ืองความสะดวกในการใชง้าน
แอพลิเคชนัผา่นสมารท์โฟนและอนิเทอรเ์นต็ และความ
สะดวกในการดูแลรักษาอุปกรณ์ มีค่าคะแนนเฉล่ีย 
ต่ำ�ทีส่ดุ คอื 4.70 คะแนน และเมือ่นำ�ผลการประเมนิ 
ดงักลา่วไปวเิคราะห์ความเชือ่มัน่ของแบบสอบถามด้วย
ค่าสัมประสิทธิ์อัลฟาของครอน บาค (Cronbach’s 
Alpha Coefficient) พบว่า ค่าสัมประสิทธ์ิอัลฟา
ของครอนบาคมคีา่เทา่กบั 0.75 บง่ช้ีวา่แบบสอบถาม 
ดังกล่าวมีค่าความเชื่อมั่นค่อนข้างสูง (Suttiyotin, 
2016)

3.3 การวิเคราะห์จุดคุ้มทุน

	 การวิเคราะห์จุดคุ้มทุนครั้งน้ีคณะผู้วิจัยได้
นำ�เอาตน้ทุนการผลติเมลด็พันธ์ุขา้ว ตน้ทุนของระบบ
เกษตรอจัฉรยิะ (คา่อปุกรณแ์ละคา่ตดิตัง้ระบบ) และ
กำ�ไรจากการขายผลผลิตมาเปรียบเทียบกัน สำ�หรับ
รายละเอียดของต้นทุนการผลิตเมล็ดพันธ์ุข้าว และ
ค่าอุปกรณ์ระบบเกษตรอัจฉริยะ ดังตาราง 1 และ 2 
ตามลำ�ดับ

	 เกษตรกรต้นแบบมีพื้นที่เพาะปลูกจำ�นวน 
3 ไร่ โดยมีค่าใช้จ่ายต่างๆ ซึ่งเป็นต้นทุนของการผลติ
เมล็ดพันธุ์ข้าว (ดังตาราง 1) คิดเป็นต้นทุน 11,900 
บาท หรือเฉลี่ย 3,966.67 บาทต่อไร่ ขณะที่เมล็ด
พันธุ์ข้าวมีราคาขายอยู่ที่ 20 บาทต่อกิโลกรัม และ
เกษตรกรต้นแบบได้ผลผลิตอยู่ท่ี 350 กิโลกรัมต่อ
ไร่ (Kakhunrum, 2022) ดังนั้น ราคาผลผลิตต่อไร่
จะมีค่าเท่ากับ 20 x 350 = 7,000 บาทต่อไร่ เมื่อ
พิจารณาราคาผลผลิตทั้งหมดที่เกษตรกรต้นแบบ
ได้จากการผลิตเมล็ดพันธุ์ข้าวในพ้ืนที่ของตนเอง  
(3 ไร่) เกษตรกรต้นแบบจะขายเมล็ดพันธุ์ข้าวได้ 
ทัง้สิน้ 21,000 บาท และเมือ่หกัตน้ทุนการผลติ (11,900 
บาท) เกษตรกรต้นแบบจะมีกำ�ไรทั้งสิ้น 9,100 บาท 
หรือคิดเป็นกำ�ไรเฉลี่ย 3,033.33 บาทต่อไร่

ตาราง 1	 ต้นทุนการผลิตเมล็ดข้าวพันธุ์

รายการ
ราคา (บาท)

ต่อ 3 ไร่ เฉลี่ย 1 ไร่

ค่าเมล็ดพันธุ์ข้าว 2,250.00 750.00

ค่าไถเปิดหน้าดิน (รอบแรก) 840.00 280.00

ค่าไถติดคราดพรวนดิน, หว่านเมล็ดพันธุ์ 990.00 330.00

ค่าน้ำ�มันตัดข้าว 200.00 66.67

ค่าปุ๋ยเคมี 4,020.00 1,340.00

ค่าเกี่ยว 1,950.00 650.00

ค่าปุ๋ยฉีดทางใบ 1,200.00 400.00

ค่าจ้างคนงาน 450.00 150.00

รวม 11,900 3,966.67
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	 ระบบเกษตรอจัฉริยะมรีายการอปุกรณแ์ละ
ค่าใช้จ่ายต่างๆ ดังตาราง 2 โดยแบ่งเป็นค่าใช้จ่าย 
เกี่ยวกับเซนเซอร์และสวิตซ์ เท่ากับ 917 และ 516 
บาท ตามลำ�ดับ คิดเป็นค่าใช้จ่ายทั้งสิ้นเท่ากับ 917 
+ 516 = 1,433 บาท อย่างไรก็ตาม นอกจากค่า
อปุกรณข์า้งต้นแล้ว ยังมีคา่ตดิตัง้ระบบเกษตรอัจฉริยะ  
โดยเป็นค่าท่อพีวีซี (ท่อขนาด 2 นิ้ว ยาว 4 เมตร) 

สำ�หรบัการวางระบบ ซึง่ทอ่พวีซี ี1 ทอ่ มรีาคาประมาณ 
150 บาท การวางระบบทอ่ในพืน้ทีข่นาด 1 ไร ่ตอ้งใช้
ท่อสำ�หรับการวางระบบทั้งสิ้น 10 ท่อ รวมเป็นค่าใช้
จ่ายเท่ากับ 150 x 10 = 1,500 บาทต่อไร่

	 สำ�หรับการวิเคราะห์จุดคุ้มทุน คณะผู้วิจัย
ได้แบ่งผลการวิเคราะห์ออกเป็น 3 กรณี คือ กรณีที่

ตาราง 2	 ค่าอุปกรณ์ระบบเกษตรอัจฉริยะ (สำ�หรับการวิจัยครั้งนี้)

รายการอุปกรณ์ระบบเกษตรอัจฉริยะ
ราคา (บาท)

ประเภท รายการ

เซนเซอร์ บอร์ดวงจร ESP8266 78.00

บอร์ด Arduio R3 210.00

IC เบอร์ 74165 12.00

ตัวต้านทาน 16.00

สายไฟ 20.00

ท่อเซนเซอร์ 10.00

กล่อง 197.00

แผงโซล่าเซลล์ 5 วัตต์ 179.00

ถ่านลิเธียมฟอสเฟต 2 ก้อน 140.00

ซีเนอร์ไดโอด 5 โวลต์ 20.00

ท่อ PVC แกล้งข้าว (ยาว 30 เซนติเมตร) 35.00

รวม 917.00

สวิตซ์ แผงโซล่าเซลล์ 5 วัตต์ 179.00

ถ่านลิเธียมฟอสเฟต 2 ก้อน 140.00

ซีเนอร์ไดโอด 5 โวลต์ 20.00

ดีเลย์ 50.00

กล่อง 127.00

รวม 516.00

ค่าอุปกรณ์ทั้งหมด (เซนเซอร์ + สวิตซ์) 1,433.00

ค่าวางระบบ ท่อพีวีซี (ขนาด 2 นิ้ว ยาว 4 เมตร) ราคาท่อละ 150.00

* พื้นที่ 1 ไร่จะใช้ท่อทั้งหมด 10 ท่อ

รวม (ต่อพื้นที่ 1 ไร่) 1,500.00
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เกษตรกรมรีะบบพืน้ฐานทัง้หมดเชน่เดียวกบัเกษตรกร
ต้นแบบ, กรณีที่เกษตรกรมีเพียงบ่อดาล แต่ยังไม่มี
ซับเมอร์ส และโซล่าเซลล์, และกรณีที่เกษตรกรไม่มี
ระบบพ้ืนฐานใดเลย โดยค่าใชจ้า่ยสำ�หรบัระบบเกษตร
อัจฉริยะแต่ละกรณี ดังตาราง 3

	 ตาราง 3 กรณีที่เกษตรกรมีระบบพื้นฐาน 
เช่นเดียวกันเกษตรกรต้นแบบ คือ เกษตรกรมีบ่อ
บาดาล, ซับเมอร์ส และโซล่าเซลล์ เกษตรกรจะมี 
ค่าใชจ้า่ยในการลงทนุเท่ากบั 1,433 บาท สำ�หรับกรณี 
ที่เกษตรกรที่มีเพียงบ่อบาดาล จำ�เป็นต้องเพิ่ม 
คา่ใช้จา่ยของซบัเมอรส์ (8,500 บาท) และโซลา่เซลล ์
(10,200 บาท) รวมกับค่าอุปกรณต์า่งๆ โดยคิดเป็นคา่
ลงทุนท้ังสิน้เท่ากบั 20,133 บาท สว่นกรณีทีเ่กษตรกร
ไม่มีระบบพื้นฐานเลย เกษตรกรต้องเพ่ิมค่าใช้จ่าย 
ของซับเมอร์ส (8,500 บาท) โซล่าเซลล์ (10,200 
บาท) และค่าขุดบ่อบาดาล (15,000 บาท) รวมกัน
ค่าอุปกรณ์ต่างๆ โดยคิดเป็นค่าลงทุนทั้งสิ้นเท่ากับ 
35,133 บาท 

	 การวิเคราะห์จุดคุ้มทุนจะพิจารณจากกำ�ไร
จากการขายผลิตต่อไร่ ซึ่งในที่นี้คือ 3,033.33 บาท
ต่อไร่ และค่าลงทุนเก่ียวกับระบบเกษตรอัจฉริยะ  
ซึง่เปน็ตน้ทนุของอปุกรณแ์ตล่ะกรณ ี(ตาราง 3) และ 
ค่าวางระบบซึ่งแตกต่างกันตามขนาดพื้นที่ แต่มีค่า
เฉลีย่ของการวางระบบอยูท่ี ่1,500 บาทตอ่ไร ่สำ�หรับ
ผลการวิเคราะห์จุดคุ้มทุนกรณีที่เกษตรกรมีระบบ
พื้นฐานเช่นเดียวกับเกษตรกรต้น, กรณีที่เกษตรกรมี
เพียงบ่อบาดาล แต่ยังไม่มีซับเมอร์ส และโซล่าเซลล์, 
และกรณทีีเ่กษตรกรไมม่รีะบบพืน้ฐานใดเลย ดังภาพ
ประกอบ 11, 12 และ 13 ตามลำ�ดับ

	 ผลการวิเคราะห์จุดคุ้มทุนกรณีที่เกษตรกร
มีระบบพื้นฐานเช่นเดียวกับเกษตรกรต้นแบบ  
(ภาพประกอบ 11) พบวา่ จดุคุ้มทนุระหวา่งค่าใชจ้า่ย
ทั้งหมด และกำ�ไรจากการขายผลผลิต อยู่ที่ตำ�แหน่ง
พื้นที่ขนาด 1 ไร่ กล่าวคือ หากเกษตกรขายผลผลิต
ได้ 1 ไร่ ก็เพียงพอต่อค่าลงทุนระบบเกษตรอัจฉริยะ
แล้ว เนื่องจากค่าลงทุนของระบบเกษตรอัจฉริยะ 
ในกรณีนี้มีค่าเท่ากับ 1,433 บาท ส่วนค่าวางระบบ 

ตาราง 3	 สรุปค่าอุปกรณ์ระบบเกษตรอัจฉริยะของแต่ละกรณี

กรณีที่ ระบบพื้นฐานที่มี รายการอุปกรณ์ที่ต้องลงทุน ค่าลงทุน (บาท)

1 เกษตรกรต้นแบบ ค่าอุปกรณ์ดังตาราง 2 1,433

(บ่อบาดาล, ซับเมอร์ส, โซล่าร์เซลล์)

รวมค่าลงทุนอุปกรณ์ทั้งหมด 1,433

2 เกษตรกรมีบ่อบาดาลอยู่แล้ว ค่าอุปกรณ์ดังตาราง 2 1,433

ซับเมอร์ส 8,500

โซล่าร์เซลล์ 10,200

รวมค่าลงทุนอุปกรณ์ทั้งหมด 20,133

3 เกษตรกรไม่มีระบบพื้นฐาน ค่าอุปกรณ์ดังตาราง 2 1,433

ซับเมอร์ส 8,500

โซล่าร์เซลล์ 10,200

ค่าขุดบ่อบาดาล (เริ่มต้น) 15,000

รวมค่าลงทุนอุปกรณ์ทั้งหมด 35,133
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ในพืน้ที ่ขนาด 1 ไร ่มคีา่เทา่กบั 1,500 บาท รวมเปน็
ค่าใช้จ่ายทั้งสิ้น 1,433 + 1,500 = 2,933 บาท ขณะ
ที่เกษตรกรได้กำ�ไรจากการขายผลผลิต 1 ไร่ เท่ากับ 
3,033.33 บาท จะเหน็ไดว้า่กำ�ไรจากการขายผลผลติ 
มค่ีามากกว่าค่าใชจ้า่ยในการลงทนุระบบเกษตรอจัฉรยิะ

	 ผลการวเิคราะห์จุดคุม้ทนุกรณทีีเ่กษตรกรมี
เพียงบ่อบาดาล (ภาพประกอบ 12) พบว่า จุดคุ้มทุน 

ระหว่างค่าใช้จ่ายท้ังหมด และกำ�ไรจากการขาย
ผลผลิต อยู่ที่ตำ�แหน่งพื้นที่ขนาด 14 ไร่ หรือกล่าว
ไดว้า่ เกษตรกรตอ้งขายผลผลติใหไ้ดอ้ยา่งนอ้ย 14 ไร ่
จึงจะไม่ขาดทุน เนื่องจากค่าลงทุนของระบบเกษตร
อัจฉริยะในกรณีนี้ประกอบด้วยค่าอุปกรณ์ (1,433 
บาท) ค่าซับเมอร์ส (8,500 บาท) ค่าโซล่าเซลล์  
(10,200 บาท) และคา่วางระบบในพื้นทีข่นาด 14 ไร ่

15 

 

2 เกษตรกรมีบอบาดาลอยูแลว คาอุปกรณดังตาราง 2 1,433 
  ซับเมอรส 8,500 
  โซลารเซลล 10,200 
 รวมคาลงทุนอุปกรณท้ังหมด  20,133 
3 เกษตรกรไมมีระบบพื้นฐาน คาอุปกรณดังตาราง 2 1,433 
  ซับเมอรส 8,500 
  โซลารเซลล 10,200 
  คาขุดบอบาดาล (เริ่มตน) 15,000 
 รวมคาลงทุนอุปกรณท้ังหมด  35,133 

 
   ตาราง 3 กรณีที่เกษตรกรมีระบบพื้นฐานเชนเดียวกันเกษตรกรตนแบบ คือ เกษตรกรมีบอบาดาล, ซับ

เมอรส และโซลาเซลล เกษตรกรจะมีคาใชจายในการลงทุนเทากับ 1,433 บาท สําหรับกรณีที่เกษตรกรที่มีเพียงบอบาดาล 

จําเปนตองเพิ่มคาใชจายของซับเมอรส (8,500 บาท) และโซลาเซลล (10,200 บาท) รวมกับคาอุปกรณตาง ๆ โดยคิดเปนคา

ลงทุนทั้งสิ้นเทากับ 20,133 บาท สวนกรณีที่เกษตรกรไมมีระบบพื้นฐานเลย เกษตรกรตองเพิ่มคาใชจายของซับเมอรส (8,500 
บาท) โซลาเซลล (10,200 บาท) และคาขุดบอบาดาล (15,000 บาท) รวมกันคาอุปกรณตาง ๆ โดยคิดเปนคาลงทุนทั้งสิ้น

เทากับ 35,133 บาท  
   การวิเคราะหจุดคุมทุนจะพิจารณจากกําไรจากการขายผลิตตอไร ซึ่งในที่นี้คือ 3,033.33 บาทตอไร และคา

ลงทุนเก่ียวกับระบบเกษตรอัจฉริยะ ซึ่งเปนตนทุนของอุปกรณแตละกรณี (ตาราง 3) และคาวางระบบซึ่งแตกตางกันตามขนาด

พื้นที่ แตมีคาเฉลี่ยของการวางระบบอยูที่ 1,500 บาทตอไร สําหรับผลการวิเคราะหจุดคุมทุนกรณีที่เกษตรกรมีระบบพื้นฐาน

เชนเดียวกับเกษตรกรตน, กรณีที่เกษตรกรมีเพียงบอบาดาล แตยังไมมีซับเมอรส และโซลาเซลล, และกรณีที่เกษตรกรไมมี

ระบบพื้นฐานใดเลย ดังภาพประกอบ 11, 12 และ 13 ตามลําดับ 
 

 
ภาพประกอบ 11 ผลการวิเคราะหจุดคุมทุนกรณีที่เกษตรกรมีระบบพื้นฐานเชนเดียวกับเกษตรกรตนแบบ 

 
   ผลการวิเคราะหจุดคุมทุนกรณีที่เกษตรกรมีระบบพื้นฐานเชนเดียวกับเกษตรกรตนแบบ (ภาพประกอบ 11) 

พบวา จุดคุมทุนระหวางคาใชจายทั้งหมด และกําไรจากการขายผลผลิต อยูที่ตําแหนงพื้นที่ขนาด 1 ไร กลาวคือ หากเกษตกร
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ขายผลผลิตได 1 ไร ก็เพียงพอตอคาลงทุนระบบเกษตรอัจฉริยะแลว เนื่องจากคาลงทุนของระบบเกษตรอัจฉริยะในกรณีนี้มีคา

เทากับ 1,433 บาท สวนคาวางระบบในพื้นที่  ขนาด 1 ไร มีคาเทากับ 1,500 บาท รวมเปนคาใชจายทั้งสิ้น 1,433 + 1,500 = 

2,933 บาท ขณะที่เกษตรกรไดกําไรจากการขายผลผลิต 1 ไร เทากับ 3,033.33 บาท จะเห็นไดวากําไรจากการขายผลผลิตมี

คามากกวาคาใชจายในการลงทุนระบบเกษตรอัจฉริยะ 

 

 
ภาพประกอบ 12 ผลการวิเคราะหจุดคุมทุนกรณีที่เกษตรกรมีเพียงบอบาดาล 

 

   ผลการวิเคราะหจุดคุมทุนกรณีที่เกษตรกรมีเพียงบอบาดาล (ภาพประกอบ 12) พบวา จุดคุมทุนระหวาง

คาใชจายทั้งหมด และกําไรจากการขายผลผลิต อยูที่ตําแหนงพื้นที่ขนาด 14 ไร หรือกลาวไดวา เกษตรกรตองขายผลผลิตใหได

อยางนอย 14 ไร จึงจะไมขาดทุน เนื่องจากคาลงทุนของระบบเกษตรอัจฉริยะในกรณีนี้ประกอบดวยคาอุปกรณ (1,433 บาท) 

คาซับเมอรส (8,500 บาท) คาโซลาเซลล (10,200 บาท) และคาวางระบบในพื้นที่ขนาด 14 ไร มีคาเทากับ 1,500 x 14 = 

21,000 บาท รวมเปนคาใชจายทั้งสิ้นเทากับ 1,433 + 8,500 + 10,200 + 21,000 = 41,133 บาท ขณะที่เกษตรกรไดกําไรจาก

การขายผลผลิต 14 ไร เทากับ 3,033.33 x 14 = 42,466.62 บาท ซึ่งกําไรจากการขายผลผลิตมีคามากกวาคาใชจายในการ

ลงทุนระบบเกษตรอัจฉริยะ 
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ภาพประกอบ 11 ผลการวิเคราะห์จุดคุ้มทุนกรณีที่เกษตรกรมีระบบพื้นฐานเช่นเดียวกับเกษตรกรต้นแบบ

ภาพประกอบ 12 ผลการวิเคราะห์จุดคุ้มทุนกรณีที่เกษตรกรมีเพียงบ่อบาดาล
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มีค่าเท่ากับ 1,500 x 14 = 21,000 บาท รวมเป็น
ค่าใช้จ่ายทั้งสิ้นเท่ากับ 1,433 + 8,500 + 10,200 
+ 21,000 = 41,133 บาท ขณะที่เกษตรกรได้กำ�ไร
จากการขายผลผลิต 14 ไร่ เท่ากับ 3,033.33 x 14 
= 42,466.62 บาท ซึ่งกำ�ไรจากการขายผลผลิตมีค่า
มากกว่าค่าใช้จ่ายในการลงทุนระบบเกษตรอัจฉริยะ

	 ผลการวิเคราะห์จุดคุ้มทุนกรณีที่เกษตรกร
ไม่มีระบบพื้นฐานใดเลย (ภาพประกอบ 13) พบว่า 
จุดคุ้มทุนระหว่างค่าใช้จ่ายทั้งหมด และกำ�ไรจาก
การขายผลผลติ อยูท่ีต่ำ�แหนง่พืน้ท่ีขนาด 23 ไร ่หรอื
กล่าวได้ว่า เกษตรกรต้องขายผลผลิตให้ได้อย่างน้อย 
23 ไร่จึงจะไม่ขาดทุน เนื่องจากค่าลงทุนของระบบ
เกษตรอัจฉริยะในกรณีน้ีประกอบด้วยค่าอุปกรณ์ 
(1,433 บาท) คา่ซบัเมอรส์ (8,500 บาท) ค่าโซล่าเซลล์ 
(10,200 บาท) ค่าขุดบ่อบาดาล (15,000 บาท) และ
ค่าวางระบบในพื้นที่ขนาด 23 ไร่ มีค่าเท่ากับ 1,500 
x 23 = 34,500 บาท รวมเป็นค่าใช้จ่ายทั้งสิ้นเท่ากับ 
1,433 + 8,500 + 10,200 + 15,000 + 34,500 = 
69,633 บาท ขณะที่เกษตรกรได้กำ�ไรจากการขาย
ผลผลิต 23 ไร่ เท่ากับ 3,033.33 x 23 = 69,766.59 
บาท ซึ่งกำ�ไรจากการขายผลผลิตมีค่ามากกว่า 
ค่าใช้จ่ายในการลงทุนระบบเกษตรอัจฉริยะ

4. อภิปรายผล (Discussion)

	 ระบบเกษตรอจัฉรยิะทีถ่กูพฒันาขึน้ช่วยให้
เกษตรกรสามารถควบคุมและดูแลผลผลิตได้อย่าง
มีประสิทธิภาพมากยิ่งขึ้น สอดคล้องกับงานวิจัย
ของ Jeepet, Sudharatna, & Ueasangkomsate 
(2017), Fongngen, Petchhan, & Yajor (2018), 
Foughali, Fathallah, & Frihida (2018), Pothong, 
Mekarun, & Choosumrong (2019), Srisongmuang  
et al. (2020) และ Kanya et al (2022) ซึ่งได้นำ�
เอาเทคโนโลยอีนิเทอร์เนต็แหง่สรรพสิง่เขา้ไปควบคมุ
ระบบต่างๆ เพื่อเพิ่มประสิทธิภาพด้านการบริหาร
จดัการฟารม์ ดังจะเห็นได้จากผลสำ�รวจความพึงพอใจ
ของเกษตรกรต่อระบบดังกล่าว คือ ระบบเกษตร
อจัฉรยิะชว่ยใหเ้กษตรกรดแูลผลผลติสะดวกและงา่ย
ขึ้น, ระบบเกษตรอัจฉริยะช่วยลดเวลาของเกษตรกร
ในการดูแลผลผลิต, และระบบดังกล่าวมีความคุ้มค่า 
ต่อการลงทุน ซึ่งเป็นประเด็นที่เกษตรกรมีความพึง
พอใจมากที่สุด ซึ่งผลจากการที่เกษตรกรใช้เวลา 
ในการดแูลผลผลตินอ้ยลง อีกทัง้สามารถดแูลผลผลติ
ไดส้ะดวกยิง่ขึน้ สง่ผลใหเ้กษตรกรสามารถไปทำ�อาชพี
เสริมได้ โดย Kakhunrum (2022) ซึ่งเป็นเกษตรกร
ต้นแบบ กล่าวว่า ตนเองได้ไปทำ�อาชีพเสริมอื่นๆ  
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ภาพประกอบ 13 ผลการวิเคราะหจุดคุมทุนกรณีที่เกษตรกรไมมีระบบพื้นฐานใดเลย 

 
 
   ผลการวิเคราะหจุดคุมทุนกรณีที่เกษตรกรไมมีระบบพื้นฐานใดเลย (ภาพประกอบ 13) พบวา จุดคุมทุน

ระหวางคาใชจายทั้งหมด และกําไรจากการขายผลผลิต อยูที่ตําแหนงพื้นที่ขนาด 23 ไร หรือกลาวไดวา เกษตรกรตองขาย

ผลผลิตใหไดอยางนอย 23 ไรจึงจะไมขาดทุน เนื่องจากคาลงทุนของระบบเกษตรอัจฉริยะในกรณีนี้ประกอบดวยคาอุปกรณ 

(1,433 บาท) คาซับเมอรส (8,500 บาท) คาโซลาเซลล (10,200 บาท) คาขุดบอบาดาล (15,000 บาท) และคาวางระบบในพื้นที่

ขนาด 23 ไร มีคาเทากับ 1,500 x 23 = 34,500 บาท รวมเปนคาใชจายทั้งสิ้นเทากับ 1,433 + 8,500 + 10,200 + 15,000 + 
34,500 = 69,633 บาท ขณะที่เกษตรกรไดกําไรจากการขายผลผลิต 23 ไร เทากับ 3,033.33 x 23 = 69,766.59 บาท ซึ่งกําไร

จากการขายผลผลิตมีคามากกวาคาใชจายในการลงทุนระบบเกษตรอัจฉริยะ 

4. อภิปรายผล (Discussion) 
 ระบบเกษตรอัจฉริยะที่ถูกพัฒนาขึ้นชวยใหเกษตรกรสามารถควบคุมและดูแลผลผลิตไดอยางมีประสิทธิภาพมาก

ยิ่งขึ้น สอดคลองกับงานวิจัยของ Jeepet, Sudharatna, & Ueasangkomsate (2017), Fongngen, Petchhan, & Yajor  
(2018), Foughali, Fathallah, & Frihida (2018), Pothong, Mekarun, & Choosumrong (2019), Srisongmuang et al. (2020) 
และ Kanya et al (2022) ซึ่งไดนําเอาเทคโนโลยีอินเทอรเน็ตแหงสรรพสิ่งเขาไปควบคุมระบบตาง ๆ เพื่อเพิ่มประสิทธิภาพดาน

การบริหารจัดการฟารม ดังจะเห็นไดจากผลสํารวจความพึงพอใจของเกษตรกรตอระบบดังกลาว คือ ระบบเกษตรอจัฉริยะชวย

ใหเกษตรกรดูแลผลผลิตสะดวกและงายขึ้น, ระบบเกษตรอัจฉริยะชวยลดเวลาของเกษตรกรในการดูแลผลผลิต, และระบบ

ดังกลาวมีความคุมคาตอการลงทุน ซึ่งเปนประเด็นที่เกษตรกรมีความพึงพอใจมากที่สุด ซึ่งผลจากการที่เกษตรกรใชเวลาในการ

ดูแลผลผลิตนอยลง อีกทั้งสามารถดูแลผลผลิตไดสะดวกยิ่งขึ้น สงผลใหเกษตรกรสามารถไปทําอาชีพเสริมได โดย Kakhunrum 
(2022) ซึ่งเปนเกษตรกรตนแบบ กลาววา ตนเองไดไปทําอาชีพเสริมอื่น ๆ ไดแก การรับติดตั้งเครื่องปรับอากาศ รับจางไถ

พรวนดิน และรับจางเก่ียวกับงานดานไฟฟา สงผลใหมีรายไดเฉลี่ยจากอาชีพเสริมอยูที่ 15,000 บาทตอเดือน  
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ไดแ้ก ่การรบัตดิตัง้เคร่ืองปรับอากาศ รับจา้งไถพรวนดนิ  
และรับจ้างเกี่ยวกับงานด้านไฟฟ้า ส่งผลให้มีรายได้
เฉลี่ยจากอาชีพเสริมอยู่ที่ 15,000 บาทต่อเดือน 

5. สรุปผลการวิจัย (Conclusion)

	 ระบบเกษตรอจัฉริยะเพือ่ผลติเมลด็พันธุข์า้ว
ถูกพัฒนาขึ้นจากประเด็นปัญหาเกี่ยวกับการควบคุม
ระดับน้ำ�ในแปลงนาของเกษตรกลุ่มผู้ผลิตเมล็ดพันธุ์
ข้าวบ้านหนองสรวง ระบบเกษตรอัจฉริยะท่ีพัฒนา
ขึ้นประกอบไปด้วยอุปกรณ์สำ�หรับติดตั้งในแปลงนา 
และระบบควบคุมและแสดงผลผ่านระบบออนไลน์ 
โดยอุปกรณ์ที่ติดตั้งในแปลงนาจะตรวจวัดระดับน้ำ�
ภายในแปลงนาแบบอัตโนมัติ แล้วส่งข้อมูลไปยัง
ระบบควบคุมและแสดงผลผา่นระบบออนไลน ์ซึ่งจะ
รับข้อมูลที่ตรวจวัดจากแปลงนาเพื่อนำ�ไปวิเคราะห์
สภาพแวดล้อมของแปลงนา ณ ช่วงเวลานั้นๆ และ
วิเคราะห์หาค่าที่เหมาะสมต่อสภาพการเพาะปลูก 
ณ ช่วงเวลาดังกล่าว ข้อมูลที่ผ่านการประมวลผล
เรียบรอ้ยแลว้จะถกูสง่กลบัไปยงัระบบของสว่นแปลง
นาอกีครัง้เพือ่ใหอ้ปุกรณท่ี์ติดตัง้ไวท้ีแ่ปลงนาควบคมุ
การปิด-เปิดน้ำ�อัตโนมัติ อย่างไรก็ตาม คณะผู้วิจัย 
ได้ออกแบบระบบให้เกษตรกรสามารถควบคุมการ
ทำ�งานระบบเกษตรอัจฉริยะผ่านระบบออนไลน์ได้
ดว้ยตนเอง และสามารถตดิตามสถานะของแปลงนาได้
จากการแจง้เตอืนสถานะตา่งๆ ผา่นระบบทีพั่ฒนาข้ึน

	 ผลการประเมนิความพงึพอใจของเกษตรกร
กลุม่ผูผ้ลิตเมลด็พันธุข์า้วบ้านหนองสรวงทีม่ตีอ่ระบบ
เกษตรอัจฉริยะ พบว่า เกษตรกรมีความพึงพอใจ 
ต่อภาพรวมของอุปกรณ์ระบบเกษตรอัจฉริยะใน
ระดับมากที่สุด โดยประเด็นที่มีค่าเฉล่ียของความ
พึงพอใจอยู่ในระดับมากที่สุด (5.00 คะแนน) ได้แก่ 
ข้อมูลท่ีแอพลิเคชั่นแจ้งเตือนมีความครบถ้วน และ
จำ�เป็นตอ่การดแูลผลผลิต, ระบบเกษตรอจัฉรยิะชว่ย

ให้เกษตรกรดูแลผลผลิตสะดวกและง่ายข้ึน, ระบบ
เกษตรอจัฉรยิะชว่ยลดเวลาของเกษตรกรในการดแูล
ผลผลติ, และระบบดงักลา่วมคีวามคุม้คา่ตอ่การลงทนุ 
อยา่งไรกต็าม ประเดน็เรือ่งความสะดวกในการใชง้าน 
แอพลิเคชั่นผ่านสมาร์ทโฟนและอินเทอร์เน็ต และ
ความสะดวกในการดูแลรักษาอุปกรณ์ มีค่าคะแนน
เฉลี่ยต่ำ�ที่สุด คือ 4.70 คะแนน

	 ขณะท่ีผลการวิเคราะห์จุดคุ้มทุน พบว่า 
ระบบดงักลา่วมีตน้ทนุคา่อปุกรณอ์ยูท่ีป่ระมาณ 1,433 
บาท และมีค่าวางระบบเฉลี่ย 1,500 บาทต่อไร่ หาก
เกษตรกรมีระบบพื้นฐาน (บ่อบาดาล และซับเมอร์ส
พร้อมโซล่าเซลล์) และได้กำ�ไรจากการขายผลผลิต
เฉลี่ย 3,033.33 บาทต่อไร่เช่นเดียวกับเกษตรกร
ต้นแบบ กำ�ไรจากการขายผลผลิตเพียง 1 ไร่ก็เพียง
พอต่อค่าลงทุนระบบเกษตรอัจฉริยะ อย่างไรก็ตาม 
กรณีท่ีเกษตรกรมเีพยีงบ่อบาดาล หรอืกรณีทีเ่กษตรกร
ไม่มีระบบพื้นฐานใดเลย เกษตรกรต้องขายผลผลิต 
ให้ได้อย่างน้อย 14 และ 23 ไร่ ตามลำ�ดับ จึงจะมี
กำ�ไรเพยีงพอตอ่การลงทนุตดิตัง้ระบบเกษตรอจัฉรยิะ 

	 สำ�หรับการวจิยัคร้ังตอ่ไปน้ี ผู้วจิยัควรพฒันา
อปุกรณใ์หม้คีวามสามารถในการสง่ขอ้มลูดว้ยสญัญาณ
วทิย ุซึง่จะทำ�ให้สามารถสง่ขอ้มลูครอบคลมุพ้ืนแปลง
นาไดม้ากขึน้ อาท ิเครอืขา่ยสือ่สารทีส่ง่ขอ้มลูกำ�ลงัต่ำ�
แบบไร้สาย (Long Range Wide Area Network: 
LoRaWan) 
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