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บทคัดย่อ: เทคโนโลยีปัญญาประดิษฐ์ได้รับความนิยมอย่างแพร่หลายในการ
ประยกุตใ์ช้ในหลากหลายสาขา รวมถงึในดา้นการแพทย ์ซ่ึงถกูนำ�มาใชส้นบัสนนุ
การวินิจฉัยโรคอย่างมีประสิทธิภาพ โดยเฉพาะโรคหลอดเลือดหัวใจซึ่งเป็น 
โรคท่ีสามารถเกดิไดก้บัทกุเพศ ทกุวยั และทกุเชือ้ชาต ิอกีทัง้ยงัเปน็สาเหตสุำ�คัญ
ของการเสยีชวีติในปจัจบัุน การวนิจิฉยัโรคหลอดเลอืดหวัใจสามารถดำ�เนนิการ 
ร่วมกับเทคโนโลยีปัญญาประดิษฐ์ โดยใช้ข้อมูลจากการตรวจคลื่นไฟฟ้า
หัวใจร่วมกับอัลกอริทึมการเรียนรู้ของเครื่อง อย่างไรก็ตาม ข้อมูลที่ใช้ในการ
วิเคราะห์มักประกอบด้วยคุณลักษณะจำ�นวนมากเกินความจำ�เป็น ซึ่งอาจ 
ส่งผลต่อประสิทธิภาพของโมเดล งานวิจัยนี้จึงเสนอการคัดเลือกคุณลักษณะ
ด้วยเทคนิคการวิเคราะห์แยกแยะเชิงเส้นเพื่อเพิ่มความแม่นยำ�ในการจำ�แนก 
ผู้ปว่ยโรคหลอดเลือดหัวใจ พร้อมเปรยีบเทียบกบัเทคนิคการคัดเลอืกคุณลกัษณะ
โดยใช้ค่าสหสัมพันธ์ และค่าเกนความรู้ โดยประเมินผลผ่านการสร้างโมเดล 
ด้วย 3 อัลกอริทึม ได้แก่ การถดถอยโลจิสติก ซัพพอร์ตเวกเตอร์แมชชีน และ
โครงข่ายประสาทเทียม ผลการทดลองพบว่า การใช้เทคนิคการวิเคราะห์
แยกแยะเชิงเส้นช่วยเพ่ิมค่าเฉลี่ยความแม่นยำ�จากร้อยละ 77.82 เป็น 
ร้อยละ 86.46 (เพิ่มขึ้นร้อยละ 11.10) และเมื่อใช้ร่วมกับโครงข่ายประสาท
เทียมสามารถจำ�แนกข้อมูลได้อย่างแม่นยำ�สูงสุดท่ีร้อยละ 87.39 จากผล
การศึกษา ผู้วิจัยจึงพัฒนาโปรแกรมประเมินความเสี่ยงโรคหลอดเลือดหัวใจ 
โดยใช้เทคนิคดังกล่าว ซึ่งสามารถใช้เป็นเคร่ืองมือช่วยคัดกรองบุคคลที่มี 
ความเสี่ยงสูง พร้อมทั้งให้ข้อมูลเกี่ยวกับโอกาสการเกิดโรคหลอดเลือดหัวใจ 
ในแต่ละบุคคลได้อย่างมีประสิทธิภาพ

การคัดเลือกคุณลักษณะด้วยการวิเคราะห์แยกแยะเชิงเส้นเพื่อเพิ่มประสิทธิภาพ 
การจำ�แนกข้อมูลผู้ป่วยโรคหลอดเลือดหัวใจ

Feature Selection with Linear Discriminant Analysis to Improve the  
Performance of Hearth Disease Classification
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1. บทนํา

	 โรคหลอดเลอืดหวัใจเปน็หนึง่ในโรคทีท่ำ�ให้
ผูค้นเสยีชวีติมากทีส่ดุทัว่โลก การวนิจิฉยัโรคไดอ้ยา่ง
แม่นยำ� รวมไปถึงการรู้ล่วงหน้าถึงความเสี่ยงที่มีต่อ
โรคหลอดเลือดหัวใจสามารถช่วยลดความเสี่ยงใน
การเสียชีวิตโดยการปรับเปลี่ยนพฤติกรรมที่ส่งผล 
ต่อสุขภาพหัวใจ เช่น การบริโภคอาหาร การออก
กำ�ลงักาย และยังชว่ยให้ไดร้บัการรกัษาทีเ่หมาะสมได ้ 
ซึง่โดยทัว่ไปมักจะใชแ้พทยผ์ูเ้ชีย่วชาญในการวนิจิฉยั 
ด้วยการตรวจพ้ืนฐาน เช่น การซักประวัติคนไข้ 
สอบถามอาการ การเอกซ์เรย์หัวใจ รวมไปถึงใช้ 
วิธีการตรวจคลื่นไฟฟ้าหัวใจ (Electrocardiogram: 
ECG) เพื่อบันทึกและวิเคราะห์คลื่นไฟฟ้าที่เกิดขึ้น 
ในขณะทีห่วัใจทำ�งาน ซึง่เปน็วธิทีีใ่ชก้นัอยา่งแพรห่ลาย 
ในการตรวจวินิจฉัยโรคหัวใจ

	 ในขณะทีเ่ทคโนโลยีทางดา้นปัญญาประดษิฐ ์
(Artificial Intelligence: AI) สามารถนำ�มาประยุกต์

ใช้ให้คอมพิวเตอร์สามารถประมวลผล วิเคราะห์ผล 
และจำ�แนกผลได้ตามแต่ละประเภทที่นำ�ไปประยุกต์
ใช้งาน ซึ่งในทางการแพทย์ก็ได้มีการนำ�เทคโนโลยี
ด้านปัญหาประดิษฐ์เข้ามาช่วยด้านการวินิจฉัยโรค 
การบำ�บดั รวมไปถึงการแนะนำ�วธิกีารรกัษาเบือ้งตน้  
การใช้ปัญญาประดิษฐ์เข้ามาประยุกต์ใช้จำ�แนก 
โรคหวัใจก็เป็นหน่ึงในแขนงทีนั่กวจิยัมกัต้องการทา้ทาย
เพือ่เพิม่ประสทิธภิาพดา้นความแม่นยำ�ในการจำ�แนก 
ดว้ยการใชเ้ทคโนโลยคีอมพวิเตอรด์า้นอัลกอรทิมึ หรอื
กระบวนการในการแกป้ญัหาต่างๆ เข้ามาประยกุตใ์ช้
ร่วมกับปัญญาประดิษฐ์เพื่อให้การจำ�แนกโรคหัวใจ 
มคีวามแมน่ยำ�เพิม่มากขึน้ซึง่กำ�ลงัเปน็ทีน่ยิมในปจัจบัุน 
ดังงานวิจัยดังต่อไปนี้

	 Radhika & George (2021) ใช้การเรียนรู้
ของเครือ่งเพือ่ทำ�นายแนวโนม้การเกดิโรคหลอดเลอืด
หวัใจโดยใช้อัลกอรทิมึ K-Nearest Neighbor (KNN), 
Support Vector Machine (SVM), Naïve Bayes 

Abstract: Artificial intelligence (AI) technology has become increasingly popular and is widely 
applied across various fields. In the medical domain, AI has been employed to support  
disease diagnosis. Heart disease is a common condition that affects individuals of all genders, 
ages, and races, and remains a leading cause of mortality worldwide. Currently, the diagnosis 
of heart disease can be performed using AI by leveraging electrocardiogram (ECG) data in 
combination with machine learning algorithms. However, in some cases, the number of data 
features required is excessive, which may reduce model performance. In this research, we 
propose a feature selection method based on Linear Discriminant Analysis (LDA) to improve 
the classification accuracy of a heart disease dataset. The proposed method is compared 
with two other feature selection techniques: correlation-based selection and information gain. 
We then construct classification models using three algorithms: logistic regression, support 
vector machines (SVM), and artificial neural networks (ANN). The experimental results show 
that the proposed technique improves the average classification accuracy from 77.82% to 
86.46%, representing an 11.10% increase. The highest classification accuracy of 87.39% is 
achieved when combining ANN with LDA. The researcher employed this technique to develop 
a program for assessing the risk of coronary heart disease. The program assists in screening  
individuals at high risk and provides users with personalized information regarding their  
likelihood of developing the disease.
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(NB), Logistic Regression (LR), Decision Tree 
(DT) และ Random Forest (RF) ในการทดลองใช้
ขอ้มลูโรคหวัใจจาก UCI (University of California, 
Irvine C.A) ซึ่งมีจำ�นวนข้อมูล 303 ข้อมูล มีจำ�นวน 
12 คุณสมบัติ ผลการทดลองพบว่า KNN และ RF  
ให้ประสิทธิภาพดีที่สุดเท่ากัน โดยมีความแม่นยำ�ที่
ร้อยละ 88.52

	 Chowdhury et al. (2021) ใช้ข้อมูล 
ที่รวบรวมข้อมูลโดยใช้แบบสอบถาม ซึ่งมีผู้ให้ข้อมูล 
564 คน โดยเป็นผู้ป่วยโรคหลอดเลือดหัวใจทั้งหมด 
313 คน และคนที่มีสุขภาพดีอยู่ที่ 251 คน ในงาน
วิจัยใช้อัลกอริทึม DT, LR, KNN, NB และ SVM  
โดยอลักอรทิมึทีใ่ห้ประสทิธภิาพสงูสดุดว้ยความแมน่ยำ�
ร้อยละ 91 คือ SVM

	 Lakshmi & Devi (2023) ใช้ชุดข้อมูล 
โรคหลอดเลอืดหวัใจจากเวบ็ไซต ์Kaggle เพือ่วเิคราะห์
โรคหัวใจ ข้อมูลประกอบด้วย 4238 รายการข้อมูล 
มีจำ�นวน 16 คุณสมบัติ มีการเตรียมข้อมูลด้วยการ
ลบข้อมูลท่ีไม่เหมาะสมออกจากชุดข้อมูล จากนั้น
จึงใช้อัลกอริทึม Whale Optimization Algorithm 
(EWOA) เพ่ือเลือกคุณสมบัติที่เหมาะสมก่อนนำ�ไป
สรา้งโมเดลทีช่้ำ�นายโรคหลอดเลอืดหวัใจ ในงานวจิยั
ใชอ้ลักอริทมึ SVM, RF, DT, LR และ KNN, SVM-RF 
(HSVRF) และ SVM-KNN (HSVKN) วิธีการจำ�แนก
ประเภทด้วยอัลกอริทึม HSVRF ให้ผลลัพธ์ท่ีดีที่สุด
ด้วยความแม่นยำ�ร้อยละ 85.79

	 Kavitha et al. (2021) ใชว้ธิกีารสรา้งโมเดล
ไฮบรดิ ซึง่เปน็เทคนคิใหม่ทีม่กีารระบุความนา่จะเป็น
ที่มาจากโมเดลการเรียนรู้ของเครื่องหนึ่งเป็นอินพุต
ให้กับโมเดลการเรียนรู้ของเครื่องอ่ืน ในงานวิจัยนี ้
ใช้ข้อมูลจาก UCI โดยอัลกอริทึมที่ใช้ประกอบด้วย 
DT, RF และ Hybrid (DT รว่มกบั RF) ผลการทดลอง 
พบว่าวิธีการที่นำ�เสนอให้ผลลัพธ์ท่ีดีท่ีสุดด้วย 
ความแม่นยำ�ร้อยละ 88

	 Imanbek, Buribayev, & Yerkos (2023) 
ใช้ข้อมูลโรคหลอดเลือดหัวใจที่มี 12 คุณสมบัติ 
จำ�นวน 1,190 ข้อมูล มีการเติมข้อมูลสูญหาย 
ดว้ยวิธ ีKNNImputer ซึ่งใชว้ิธ ีOne Hot Encoding 
กับข้อมูล Chest pain type, Resting ecg และ ST 
slope เพือ่แปลงขอ้มลูแยกคณุสมบตัใิหเ้ปน็ คณุสมบตัิ
ย่อย แบบไบนารีตามค่าจริงของข้อมูล ในงานวิจัย 
ใช้อัลกอริทึม RF, XGBoost (XGB) และ Light  
Gradient Boosting Machine (LGBM) มกีารปรบัแตง่ 
ไฮเปอร์พารามิเตอร์เพื่อผลลัพธ์ที่ดีที่สุดโดยใช้วิธี  
GridSearchCV และประเมินประสทิธภิาพของโมเดล
ด้วยวิธี 5-fold cross-validation มีการคัดเลือก
คุณสมบัติโดยเลือกใช้ 5 คุณสมบัติจากการพิจารณา
ของ RF, XGB และ LGBM ผลการทดลอง LGBM  
ให้ประสิทธิภาพสูงสุดให้ค่าเฉลี่ย ROC score 
(AUC=0.95)

	 Modak, Abdel-Raheem, & Rueda (2022) 
ใชข้อ้มลูโรคหลอดเลอืดหวัใจทีมี่ 14 คณุสมบตั ิจำ�นวน 
1,190 ข้อมูล ใช้กระบวนการ Infinite Feature 
Selection เพือ่คดัเลอืกคณุสมบตั ิและใชอ้ลักอรทิมึ 
Deep Neural Networks ในการสรา้งโมเดลจำ�แนก 
และใช้ 5-fold cross-validation ในการประเมิน
ประสิทธิภาพโมเดล ซ่ึงให้ค่าความแม่นยำ�เฉลี่ยที่ 
ร้อยละ 87.70 

	 Kadhim & Radhi (2023) ใช้ข้อมูล 
โรคหลอดเลอืดหัวใจทีม่ ี12 คณุสมบติั จำ�นวน 1,190 
ข้อมูล มีการลบข้อมูลที่มีบางคุณสมบัติไม่มีข้อมูล 
และลบข้อมูลสัญญาณรบกวนด้วยการพิจารณา 
ด้วย Boxplots แบ่งข้อมูลฝึก (Training Set) 80% 
และข้อมูลทดสอบ (Test Set) 20% สร้างโมเดล 
โดยใช ้RF, SVM, KNN และ DT มีการหาค่าพารามิเตอร์
ที่เหมาะสมของแต่ละโมเดลด้วย Random Search 
Optimization ผลการทดลองพบวา่ RF ใหป้ระสทิธภิาพ
ค่าความแม่นยำ�สูงสุดที่ร้อยละ 94.9	
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	 จะเห็นไดว่้าการเพ่ิมประสิทธภิาพการจำ�แนก
โรคหลอดเลือดหัวใจมักจะใช้อัลกอริทึมด้านปัญญา
ประดษิฐม์าใชใ้นการจำ�แนกรว่มกนั การใช้การคดัเลอืก 
คุณสมบัติที่เหมาะสมของข้อมูลทำ�ให้ได้โมเดลที่มี
ประสิทธิภาพมากกว่าการใช้ข้อมูลทั้งหมด เนื่องจาก
คุณลักษณะของข้อมูลบางประการไม่มีความจำ�เป็น
ที่ใช้ในการจำ�แนก ดังนั้นงานวิจัยนี้ใช้เทคนิค 
การคัดเลือกคุณสมบัติด้วยการวิเคราะห์แยะแยะ 
เชิงเส้นซึ่งเป็นวิธีการคัดเลือกคุณสมบัติโดยการ
พยายามรักษาข้อมูลท่ีใช้ในการแยกคลาส (Class) 
ให้มากทีสุ่ดและทำ�ให้คลาสตา่งๆ ถกูแยกออกจากกนั
มากที่สุด โดยจะหาทิศทางการวางข้อมูลในมิติใหม่ 
ทีท่ำ�ใหข้อ้มลูของคลาสตา่งๆ มคีวามแปรปรวนภายใน
คลาสต่ำ�สุดและความแปรปรวนระหว่างคลาสสูงสุด 
เปรียบเทียบกับวิธีการท่ีมีแนวคิดของการคัดเลือก
เลือกคุณสมบัติของข้อมูลที่แตกต่างกัน ได้แก่ ค่า 
สหสัมพันธ์ (Correlation-based Selection) และ 
คา่เกนความรู ้(Information Gain) โดยคา่สหสมัพนัธ์
จะตัดข้อมูลที่มีความซ้ำ�ซ้อนกันออก ค่าเกนความรู้ 
จะคัดเลือกคุณสมบัติท่ีสามารถแบ่งคลาสของข้อมูล 
ได้ดี ซ่ึงจะเห็นว่าการคัดเลือกคุณสมบัติด้วยการ
วิเคราะห์แยะแยะเชิงมีการมีการมองข้อมูลในมิติ
ใหมแ่ละมเีงือ่นไขในการคดัเลอืกคณุสมบตัทิีซ่บัซอ้น
กว่าค่าสหสัมพันธ์ และค่าเกนความรู้ ในงานวิจัยนี ้
ใช้เทคโนโลยีปัญญาประดิษฐ์เพื่อสร้างโมเดลที่ใช้
สำ�หรับการจำ�แนกข้อมูลผู้ป่วยโรคหลอดเลือดหัวใจ 
ได้แก่ การถดถอยโลจีสติกส์ (Logistic Regression 
:LR) ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector  
Machine: SVM) และโครงข่ายประสาทเทียม  
(Artificial Neural Network: ANN) 

2. ปริทัศน์และวรรณกรรมที่เกี่ยวข้อง

2.1 ค่าสหสัมพันธ์ (Correlation 
Coefficient)

	 ค่าสหสัมพันธ์ เป็นกระบวนการสำ�หรับ
หาความสมัพนัธร์ะหวา่งตวัแปรสองตวั โดยพจิารณา

ว่าตัวแปรที่มาจากแหล่งเดียวกันมีความสัมพันธ์ 
หรือมีความแปรปรวนร่วมกันมากหรือน้อยเพียงใด 
ซึง่ความแปรปรวมรว่มเปน็ตวัช้ีวดัความเปลีย่นแปลง
ของตวัแปรท้ังสองมกีารเปล่ียนแปลงตามกนัมากนอ้ย
เพยีงใด โดยพบวา่ หากมคีวามแปรปรวนรว่มกันมาก 
หมายความว่าตัวแปรทั้งสองตัวนั้นมีความสัมพันธ์
กันสูงมาก ในขณะที่หากตัวแปรทั้งสองตัวมีความ
แปรปรวนร่วมกันน้อย สามารถตีความได้ว่าตัวแปร
ทั้งสองตัวมีความสัมพันธ์กันต่ำ� และหากตัวแปร 
ทั้งสองตัวไม่มีความสัมพันธ์กันก็จะส่งผลให้ตัวแปร
ทั้งสองไม่มีความแปรปรวนร่วมกัน

	 การหาคา่สหสมัพนัธแ์บบเพยีรส์นั (Pearson 
Product Moment Correlation) จะใช้หาความ
สัมพันธ์ระหว่างตัวแปรสองตัวที่มีความสัมพันธ์ 
เป็นเส้นตรง (Linear Relationship) โดยสามารถ 
หาค่าสหสัมพันธ์แบบเพียร์สันได้ดังสมการที่ 1
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𝑟 = ∑(����̅)(�����)

�∑(����̅)� ∑(�����)�
  (1) 

 

โดยที่ 𝑟    คือ คาสหสัมพันธ  

𝑥�, 𝑦�   คือ คาของตัวแปร 𝑥 และ 𝑦 ลําดับที่ 𝑖 ในชุดขอมูล 

𝑥̅, 𝑦� คือ คาเฉลี่ยของตัวแปร 𝑥 และ 𝑦 

 

 คาสหสัมพันธจะมีคาอยูระหวาง -1 ถึง 1 โดยเคร่ืองหมาย + และ - จะแสดง

ทิศทางของความสัมพันธกัน หากความสัมพันธมีคาเปนบวก หมายความวาตัวแปรทั้ง

สองตัวมีความสัมพันธในเชิงแปรผันรวมกัน แตหากความสัมพันธเปนในทิศทางตรงกัน

ขาม หรือผกผันกัน จะสงผลใหคาสหสัมพันธมีคาเปนลบ สําหรับการแปรความหมายเชิง

ปริมาณของคาสหสัมพันธ (Schober, Boer, & Schwarte, 2018)  แสดง

ดังตาราง 1 

 

ตาราง 1 การแปลความหมายปริมาณของคาสหสัมพนัธ 

คาสหสมัพนัธ การตคีวาม 

0.0 – 0.09 มีความสัมพันธเล็กนอย 

0.10 – 0.39 มีความสัมพันธต่ํา 

0.40 - 0.69 มีความสัมพันธปานกลาง 

0.70 – 0.89 มีความสัมพันธสูง 

0.90 – 1.00 มีความสัมพันธสูงมาก 

 

2.2  การวเิคราะหแยกแยะเชงิเสน (Linear Discriminant Analysis: LDA) 

การวิเคราะหแยกแยะเชิงเสน เปนอัลกอริทึมการเรียนรูของเคร่ืองที่ใชใน

การจําแนกขอมูลตั้งแต 2 กลุมขอมูลขึ้นไป โดยจะใชเทคนิคการเรียนรูแบบมีผูฝกสอน ซ่ึง

หลักการทํางานจะคลายคลึงกับการคัดเลือกคุณลักษณะดวยการวิเคราะหองคประกอบ

หลัก (Principle Component Analysis: PCA) เพียงแตการวิเคราะหแยกแยะเชิงเสนจะนํา

คําอธิบาย (Label) ของขอมูลมาพิจารณารวมดวย และปรับปรุงเง่ือนไขสําหรับการหา 

เมทริกซดวยการหาคาความแปรปรวนระหวางกลุม (Covariance between Group: 𝑆� ) 

กับคาความแปรปรวนรวมภายในกลุม (Covariance within Group: 𝑆� ) สูงสุด แสดงดัง

สมการที่ 2 และ 3  

 

𝑆� = ∑ ∑ (𝑥�� − 𝜇�)(𝑥�� − 𝜇�)�
��
���

�
���  (2) 

 

𝑆 � = ∑ (𝜇� − 𝜇)(𝜇� − 𝜇)��
���                 (3) 

 

โดยที่  𝑐  คือ จํานวนกลุม 

𝑥��   คือ ขอมูลตวัที่ 𝑖 ในกลุมที่ 𝑗 

 𝜇�  คือ คาเฉลี่ยของขอมูลแตละกลุม 

 𝜇  คือ คาเฉลี่ยของขอมูลทั้งหมด 

 

เม่ือหาอัตราสวนระหวางคาความแปรปรวนระหวางกลุมและคาความ

แปรปรวนรวมภายในกลุมแลวจึงนําคาที่ไดไปหาคาไอเกน (Eigenvalues) (Tharwat et al., 

2017) แสดงดังสมการที่ 4 โดยคาไอเกนจะใชบงบอกถึงความสําคัญของแตละคุณสมบัติ

ในชุดขอมูล ซ่ึงจะนําคานี้มาพิจารณาเพื่อลดมิติขอมูล 

 
𝑆�𝑤 =  𝜆𝑆�𝑤            (4) 

 

โดยที่  𝑆�   คือ คาความแปรปรวนรวมภายในกลุม  

𝑆�   คือ คาความแปรปรวนระหวางกลุม 

𝑤   หาคาไดจาก  𝑤 = 𝑆���𝑆�  

𝜆   คือ คาไอเกน 

 

2.3 การถดถอยโลจสีตกิส (Logistic Regression: LR) 

 การถดถอยโลจีสติกสเปนเทคนิควิเคราะหทางสถิติที่ใชสําหรับการทํานาย

เหตุการณที่สนใจวาจะเกิดขึ้นหรือไม มีหลักการทํางานคลายคลึงกับการวิเคราะหการ

ถดถอยเชิงเสน การถดถอยโลจีสติกสจะทําการวิเคราะหหาความสัมพันธของตัวแปรใน

รูปแบบความนาจะเปนของการเกิดเหตุการณที่สนใจ (Stoltzfus, 2011) โดยการวิเคราะห

การถดถอยโลจีสติกสจะประกอบไปดวยตัวแปรทํานาย (ตัวแปรตน) และตัวแปรผล (ตัว

แปรตอบสนอง)  

 ในการวิเคราะหการถดถอยโลจีสติกส จะใชตัวแปรทํานายเพื่อทํานายโอกาส

ในการเกิดตัวแปรผล โดยอาศัยโอกาสความนาจะเปนของตัวแปรทํานายเพือ่หาความนาจะ

เปนที่จะเกิดคาแตละคาของตัวแปรผล ในกรณีที่มีตัวแปรทํานาย 1 ตัวจะเรียกวา การ

วิเคราะหการถดถอยเชิงเสนโลจีสติกสอยางงาย (Simple Logistic Regression) แตหากมีตวั

แปรทํานายมากกวา 1 ตัวขึ้นไปจะเรียกวา การวิเคราะหการถดถอยโลจีสติกสเชิงพหุ 

(Multiple Logistic Regression) เม่ือพิจารณาที่ตัวแปรผลถาตัวแปรผลมีคาที่เปนไปไดเพยีง

สองคาเทานั้น เชน การศึกษาการเปนโรคหลอดเลือดหัวใจ ตัวแปรผล 𝑦 มีคาเปน 1 คือ

ปวย และ 𝑦 มีคาเปน 0 คือไมปวย จะเรียกวา การวิเคราะหการถดถอยโลจีสติกสแบบสอง

กลุม (Binary Logistic Regression) แตถาตัวแปรผลมีคามากกวา 2 คา จะเรียกวา การ

วิเคราะหการถดถอยโลจีสติกสแบบหลายกลุม (Multinomial Logistic Regression) แสดง

สมการถดถอยโลจิสติกสดังสมการที่ 5 

 

𝑌� = 𝛽� + 𝛽�𝑥� + 𝛽�𝑥� + ⋯+ 𝛽�𝑥�   (5) 

 

โดยที ่ 𝑌�  คือ การประมาณคาตัวแปรผล หรือตัวแปรตอบสนอง 

𝛽�  คือ คาสัมประสิทธิ์ความถดถอยของตวัแปรทํานายตัวที่ n 

𝑥�  คือ คาของตัวแปรทํานายตัวที่ i 

 

2.4 โครงขายประสาทเทียม (Artificial Neural Network: ANN) 

โครงขายประสาทเทียม เปนการจําลองการทํางานของเครือขายประสาทใน

สมองของมนุษยดวยแบบจําลองทางคณิตศาสตรซ่ึงมีการปรับเปลี่ยนตัวเองตอการ

ตอบสนองของขอมูลนําเขาหรือคาอินพุตตามกฎการเรียนรู (Learning Rule) หลังจากที่

เครือขายไดเรียนรูส่ิงที่ตองการ เครือขายนั้นจะสามารถทํางานที่กําหนดไวได เปน

แนวความคิดที่ตองการใหคอมพิวเตอรมีความสามารถในการเรียนรูเหมือนมนุษย  สมอง

มนุษยมีนิวรอนหรือเซลลประสาท ซ่ึงเปนหนวยประมวลผลที่มีการเชื่อมตอกันมากมาย

อยูในสมองมนุษยมีประมาณ 1011 นิวรอน จึงสามารถกลาวไดวาสมองมนุษยเปน

คอมพิวเตอรที่มีการปรับตัวเอง (Adaptive) ไมเปนเชิงเสน (Nonlinear) และมีการทํางาน

แบบขนาน (Parallel) ในการจัดการการทํางานรวมกันของนิวรอน  

คุณลักษณะเดนของโครงขายประสาทเทียมคือ โครงขายจะประกอบไปดวย

หนวยประมวลผลยอย ๆ   ซ่ึงเชื่อมตอแบบขนานเปนจํานวนมาก ในหนวยประมวลผลยอย

แตละหนวยมีโครงสรางงาย ๆ และไมคอยมีความสามารถ แตเม่ือหนวยประมวลผลยอย ๆ  

เหลานี้ทํางานรวมกันแบบกระจายทําใหโครงขายประสาทเทียมจะมีการทํางานที่มี

ประสิทธิภาพ โครงขายจะมีการเชื่อมตอดวยหนวยประมวลผลยอย ๆ   จํานวนมาก ถา

เครือขายบางสวนเสียหาย แตการทํางานของโครงขายประสาทเทียมจะยังคงสามารถ

ทํางานได  คุณสมบัติที่เดนสุดคือ สามารถเรียนรูและแกไขปญหาไดอยางมีประสิทธิภาพ 

ผลจากการเรียนรูดวยตัวอยางขอมูลบางสวนนําไปสูการตอบสนองตอขอมูลอินพุตที่เขา

มาใหม   

 โครงขายประสาทเทียมประกอบไปดวยเซตของโหนดและเสนเชื่อมระหวาง

โหนด โดยที่โหนดจะแบงเปน 3 ระดับ ไดแก ช้ันอินพุต (Input layer) ชั้นซอน (Hidden 

layer) และชั้นเอาทพุต (Output layer) ที่ชั้นซอนอาจจะมีไดมากกวา 1 ชั้นขึ้นอยูกับการ

ออกแบบโครงขาย โดยสถาปตยกรรมของโครงขายประสาทเทียมภายในโครงขายจะมีเสน

เชื่อมจากทุกโหนดในชั้นอินพุตไปยังทุกโหนดในชั้นซอน และมีเสนเชื่อมจากทุกโหนดใน

ชั้นซอนไปยังทุกโหนดในชั้นเอาทพุต โดยที่เสนเชื่อมแตละเสนจะมีคาน้ําหนัก (Weight)  

โครงขายประสาทเทียมหนึ่งหนวยสามารถมีหลายอินพุทได (Chanklan, 2017)  แสดง

โครงขายประสาทเทียมหนึ่งหนวยดังภาพประกอบ 1  
 

		  (1)

โดยที่

	 r คือ ค่าสหสัมพันธ์ 

 	 xv , yi คือ ค่าของตัวแปร x และ y ลำ�ดับที่ 
i ในชุดข้อมูล

	 ,  คือ ค่าเฉลี่ยของตัวแปร x และ y

	 ค่าสหสัมพันธ์จะมีค่าอยู่ระหว่าง -1 ถึง 1 
โดยเครื่องหมาย + และ - จะแสดงทิศทางของความ
สมัพนัธก์นั หากความสมัพนัธม์คีา่เปน็บวก หมายความ
ว่าตัวแปรทั้งสองตัวมีความสัมพันธ์ในเชิงแปรผัน 
ร่วมกัน แต่หากความสัมพันธ์เป็นในทิศทางตรงกัน
ข้าม หรือผกผันกัน จะส่งผลให้ค่าสหสัมพันธ์มีค่า
เป็นลบ สำ�หรับการแปรความหมายเชิงปริมาณของ 
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คา่สหสัมพนัธ ์(Schober, Boer, & Schwarte, 2018) 
แสดงดังตาราง 1

2.2 การวิเคราะห์แยกแยะเชิงเส้น  
(Linear Discriminant Analysis: 
LDA)

	 การวิเคราะห์แยกแยะเชิงเส้น เป็นอัลกอริ
ทมึการเรียนรู้ของเครือ่งทีใ่ชใ้นการจำ�แนกขอ้มลูตัง้แต ่ 
2 กลุ่มข้อมูลขึ้นไป โดยจะใช้เทคนิคการเรียนรู้แบบ 
มผีูฝ้กึสอน ซึง่หลกัการทำ�งานจะคลา้ยคลงึกบัการคดัเลอืก
คณุลกัษณะดว้ยการวเิคราะหอ์งคป์ระกอบหลกั (Principle 
Component Analysis: PCA) เพยีงแตก่ารวเิคราะห์
แยกแยะเชิงเส้นจะนำ�คำ�อธิบาย (Label) ของข้อมูล 
มาพิจารณาร่วมด้วย และปรับปรุงเง่ือนไขสำ�หรับ 
การหาเมทรกิซด้์วยการหาคา่ความแปรปรวนระหวา่ง
กลุ่ม (Covariance between Group: S

B
) กับค่า

ความแปรปรวนร่วมภายในกลุม่ (Covariance within 
Group: S

W
) สูงสุด แสดงดังสมการที่ 2 และ 3 
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𝑟 = ∑(����̅)(�����)

�∑(����̅)� ∑(�����)�
  (1) 

 

โดยที่ 𝑟    คือ คาสหสัมพันธ  

𝑥�, 𝑦�   คือ คาของตัวแปร 𝑥 และ 𝑦 ลําดับที่ 𝑖 ในชุดขอมูล 

𝑥̅, 𝑦� คือ คาเฉลี่ยของตัวแปร 𝑥 และ 𝑦 

 

 คาสหสัมพันธจะมีคาอยูระหวาง -1 ถึง 1 โดยเคร่ืองหมาย + และ - จะแสดง

ทิศทางของความสัมพันธกัน หากความสัมพันธมีคาเปนบวก หมายความวาตัวแปรทั้ง

สองตัวมีความสัมพันธในเชิงแปรผันรวมกัน แตหากความสัมพันธเปนในทิศทางตรงกัน

ขาม หรือผกผันกัน จะสงผลใหคาสหสัมพันธมีคาเปนลบ สําหรับการแปรความหมายเชิง

ปริมาณของคาสหสัมพันธ (Schober, Boer, & Schwarte, 2018)  แสดง

ดังตาราง 1 

 

ตาราง 1 การแปลความหมายปริมาณของคาสหสัมพนัธ 

คาสหสมัพนัธ การตคีวาม 

0.0 – 0.09 มีความสัมพันธเล็กนอย 

0.10 – 0.39 มีความสัมพันธต่ํา 

0.40 - 0.69 มีความสัมพันธปานกลาง 

0.70 – 0.89 มีความสัมพันธสูง 

0.90 – 1.00 มีความสัมพันธสูงมาก 

 

2.2  การวเิคราะหแยกแยะเชงิเสน (Linear Discriminant Analysis: LDA) 

การวิเคราะหแยกแยะเชิงเสน เปนอัลกอริทึมการเรียนรูของเคร่ืองที่ใชใน

การจําแนกขอมูลตั้งแต 2 กลุมขอมูลขึ้นไป โดยจะใชเทคนิคการเรียนรูแบบมีผูฝกสอน ซ่ึง

หลักการทํางานจะคลายคลึงกับการคัดเลือกคุณลักษณะดวยการวิเคราะหองคประกอบ

หลัก (Principle Component Analysis: PCA) เพียงแตการวิเคราะหแยกแยะเชิงเสนจะนํา

คําอธิบาย (Label) ของขอมูลมาพิจารณารวมดวย และปรับปรุงเง่ือนไขสําหรับการหา 

เมทริกซดวยการหาคาความแปรปรวนระหวางกลุม (Covariance between Group: 𝑆� ) 

กับคาความแปรปรวนรวมภายในกลุม (Covariance within Group: 𝑆� ) สูงสุด แสดงดัง

สมการที่ 2 และ 3  

 

𝑆� = ∑ ∑ (𝑥�� − 𝜇�)(𝑥�� − 𝜇�)�
��
���

�
���  (2) 

 

𝑆 � = ∑ (𝜇� − 𝜇)(𝜇� − 𝜇)��
���                 (3) 

 

โดยที่  𝑐  คือ จํานวนกลุม 

𝑥��   คือ ขอมูลตวัที่ 𝑖 ในกลุมที่ 𝑗 

 𝜇�  คือ คาเฉลี่ยของขอมูลแตละกลุม 

 𝜇  คือ คาเฉลี่ยของขอมูลทั้งหมด 

 

เม่ือหาอัตราสวนระหวางคาความแปรปรวนระหวางกลุมและคาความ

แปรปรวนรวมภายในกลุมแลวจึงนําคาที่ไดไปหาคาไอเกน (Eigenvalues) (Tharwat et al., 

2017) แสดงดังสมการที่ 4 โดยคาไอเกนจะใชบงบอกถึงความสําคัญของแตละคุณสมบัติ

ในชุดขอมูล ซ่ึงจะนําคานี้มาพิจารณาเพื่อลดมิติขอมูล 

 
𝑆�𝑤 =  𝜆𝑆�𝑤            (4) 

 

โดยที่  𝑆�   คือ คาความแปรปรวนรวมภายในกลุม  

𝑆�   คือ คาความแปรปรวนระหวางกลุม 

𝑤   หาคาไดจาก  𝑤 = 𝑆���𝑆�  

𝜆   คือ คาไอเกน 

 

2.3 การถดถอยโลจสีตกิส (Logistic Regression: LR) 

 การถดถอยโลจีสติกสเปนเทคนิควิเคราะหทางสถิติที่ใชสําหรับการทํานาย

เหตุการณที่สนใจวาจะเกิดขึ้นหรือไม มีหลักการทํางานคลายคลึงกับการวิเคราะหการ

ถดถอยเชิงเสน การถดถอยโลจีสติกสจะทําการวิเคราะหหาความสัมพันธของตัวแปรใน

รูปแบบความนาจะเปนของการเกิดเหตุการณที่สนใจ (Stoltzfus, 2011) โดยการวิเคราะห

การถดถอยโลจีสติกสจะประกอบไปดวยตัวแปรทํานาย (ตัวแปรตน) และตัวแปรผล (ตัว

แปรตอบสนอง)  

 ในการวิเคราะหการถดถอยโลจีสติกส จะใชตัวแปรทํานายเพื่อทํานายโอกาส

ในการเกิดตัวแปรผล โดยอาศัยโอกาสความนาจะเปนของตัวแปรทํานายเพือ่หาความนาจะ

เปนที่จะเกิดคาแตละคาของตัวแปรผล ในกรณีที่มีตัวแปรทํานาย 1 ตัวจะเรียกวา การ

วิเคราะหการถดถอยเชิงเสนโลจีสติกสอยางงาย (Simple Logistic Regression) แตหากมีตวั

แปรทํานายมากกวา 1 ตัวขึ้นไปจะเรียกวา การวิเคราะหการถดถอยโลจีสติกสเชิงพหุ 

(Multiple Logistic Regression) เม่ือพิจารณาที่ตัวแปรผลถาตัวแปรผลมีคาที่เปนไปไดเพยีง

สองคาเทานั้น เชน การศึกษาการเปนโรคหลอดเลือดหัวใจ ตัวแปรผล 𝑦 มีคาเปน 1 คือ

ปวย และ 𝑦 มีคาเปน 0 คือไมปวย จะเรียกวา การวิเคราะหการถดถอยโลจีสติกสแบบสอง

กลุม (Binary Logistic Regression) แตถาตัวแปรผลมีคามากกวา 2 คา จะเรียกวา การ

วิเคราะหการถดถอยโลจีสติกสแบบหลายกลุม (Multinomial Logistic Regression) แสดง

สมการถดถอยโลจิสติกสดังสมการที่ 5 

 

𝑌� = 𝛽� + 𝛽�𝑥� + 𝛽�𝑥� + ⋯+ 𝛽�𝑥�   (5) 

 

โดยที ่ 𝑌�  คือ การประมาณคาตัวแปรผล หรือตัวแปรตอบสนอง 

𝛽�  คือ คาสัมประสิทธิ์ความถดถอยของตวัแปรทํานายตัวที่ n 

𝑥�  คือ คาของตัวแปรทํานายตัวที่ i 

 

2.4 โครงขายประสาทเทียม (Artificial Neural Network: ANN) 

โครงขายประสาทเทียม เปนการจําลองการทํางานของเครือขายประสาทใน

สมองของมนุษยดวยแบบจําลองทางคณิตศาสตรซ่ึงมีการปรับเปลี่ยนตัวเองตอการ

ตอบสนองของขอมูลนําเขาหรือคาอินพุตตามกฎการเรียนรู (Learning Rule) หลังจากที่

เครือขายไดเรียนรูส่ิงที่ตองการ เครือขายนั้นจะสามารถทํางานที่กําหนดไวได เปน

แนวความคิดที่ตองการใหคอมพิวเตอรมีความสามารถในการเรียนรูเหมือนมนุษย  สมอง

มนุษยมีนิวรอนหรือเซลลประสาท ซ่ึงเปนหนวยประมวลผลที่มีการเชื่อมตอกันมากมาย

อยูในสมองมนุษยมีประมาณ 1011 นิวรอน จึงสามารถกลาวไดวาสมองมนุษยเปน

คอมพิวเตอรที่มีการปรับตัวเอง (Adaptive) ไมเปนเชิงเสน (Nonlinear) และมีการทํางาน

แบบขนาน (Parallel) ในการจัดการการทํางานรวมกันของนิวรอน  

คุณลักษณะเดนของโครงขายประสาทเทียมคือ โครงขายจะประกอบไปดวย

หนวยประมวลผลยอย ๆ   ซ่ึงเชื่อมตอแบบขนานเปนจํานวนมาก ในหนวยประมวลผลยอย

แตละหนวยมีโครงสรางงาย ๆ และไมคอยมีความสามารถ แตเม่ือหนวยประมวลผลยอย ๆ  

เหลานี้ทํางานรวมกันแบบกระจายทําใหโครงขายประสาทเทียมจะมีการทํางานที่มี

ประสิทธิภาพ โครงขายจะมีการเชื่อมตอดวยหนวยประมวลผลยอย ๆ   จํานวนมาก ถา

เครือขายบางสวนเสียหาย แตการทํางานของโครงขายประสาทเทียมจะยังคงสามารถ

ทํางานได  คุณสมบัติที่เดนสุดคือ สามารถเรียนรูและแกไขปญหาไดอยางมีประสิทธิภาพ 

ผลจากการเรียนรูดวยตัวอยางขอมูลบางสวนนําไปสูการตอบสนองตอขอมูลอินพุตที่เขา

มาใหม   

 โครงขายประสาทเทียมประกอบไปดวยเซตของโหนดและเสนเชื่อมระหวาง

โหนด โดยที่โหนดจะแบงเปน 3 ระดับ ไดแก ชั้นอินพุต (Input layer) ชั้นซอน (Hidden 

layer) และชั้นเอาทพุต (Output layer) ที่ชั้นซอนอาจจะมีไดมากกวา 1 ชั้นขึ้นอยูกับการ

ออกแบบโครงขาย โดยสถาปตยกรรมของโครงขายประสาทเทียมภายในโครงขายจะมีเสน

เชื่อมจากทุกโหนดในชั้นอินพุตไปยังทุกโหนดในชั้นซอน และมีเสนเชื่อมจากทุกโหนดใน

ชั้นซอนไปยังทุกโหนดในชั้นเอาทพุต โดยที่เสนเชื่อมแตละเสนจะมีคาน้ําหนัก (Weight)  

โครงขายประสาทเทียมหนึ่งหนวยสามารถมีหลายอินพุทได (Chanklan, 2017)  แสดง

โครงขายประสาทเทียมหนึ่งหนวยดังภาพประกอบ 1  
 

(2)
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𝑟 = ∑(����̅)(�����)

�∑(����̅)� ∑(�����)�
  (1) 

 

โดยที่ 𝑟    คือ คาสหสัมพันธ  

𝑥�, 𝑦�   คือ คาของตัวแปร 𝑥 และ 𝑦 ลําดับที่ 𝑖 ในชุดขอมูล 

𝑥̅, 𝑦� คือ คาเฉลี่ยของตัวแปร 𝑥 และ 𝑦 

 

 คาสหสัมพันธจะมีคาอยูระหวาง -1 ถึง 1 โดยเคร่ืองหมาย + และ - จะแสดง

ทิศทางของความสัมพันธกัน หากความสัมพันธมีคาเปนบวก หมายความวาตัวแปรทั้ง

สองตัวมีความสัมพันธในเชิงแปรผันรวมกัน แตหากความสัมพันธเปนในทิศทางตรงกัน

ขาม หรือผกผันกัน จะสงผลใหคาสหสัมพันธมีคาเปนลบ สําหรับการแปรความหมายเชิง

ปริมาณของคาสหสัมพันธ (Schober, Boer, & Schwarte, 2018)  แสดง

ดังตาราง 1 

 

ตาราง 1 การแปลความหมายปริมาณของคาสหสัมพนัธ 

คาสหสมัพนัธ การตคีวาม 

0.0 – 0.09 มีความสัมพันธเล็กนอย 

0.10 – 0.39 มีความสัมพันธต่ํา 

0.40 - 0.69 มีความสัมพันธปานกลาง 

0.70 – 0.89 มีความสัมพันธสูง 

0.90 – 1.00 มีความสัมพันธสูงมาก 

 

2.2  การวเิคราะหแยกแยะเชงิเสน (Linear Discriminant Analysis: LDA) 

การวิเคราะหแยกแยะเชิงเสน เปนอัลกอริทึมการเรียนรูของเคร่ืองที่ใชใน

การจําแนกขอมูลตั้งแต 2 กลุมขอมูลขึ้นไป โดยจะใชเทคนิคการเรียนรูแบบมีผูฝกสอน ซ่ึง

หลักการทํางานจะคลายคลึงกับการคัดเลือกคุณลักษณะดวยการวิเคราะหองคประกอบ

หลัก (Principle Component Analysis: PCA) เพียงแตการวิเคราะหแยกแยะเชิงเสนจะนํา

คําอธิบาย (Label) ของขอมูลมาพิจารณารวมดวย และปรับปรุงเง่ือนไขสําหรับการหา 

เมทริกซดวยการหาคาความแปรปรวนระหวางกลุม (Covariance between Group: 𝑆� ) 

กับคาความแปรปรวนรวมภายในกลุม (Covariance within Group: 𝑆� ) สูงสุด แสดงดัง

สมการที่ 2 และ 3  

 

𝑆� = ∑ ∑ (𝑥�� − 𝜇�)(𝑥�� − 𝜇�)�
��
���

�
���  (2) 

 

𝑆 � = ∑ (𝜇� − 𝜇)(𝜇� − 𝜇)��
���                 (3) 

 

โดยที่  𝑐  คือ จํานวนกลุม 

𝑥��   คือ ขอมูลตวัที่ 𝑖 ในกลุมที่ 𝑗 

 𝜇�  คือ คาเฉลี่ยของขอมูลแตละกลุม 

 𝜇  คือ คาเฉลี่ยของขอมูลทั้งหมด 

 

เม่ือหาอัตราสวนระหวางคาความแปรปรวนระหวางกลุมและคาความ

แปรปรวนรวมภายในกลุมแลวจึงนําคาที่ไดไปหาคาไอเกน (Eigenvalues) (Tharwat et al., 

2017) แสดงดังสมการที่ 4 โดยคาไอเกนจะใชบงบอกถึงความสําคัญของแตละคุณสมบัติ

ในชุดขอมูล ซ่ึงจะนําคานี้มาพิจารณาเพื่อลดมิติขอมูล 

 
𝑆�𝑤 =  𝜆𝑆�𝑤            (4) 

 

โดยที่  𝑆�   คือ คาความแปรปรวนรวมภายในกลุม  

𝑆�   คือ คาความแปรปรวนระหวางกลุม 

𝑤   หาคาไดจาก  𝑤 = 𝑆���𝑆�  

𝜆   คือ คาไอเกน 

 

2.3 การถดถอยโลจสีตกิส (Logistic Regression: LR) 

 การถดถอยโลจีสติกสเปนเทคนิควิเคราะหทางสถิติที่ใชสําหรับการทํานาย

เหตุการณที่สนใจวาจะเกิดขึ้นหรือไม มีหลักการทํางานคลายคลึงกับการวิเคราะหการ

ถดถอยเชิงเสน การถดถอยโลจีสติกสจะทําการวิเคราะหหาความสัมพันธของตัวแปรใน

รูปแบบความนาจะเปนของการเกิดเหตุการณที่สนใจ (Stoltzfus, 2011) โดยการวิเคราะห

การถดถอยโลจีสติกสจะประกอบไปดวยตัวแปรทํานาย (ตัวแปรตน) และตัวแปรผล (ตัว

แปรตอบสนอง)  

 ในการวิเคราะหการถดถอยโลจีสติกส จะใชตัวแปรทํานายเพื่อทํานายโอกาส

ในการเกิดตัวแปรผล โดยอาศัยโอกาสความนาจะเปนของตัวแปรทํานายเพือ่หาความนาจะ

เปนที่จะเกิดคาแตละคาของตัวแปรผล ในกรณีที่มีตัวแปรทํานาย 1 ตัวจะเรียกวา การ

วิเคราะหการถดถอยเชิงเสนโลจีสติกสอยางงาย (Simple Logistic Regression) แตหากมีตวั

แปรทํานายมากกวา 1 ตัวขึ้นไปจะเรียกวา การวิเคราะหการถดถอยโลจีสติกสเชิงพหุ 

(Multiple Logistic Regression) เม่ือพิจารณาที่ตัวแปรผลถาตัวแปรผลมีคาที่เปนไปไดเพยีง

สองคาเทานั้น เชน การศึกษาการเปนโรคหลอดเลือดหัวใจ ตัวแปรผล 𝑦 มีคาเปน 1 คือ

ปวย และ 𝑦 มีคาเปน 0 คือไมปวย จะเรียกวา การวิเคราะหการถดถอยโลจีสติกสแบบสอง

กลุม (Binary Logistic Regression) แตถาตัวแปรผลมีคามากกวา 2 คา จะเรียกวา การ

วิเคราะหการถดถอยโลจีสติกสแบบหลายกลุม (Multinomial Logistic Regression) แสดง

สมการถดถอยโลจิสติกสดังสมการที่ 5 

 

𝑌� = 𝛽� + 𝛽�𝑥� + 𝛽�𝑥� + ⋯+ 𝛽�𝑥�   (5) 

 

โดยที ่ 𝑌�  คือ การประมาณคาตัวแปรผล หรือตัวแปรตอบสนอง 

𝛽�  คือ คาสัมประสิทธิ์ความถดถอยของตวัแปรทํานายตัวที่ n 

𝑥�  คือ คาของตัวแปรทํานายตัวที่ i 

 

2.4 โครงขายประสาทเทียม (Artificial Neural Network: ANN) 

โครงขายประสาทเทียม เปนการจําลองการทํางานของเครือขายประสาทใน

สมองของมนุษยดวยแบบจําลองทางคณิตศาสตรซ่ึงมีการปรับเปลี่ยนตัวเองตอการ

ตอบสนองของขอมูลนําเขาหรือคาอินพุตตามกฎการเรียนรู (Learning Rule) หลังจากที่

เครือขายไดเรียนรูส่ิงที่ตองการ เครือขายนั้นจะสามารถทํางานที่กําหนดไวได เปน

แนวความคิดที่ตองการใหคอมพิวเตอรมีความสามารถในการเรียนรูเหมือนมนุษย  สมอง

มนุษยมีนิวรอนหรือเซลลประสาท ซ่ึงเปนหนวยประมวลผลที่มีการเชื่อมตอกันมากมาย

อยูในสมองมนุษยมีประมาณ 1011 นิวรอน จึงสามารถกลาวไดวาสมองมนุษยเปน

คอมพิวเตอรที่มีการปรับตัวเอง (Adaptive) ไมเปนเชิงเสน (Nonlinear) และมีการทํางาน

แบบขนาน (Parallel) ในการจัดการการทํางานรวมกันของนิวรอน  

คุณลักษณะเดนของโครงขายประสาทเทียมคือ โครงขายจะประกอบไปดวย

หนวยประมวลผลยอย ๆ   ซ่ึงเชื่อมตอแบบขนานเปนจํานวนมาก ในหนวยประมวลผลยอย

แตละหนวยมีโครงสรางงาย ๆ และไมคอยมีความสามารถ แตเม่ือหนวยประมวลผลยอย ๆ  

เหลานี้ทํางานรวมกันแบบกระจายทําใหโครงขายประสาทเทียมจะมีการทํางานที่มี

ประสิทธิภาพ โครงขายจะมีการเชื่อมตอดวยหนวยประมวลผลยอย ๆ   จํานวนมาก ถา

เครือขายบางสวนเสียหาย แตการทํางานของโครงขายประสาทเทียมจะยังคงสามารถ

ทํางานได  คุณสมบัติที่เดนสุดคือ สามารถเรียนรูและแกไขปญหาไดอยางมีประสิทธิภาพ 

ผลจากการเรียนรูดวยตัวอยางขอมูลบางสวนนําไปสูการตอบสนองตอขอมูลอินพุตที่เขา

มาใหม   

 โครงขายประสาทเทียมประกอบไปดวยเซตของโหนดและเสนเชื่อมระหวาง

โหนด โดยที่โหนดจะแบงเปน 3 ระดับ ไดแก ชั้นอินพุต (Input layer) ชั้นซอน (Hidden 

layer) และชั้นเอาทพุต (Output layer) ที่ชั้นซอนอาจจะมีไดมากกวา 1 ชั้นขึ้นอยูกับการ

ออกแบบโครงขาย โดยสถาปตยกรรมของโครงขายประสาทเทียมภายในโครงขายจะมีเสน

เชื่อมจากทุกโหนดในชั้นอินพุตไปยังทุกโหนดในชั้นซอน และมีเสนเชื่อมจากทุกโหนดใน

ชั้นซอนไปยังทุกโหนดในชั้นเอาทพุต โดยที่เสนเชื่อมแตละเสนจะมีคาน้ําหนัก (Weight)  

โครงขายประสาทเทียมหนึ่งหนวยสามารถมีหลายอินพุทได (Chanklan, 2017)  แสดง

โครงขายประสาทเทียมหนึ่งหนวยดังภาพประกอบ 1  
 

	   (3)

โดยที่ 	

	 c คือ จำ�นวนกลุ่ม

 	 xij คือ ข้อมูลตัวที่ i ในกลุ่มที่ j

	 µi คือ ค่าเฉลี่ยของข้อมูลแต่ละกลุ่ม

	 µ คือ ค่าเฉลี่ยของข้อมูลทั้งหมด

	 เมือ่หาอตัราสว่นระหว่างคา่ความแปรปรวน
ระหวา่งกลุม่และคา่ความแปรปรวนรว่มภายในกลุม่แลว้
จงึนำ�คา่ทีไ่ดไ้ปหาคา่ไอเกน (Eigenvalues) (Tharwat 
et al., 2017) แสดงดังสมการที่ 4 โดยค่าไอเกนจะ
ใช้บ่งบอกถึงความสำ�คัญของแต่ละคุณสมบัติในชุด
ข้อมูล ซึ่งจะนำ�ค่านี้มาพิจารณาเพื่อลดมิติข้อมูล

	 Sww = λSBw			    (4)

โดยที่ 

	 Sw คือ ค่าความแปรปรวนร่วมภายในกลุ่ม	

 	 SB คือ ค่าความแปรปรวนระหว่างกลุ่ม

 	 w หาค่าได้จาก 
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𝑟 = ∑(����̅)(�����)

�∑(����̅)� ∑(�����)�
  (1) 

 

โดยที่ 𝑟    คือ คาสหสัมพันธ  

𝑥�, 𝑦�   คือ คาของตัวแปร 𝑥 และ 𝑦 ลําดับที่ 𝑖 ในชุดขอมูล 

𝑥̅, 𝑦� คือ คาเฉลี่ยของตัวแปร 𝑥 และ 𝑦 

 

 คาสหสัมพันธจะมีคาอยูระหวาง -1 ถึง 1 โดยเคร่ืองหมาย + และ - จะแสดง

ทิศทางของความสัมพันธกัน หากความสัมพันธมีคาเปนบวก หมายความวาตัวแปรทั้ง

สองตัวมีความสัมพันธในเชิงแปรผันรวมกัน แตหากความสัมพันธเปนในทิศทางตรงกัน

ขาม หรือผกผันกัน จะสงผลใหคาสหสัมพันธมีคาเปนลบ สําหรับการแปรความหมายเชิง

ปริมาณของคาสหสัมพันธ (Schober, Boer, & Schwarte, 2018)  แสดง

ดังตาราง 1 

 

ตาราง 1 การแปลความหมายปริมาณของคาสหสัมพนัธ 

คาสหสมัพนัธ การตคีวาม 

0.0 – 0.09 มีความสัมพันธเล็กนอย 

0.10 – 0.39 มีความสัมพันธต่ํา 

0.40 - 0.69 มีความสัมพันธปานกลาง 

0.70 – 0.89 มีความสัมพันธสูง 

0.90 – 1.00 มีความสัมพันธสูงมาก 

 

2.2  การวเิคราะหแยกแยะเชงิเสน (Linear Discriminant Analysis: LDA) 

การวิเคราะหแยกแยะเชิงเสน เปนอัลกอริทึมการเรียนรูของเคร่ืองที่ใชใน

การจําแนกขอมูลตั้งแต 2 กลุมขอมูลขึ้นไป โดยจะใชเทคนิคการเรียนรูแบบมีผูฝกสอน ซ่ึง

หลักการทํางานจะคลายคลึงกับการคัดเลือกคุณลักษณะดวยการวิเคราะหองคประกอบ

หลัก (Principle Component Analysis: PCA) เพียงแตการวิเคราะหแยกแยะเชิงเสนจะนํา

คําอธิบาย (Label) ของขอมูลมาพิจารณารวมดวย และปรับปรุงเง่ือนไขสําหรับการหา 

เมทริกซดวยการหาคาความแปรปรวนระหวางกลุม (Covariance between Group: 𝑆� ) 

กับคาความแปรปรวนรวมภายในกลุม (Covariance within Group: 𝑆� ) สูงสุด แสดงดัง

สมการที่ 2 และ 3  

 

𝑆� = ∑ ∑ (𝑥�� − 𝜇�)(𝑥�� − 𝜇�)�
��
���

�
���  (2) 

 

𝑆 � = ∑ (𝜇� − 𝜇)(𝜇� − 𝜇)��
���                 (3) 

 

โดยที่  𝑐  คือ จํานวนกลุม 

𝑥��   คือ ขอมูลตวัที่ 𝑖 ในกลุมที่ 𝑗 

 𝜇�  คือ คาเฉลี่ยของขอมูลแตละกลุม 

 𝜇  คือ คาเฉลี่ยของขอมูลทั้งหมด 

 

เม่ือหาอัตราสวนระหวางคาความแปรปรวนระหวางกลุมและคาความ

แปรปรวนรวมภายในกลุมแลวจึงนําคาที่ไดไปหาคาไอเกน (Eigenvalues) (Tharwat et al., 

2017) แสดงดังสมการที่ 4 โดยคาไอเกนจะใชบงบอกถึงความสําคัญของแตละคุณสมบัติ

ในชุดขอมูล ซ่ึงจะนําคานี้มาพิจารณาเพื่อลดมิติขอมูล 

 
𝑆�𝑤 =  𝜆𝑆�𝑤            (4) 

 

โดยที่  𝑆�   คือ คาความแปรปรวนรวมภายในกลุม  

𝑆�   คือ คาความแปรปรวนระหวางกลุม 

𝑤   หาคาไดจาก  𝑤 = 𝑆���𝑆�  

𝜆   คือ คาไอเกน 

 

2.3 การถดถอยโลจสีตกิส (Logistic Regression: LR) 

 การถดถอยโลจีสติกสเปนเทคนิควิเคราะหทางสถิติที่ใชสําหรับการทํานาย

เหตุการณที่สนใจวาจะเกิดขึ้นหรือไม มีหลักการทํางานคลายคลึงกับการวิเคราะหการ

ถดถอยเชิงเสน การถดถอยโลจีสติกสจะทําการวิเคราะหหาความสัมพันธของตัวแปรใน

รูปแบบความนาจะเปนของการเกิดเหตุการณที่สนใจ (Stoltzfus, 2011) โดยการวิเคราะห

การถดถอยโลจีสติกสจะประกอบไปดวยตัวแปรทํานาย (ตัวแปรตน) และตัวแปรผล (ตัว

แปรตอบสนอง)  

 ในการวิเคราะหการถดถอยโลจีสติกส จะใชตัวแปรทํานายเพื่อทํานายโอกาส

ในการเกิดตัวแปรผล โดยอาศัยโอกาสความนาจะเปนของตัวแปรทํานายเพือ่หาความนาจะ

เปนที่จะเกิดคาแตละคาของตัวแปรผล ในกรณีที่มีตัวแปรทํานาย 1 ตัวจะเรียกวา การ

วิเคราะหการถดถอยเชิงเสนโลจีสติกสอยางงาย (Simple Logistic Regression) แตหากมีตวั

แปรทํานายมากกวา 1 ตัวขึ้นไปจะเรียกวา การวิเคราะหการถดถอยโลจีสติกสเชิงพหุ 

(Multiple Logistic Regression) เม่ือพิจารณาที่ตัวแปรผลถาตัวแปรผลมีคาที่เปนไปไดเพยีง

สองคาเทานั้น เชน การศึกษาการเปนโรคหลอดเลือดหัวใจ ตัวแปรผล 𝑦 มีคาเปน 1 คือ

ปวย และ 𝑦 มีคาเปน 0 คือไมปวย จะเรียกวา การวิเคราะหการถดถอยโลจีสติกสแบบสอง

กลุม (Binary Logistic Regression) แตถาตัวแปรผลมีคามากกวา 2 คา จะเรียกวา การ

วิเคราะหการถดถอยโลจีสติกสแบบหลายกลุม (Multinomial Logistic Regression) แสดง

สมการถดถอยโลจิสติกสดังสมการที่ 5 

 

𝑌� = 𝛽� + 𝛽�𝑥� + 𝛽�𝑥� + ⋯+ 𝛽�𝑥�   (5) 

 

โดยที ่ 𝑌�  คือ การประมาณคาตัวแปรผล หรือตัวแปรตอบสนอง 

𝛽�  คือ คาสัมประสิทธิ์ความถดถอยของตวัแปรทํานายตัวที่ n 

𝑥�  คือ คาของตัวแปรทํานายตัวที่ i 

 

2.4 โครงขายประสาทเทียม (Artificial Neural Network: ANN) 

โครงขายประสาทเทียม เปนการจําลองการทํางานของเครือขายประสาทใน

สมองของมนุษยดวยแบบจําลองทางคณิตศาสตรซ่ึงมีการปรับเปลี่ยนตัวเองตอการ

ตอบสนองของขอมูลนําเขาหรือคาอินพุตตามกฎการเรียนรู (Learning Rule) หลังจากที่

เครือขายไดเรียนรูส่ิงที่ตองการ เครือขายนั้นจะสามารถทํางานที่กําหนดไวได เปน

แนวความคิดที่ตองการใหคอมพิวเตอรมีความสามารถในการเรียนรูเหมือนมนุษย  สมอง

มนุษยมีนิวรอนหรือเซลลประสาท ซ่ึงเปนหนวยประมวลผลที่มีการเชื่อมตอกันมากมาย

อยูในสมองมนุษยมีประมาณ 1011 นิวรอน จึงสามารถกลาวไดวาสมองมนุษยเปน

คอมพิวเตอรที่มีการปรับตัวเอง (Adaptive) ไมเปนเชิงเสน (Nonlinear) และมีการทํางาน

แบบขนาน (Parallel) ในการจัดการการทํางานรวมกันของนิวรอน  

คุณลักษณะเดนของโครงขายประสาทเทียมคือ โครงขายจะประกอบไปดวย

หนวยประมวลผลยอย ๆ   ซ่ึงเชื่อมตอแบบขนานเปนจํานวนมาก ในหนวยประมวลผลยอย

แตละหนวยมีโครงสรางงาย ๆ และไมคอยมีความสามารถ แตเม่ือหนวยประมวลผลยอย ๆ  

เหลานี้ทํางานรวมกันแบบกระจายทําใหโครงขายประสาทเทียมจะมีการทํางานที่มี

ประสิทธิภาพ โครงขายจะมีการเชื่อมตอดวยหนวยประมวลผลยอย ๆ   จํานวนมาก ถา

เครือขายบางสวนเสียหาย แตการทํางานของโครงขายประสาทเทียมจะยังคงสามารถ

ทํางานได  คุณสมบัติที่เดนสุดคือ สามารถเรียนรูและแกไขปญหาไดอยางมีประสิทธิภาพ 

ผลจากการเรียนรูดวยตัวอยางขอมูลบางสวนนําไปสูการตอบสนองตอขอมูลอินพุตที่เขา

มาใหม   

 โครงขายประสาทเทียมประกอบไปดวยเซตของโหนดและเสนเชื่อมระหวาง

โหนด โดยที่โหนดจะแบงเปน 3 ระดับ ไดแก ช้ันอินพุต (Input layer) ชั้นซอน (Hidden 

layer) และชั้นเอาทพุต (Output layer) ที่ชั้นซอนอาจจะมีไดมากกวา 1 ชั้นขึ้นอยูกับการ

ออกแบบโครงขาย โดยสถาปตยกรรมของโครงขายประสาทเทียมภายในโครงขายจะมีเสน

เชื่อมจากทุกโหนดในชั้นอินพุตไปยังทุกโหนดในชั้นซอน และมีเสนเชื่อมจากทุกโหนดใน

ชั้นซอนไปยังทุกโหนดในชั้นเอาทพุต โดยที่เสนเชื่อมแตละเสนจะมีคาน้ําหนัก (Weight)  

โครงขายประสาทเทียมหนึ่งหนวยสามารถมีหลายอินพุทได (Chanklan, 2017)  แสดง

โครงขายประสาทเทียมหนึ่งหนวยดังภาพประกอบ 1  
 

 	 λ คือ ค่าไอเกน

2.3 การถดถอยโลจีสติกส์ (Logistic 
Regression: LR)

	 การถดถอยโลจีสติกส์เป็นเทคนิควิเคราะห์
ทางสถิติท่ีใช้สำ�หรับการทำ�นายเหตุการณ์ที่สนใจ

ตาราง 1	 การแปลความหมายปริมาณของค่าสหสัมพันธ์

ค่าสหสัมพันธ์ การตีความ

0.0 – 0.09 มีความสัมพันธ์เล็กน้อย

0.10 – 0.39 มีความสัมพันธ์ต่ำ�

0.40 - 0.69 มีความสัมพันธ์ปานกลาง

0.70 – 0.89 มีความสัมพันธ์สูง

0.90 – 1.00 มีความสัมพันธ์สูงมาก
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ว่าจะเกิดขึ้นหรือไม่ มีหลักการทำ�งานคล้ายคลึง 
กบัการวเิคราะหก์ารถดถอยเชงิเสน้ การถดถอยโลจสีตกิส ์
จะทำ�การวิเคราะห์หาความสัมพันธ์ของตัวแปรใน 
รปูแบบความนา่จะเปน็ของการเกดิเหตกุารณท์ีส่นใจ 
(Stoltzfus, 2011) โดยการวิเคราะห์การถดถอย 
โลจีสติกส์จะประกอบไปด้วยตัวแปรทำ�นาย  
(ตัวแปรต้น) และตัวแปรผล (ตัวแปรตอบสนอง) 

	 ในการวเิคราะหก์ารถดถอยโลจีสติกส์ จะใช้
ตวัแปรทำ�นายเพือ่ทำ�นายโอกาสในการเกิดตวัแปรผล 
โดยอาศัยโอกาสความน่าจะเป็นของตัวแปรทำ�นาย
เพือ่หาความนา่จะเปน็ทีจ่ะเกดิคา่แตล่ะค่าของตวัแปร
ผล ในกรณีที่มีตัวแปรทำ�นาย 1 ตัวจะเรียกว่า การ
วิเคราะห์การถดถอยเชิงเส้นโลจีสติกส์อย่างง่าย 
(Simple Logistic Regression) แต่หากมีตัวแปร
ทำ�นายมากกว่า 1 ตัวขึ้นไปจะเรียกว่า การวิเคราะห์
การถดถอยโลจีสติกส์เชิงพหุ (Multiple Logistic 
Regression) เมื่อพิจารณาที่ตัวแปรผลถ้าตัวแปรผล
มีค่าที่เป็นไปได้เพียงสองค่าเท่านั้น เช่น การศึกษา
การเป็นโรคหลอดเลือดหัวใจ ตัวแปรผล y มีค่าเป็น 
1 คือป่วย และ y มีค่าเป็น 0 คือไม่ป่วย จะเรียกว่า  
การวเิคราะห์การถดถอยโลจสีตกิสแ์บบสองกลุม่ (Binary 
Logistic Regression) แต่ถ้าตัวแปรผลมีค่ามากกว่า 
2 ค่า จะเรียกว่า การวิเคราะห์การถดถอยโลจีสติกส์
แบบหลายกลุม่ (Multinomial Logistic Regression) 
แสดงสมการถดถอยโลจิสติกส์ดังสมการที่ 5

	  = β0 + β1x1 + β2x2 + ... + βixi 	 (5)

โดยที่

	  คือ การประมาณคา่ตวัแปรผล หรอืตัวแปร
ตอบสนอง

	 βn คือ ค่าสัมประสิทธิ์ความถดถอยของ
ตัวแปรทำ�นายตัวที่ n

	 xi คือ ค่าของตัวแปรทำ�นายตัวที่ i

2.4 โครงข่ายประสาทเทียม (Artificial 
Neural Network: ANN)

	 โครงข่ายประสาทเทียม เป็นการจำ�ลอง
การทำ�งานของเครอืขา่ยประสาทในสมองของมนษุย์
ดว้ยแบบจำ�ลองทางคณติศาสตรซ์ึง่มกีารปรบัเปลีย่น 
ตวัเองตอ่การตอบสนองของขอ้มูลนำ�เขา้หรอืคา่อนิพตุ
ตามกฎการเรียนรู้ (Learning Rule) หลังจากที่เครือ
ข่ายได้เรียนรู้ส่ิงท่ีต้องการ เครือข่ายนั้นจะสามารถ
ทำ�งานที่กำ�หนดไว้ได้ เป็นแนวความคิดที่ต้องการ
ให้คอมพิวเตอร์มีความสามารถในการเรียนรู้เหมือน
มนุษย์ สมองมนุษย์มีนิวรอนหรือเซลล์ประสาท ซึ่ง
เป็นหน่วยประมวลผลที่มีการเชื่อมต่อกันมากมาย 
อยูใ่นสมองมนษุยม์ปีระมาณ 1011 นวิรอน จึงสามารถ
กล่าวได้ว่าสมองมนุษย์เป็นคอมพิวเตอร์ที่มีการปรับ
ตวัเอง (Adaptive) ไมเ่ปน็เชงิเสน้ (Nonlinear) และ 
มีการทำ�งานแบบขนาน (Parallel) ในการจัดการ 
การทำ�งานร่วมกันของนิวรอน 

	 คณุลกัษณะเดน่ของโครงขา่ยประสาทเทยีม
คือ โครงข่ายจะประกอบไปด้วยหน่วยประมวลผล
ย่อยๆ ซึ่งเชื่อมต่อแบบขนานเป็นจำ�นวนมาก ใน
หน่วยประมวลผลย่อยแต่ละหน่วยมีโครงสร้างง่ายๆ 
และไม่ค่อยมีความสามารถ แต่เม่ือหนว่ยประมวลผล 
ย่อยๆ เหล่านี้ทำ�งานร่วมกันแบบกระจายทำ�ให้ 
โครงขา่ยประสาทเทยีมจะมกีารทำ�งานทีม่ปีระสทิธภิาพ 
โครงข่ายจะมีการเชื่อมต่อด้วยหน่วยประมวลผล 
ย่อยๆ จำ�นวนมาก ถ้าเครือข่ายบางส่วนเสียหาย  
แต่การทำ�งานของโครงข่ายประสาทเทียมจะยังคง
สามารถทำ�งานได้ คุณสมบัติที่เด่นสุดคือ สามารถ
เรียนรู้และแก้ไขปัญหาได้อย่างมีประสิทธิภาพ  
ผลจากการเรียนรู้ด้วยตัวอย่างข้อมูลบางส่วนนำ�ไปสู่
การตอบสนองต่อข้อมูลอินพุตที่เข้ามาใหม่ 

	 โครงขา่ยประสาทเทยีมประกอบไปดว้ยเซต
ของโหนดและเส้นเชื่อมระหว่างโหนด โดยที่โหนด
จะแบ่งเป็น 3 ระดับ ได้แก่ ชั้นอินพุต (Input layer) 
ชั้นซ่อน (Hidden layer) และชั้นเอาท์พุต (Output 
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layer) ที่ชั้นซ่อนอาจจะมีได้มากกว่า 1 ช้ันข้ึนอยู่
กับการออกแบบโครงข่าย โดยสถาปัตยกรรมของ 
โครงขา่ยประสาทเทยีมภายในโครงข่ายจะมีเส้นเชือ่ม
จากทุกโหนดในชั้นอินพุตไปยังทุกโหนดในช้ันซ่อน 
และมเีสน้เชือ่มจากทุกโหนดในชัน้ซอ่นไปยงัทุกโหนด 
ในชั้นเอาท์พุต โดยที่เส้นเชื่อมแต่ละเส้นจะมีค่า 
น้ำ�หนัก (Weight) โครงขา่ยประสาทเทยีมหนึง่หนว่ย
สามารถมีหลายอินพุทได้ (Chanklan, 2017) แสดง
โครงขา่ยประสาทเทยีมหน่ึงหนว่ยดังภาพประกอบ 1 

	 การทำ�งานของแตล่ะโหนดเทยีบไดก้บัเซลล์
ประสาทในสมองมนุษย์ 1 เซลล์ อินพุตที่เข้าสู่โหนด
จะเปน็เวกเตอร์ของคณุสมบติัของขอ้มลูตัวอยา่งมคีา่  
p = [p

1
,p

2
,...,p

R
] ซึง่เปน็คา่อนิพตุทีถ่กูปอ้นมจีำ�นวน  

R องคป์ระกอบ และเวกเตอรน์้ำ�หนกั W=[w
1
,w

2
,...,w

R
] 

มคีา่เอนเอยีงหรอืไบเอส b นำ�อนิพุตมาคณูกับน้ำ�หนกั
ของแตล่ะเสน้เชือ่ม ผลทีไ่ดจ้ากอนิพตุทกุๆ เสน้เชือ่ม
ของโหนดจะเอามารวมกันและรวมกับค่าไบเอสแล้ว
ส่งต่อไปยังฟังก์ชันถ่ายโอน (Transfer Function)  
ซึง่เกดิเปน็คา่เอาทพ์ตุ a ในทีน่ี ้f เป็นฟงัก์ชนัถา่ยโอน
ทำ�หน้าที่รับค่าอินพุต n เพื่อเปลี่ยนเป็นค่าเอาท์พุต 
a ค่าเอาท์พุต a สามารถคำ�นวณได้จากสมการที่ 6

	 a = f(n) = f(Wp+b)		    (6)

โดยที่ 

	 f คือ ฟังก์ชันถ่ายโอน

	 W คือ เวกเตอร์น้ำ�หนัก

	 b  คือ ค่าไบแอส

	 p คือ ค่าอินพุต หรือข้อมูลนำ�เข้า

	 สำ�หรับงานวิจัยนี้ได้ออกแบบโครงสร้าง
ของโครงขา่ยประสาทเทียมท่ีใชใ้นการทดลองโดยหา
โครงข่ายประสาทเทียมที่เหมาะสมกับข้อมูลโดยใช ้
แบบจำ�ลองไฮเปอร์พารามิเตอร์ด้วย Keras Tuner 
เพื่อกำ�หนดจำ�นวนและความกว้างของเลเยอร์ 
ที่ซ่อนอยู่ โดยกำ�หนดตำ�นวนโหนดอยู่ในช่วง 8-512 
และจำ�นวน 3 ช้ันเลเยอร์ และกับหนดการโดยได้ 
โครงขา่ยประสาทเทยีมทีใ่ชใ้นงานวจิยัมรีายละเอยีด 
ดังนี้:

	 ชั้นแรก (Input Layer): มี 11 โหนด และ
ใช้ฟังก์ชันการกระตุ้น relu โดยรับข้อมูลจากจำ�นวน
โหนดขึ้นอยู่กับขนาดของข้อมูลนำ�เข้า

	 ชั้นที่สอง: มี 448 โหนด ใช้ฟังก์ชันการ 
กระตุ้น relu

	 ชั้นท่ีสาม: มี 44 โหนด ใช้ฟังก์ชันการ 
กระตุ้น relu

	 ชัน้ที่สี:่ มี 312 โหนด ใช้ฟงักช์นัการกระตุน้ 
relu
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ภาพประกอบ 1 โครงขายประสาทเทียมหนึ่งหนวยแบบหลายอนิพุท 

การทํางานของแตละโหนดเทียบไดกับเซลลประสาทในสมองมนุษย 1 เซลล 

อิ น พุ ต ที่ เ ข า สู โห น ด จะ เ ป น เ ว ก เ ต อร ข อง คุ ณ ส มบั ติ ข อง ข อ มูล ตั ว อย า งมีค า  

 p = [p1,p2,...,pR] ซ่ึงเปนคาอินพุตที่ถูกปอนมีจํานวน R องคประกอบ และเวกเตอรน้าํหนกั 

W=[w1,w2,...,wR] มีคาเอนเอียงหรือไบเอส b นําอินพุตมาคูณกับน้ําหนักของแตละเสน

เชื่อม ผลที่ไดจากอินพุตทุก ๆ เสนเชื่อมของโหนดจะเอามารวมกันและรวมกับคาไบเอส

แลวสงตอไปยังฟงกชันถายโอน (Transfer Function) ซ่ึงเกิดเปนคาเอาทพุต a ในที่นี้ f  เปน

ฟงกชันถายโอนทําหนาที่ รับคาอินพุต n เพื่อเปลี่ยนเปนคาเอาทพุต a  คาเอาทพุต a 

สามารถคํานวณไดจากสมการที่ 6 

 

𝑎 = 𝑓(𝑛) =  𝑓(𝑊𝑝+ 𝑏)   (6) 

 

โดยที่  𝑓 คือ ฟงกชันถายโอน 

𝑊 คือ เวกเตอรน้ําหนัก 

𝑏 คือ คาไบแอส 

𝑝 คือ คาอินพุต หรือขอมูลนําเขา 

 

 
 

ภาพประกอบ 2 โครงขายประสาทเทียมที่ใชในงานวิจัย 

 

สําหรับงานวิจัยนี้ไดออกแบบโครงสรางของโครงขายประสาทเทียมที่ใชใน

การทดลองโดยหาโครงขายประสาทเทียมที่เหมาะสมกับขอมูลโดยใชแบบจําลองไฮเปอร

พารามิเตอรดวย Keras Tuner เพื่อกําหนดจํานวนและความกวางของเลเยอรที่ซอนอยู โดย

กําหนดตํานวนโหนดอยูในชวง 8-512 และจํานวน 3 ชั้นเลเยอร และกับหนดการโดยได

โครงขายประสาทเทียมที่ใชในงานวิจัยมีรายละเอียดดังนี้: 

ชั้นแรก (Input Layer): มี 11 โหนด และใชฟงกชนัการกระตุน relu โดยรับ

ขอมูลจากจํานวนโหนดขึน้อยูกบัขนาดของขอมูลนําเขา 

ชั้นที่สอง: มี 448 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นที่สาม: มี 44 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นที่ส่ี: มี 312 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นสุดทาย (Output Layer): มี 1 โหนด ใชฟงกชนัการกระตุน sigmoid ซ่ึงใช

สําหรับการจําแนกประเภทแบบไบนารี 

โครงขายนี้จะรับขอมูลนําเขาผานชั้นแรก และผานการประมวลผลตอเนื่อง

ผานชั้นตางๆ จนถึงชั้นสุดทายที่จะใหผลลัพธเปนคาความนาจะเปนระหวาง 0 ถึง 1 

สําหรับการจําแนกประเภทสองกลุม โดยมีคา learning rate=0.001 แสดงรูปโครงขายไดดัง

ภาพประกอบ 2 

 

2.5 ซัพพอรตเวกเตอรแมชชีน (Support Vector Machine: SVM) 

ซัพพอรตเวกเตอรแมชชีน เปนอัลกอริทึมที่ใชในการจําแนกประเภทขอมูล

ในแตละคลาสที่ไดรับความนิยมมาก (Hearst et al.,1998) เนื่องจากมีความสามารถในการ

จําแนกประเภทขอมูลแตละคลาสําดอยางมีประสิทธิภาพและมีความแมนยําสูง โดย

หลักการสําคัญของอัลกอริทึมซัพพอรตเวกเตอรแมชชีนคือการสร างเสนแบง 

(Hyperplane) เพื่อแบงแยกประเภทขอมูลที่ตางชนิดกันใหแยกออกจากกัน  

ในการสรางเสนแบงของซัพพอรตเวกเตอรแมชชีนเพื่อใชในการจําแนก

ขอมูล จะสรางเสนแบงขอมูลที่มีระยะหางระหวางขอมูลมากที่สุด ซ่ึงจะอาศัยเวกเตอร

ถวงน้ําหนัก w (Weight Vector) เปนตัวกําหนดทิศทางและใชกําหนดความเอียงของ

ระนาบ (Hyperplane) ซ่ึงเวกเตอร w จะตั้งฉากกับเสนแบงและขอมูลจะถูกแปลงใหอยูใน

รูปแบบเวกเตอร x สําหรับการตีความวาขอมูลจุดนัน้จะถูกกําหนดเปนแบงขอมูลออกเปน

ประเภท (หรือ คลาส) 1 หรือ -1 นั้นจะกําหนดจากตัวแปร y  โดยสามารถแสดงสมการใน

การหาคลาสขอมูลดังสมการที่ 7  

 

𝑤�𝑥 + 𝑏 ≥ 1, เม่ือ 𝑦� = +1 
(7) 

𝑤�𝑥 + 𝑏 ≤ 1, เม่ือ 𝑦� = −1 
  

เม่ือ  𝑤  คือ เวกเตอรถวงน้ําหนัก (Weight Vector) 

 𝑏 คือ คาไบแอส (Bias) 

 𝑥 คือ ขอมูลทีจุ่ดใด ๆ 

 

โดยกราฟแสดงการสรางเสนแบงสําหรับแบงขอมูลดวยอัลกอริทึมซัพพอรต

เวกเตอรแมชชีนในภาพประกอบ 3 

 

 
 

ภาพประกอบ 3 เสนแบงสําหรับแบงขอมูลดวยอลักอริทึมซัพพอรตเวกเตอรแมชชีน 

 

2.6 เกนความรู (Information Gain: IG) 

เกนความรูเปนวิธีการคํานวณคาน้ําหนกัเพื่อใชคัดเลือกคุณสมบัติ โดยการ

คัดเลือกคุณสมบัติจะเลือกคณุสมบัติที่มีคาเกนความรูที่มีคาสูง การคํานวณคา Information 

Gain จะตองใชคา Entropy ในการคํานวณ ซ่ึงคา Entropy เปนการวัดความไมเปนระเบียบ

หรือความแตกตางของขอมูลมีคาตั้งแต 0 ถึง 1 ถาคา Entropy สูงจะหมายถึงขอมูลมีความ

แตกตางหรือกระจายตัวมาก โดยคา Entropy ของแตละกลุมนในชุดขอมูลคํานวณไดดัง

สมการที่ 8 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) =  −∑ (𝑃𝑟𝑜𝑏(𝐶�) × 𝑙𝑜𝑔�(𝑃𝑟𝑜𝑏(𝐶�)))�
���   (8) 

เม่ือ  𝑘 คือ จํานวนกลุมของขอมูลทั้งหมด 

𝐶�  คือ กลุมของขอมูล n โดยที่ n มีคาตั้งแต 1, 2, 3, … , 𝑘 

𝑃𝑟𝑜𝑏(𝐶�)คือ ความนาจะเปนกลุมของขอมูลที่สนใจ   

 

เม่ือคํานวณหาคา Entropy เรียบรอยแลวจึงคํานวณคาเกนความรูของแตละ

คุณสมบัติไดดังสมการที่ 9 

𝐼𝐺 =   𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑃𝑎𝑟𝑒𝑛𝑡) − ∑ (𝑃𝑟𝑜𝑏(𝐶�)�
��� × 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐶�)) (9) 

เม่ือ    𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑃𝑎𝑟𝑒𝑛𝑡)  คือ ผลรวมของคา Entropy ของแตละกลุมขอมูล         

 ในแตละคุณสมบัติ 

           𝐶�   คือ กลุมของขอมูล 𝑛 โดยที่ 𝑛 มีคาตั้งแต 1, 2, 3, … , 𝑘 
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ภาพประกอบ 1 โครงขายประสาทเทียมหนึ่งหนวยแบบหลายอนิพุท 

การทํางานของแตละโหนดเทียบไดกับเซลลประสาทในสมองมนุษย 1 เซลล 

อิ น พุ ต ที่ เ ข า สู โห น ด จะ เ ป น เ ว ก เ ต อร ข อง คุ ณ ส มบั ติ ข อง ข อ มูล ตั ว อย า งมีค า  

 p = [p1,p2,...,pR] ซ่ึงเปนคาอินพุตที่ถูกปอนมีจํานวน R องคประกอบ และเวกเตอรน้าํหนกั 

W=[w1,w2,...,wR] มีคาเอนเอียงหรือไบเอส b นําอินพุตมาคูณกับน้ําหนักของแตละเสน

เชื่อม ผลที่ไดจากอินพุตทุก ๆ เสนเชื่อมของโหนดจะเอามารวมกันและรวมกับคาไบเอส

แลวสงตอไปยังฟงกชันถายโอน (Transfer Function) ซ่ึงเกิดเปนคาเอาทพุต a ในที่นี้ f  เปน

ฟงกชันถายโอนทําหนาที่ รับคาอินพุต n เพื่อเปลี่ยนเปนคาเอาทพุต a  คาเอาทพุต a 

สามารถคํานวณไดจากสมการที่ 6 

 

𝑎 = 𝑓(𝑛) =  𝑓(𝑊𝑝+ 𝑏)   (6) 

 

โดยที่  𝑓 คือ ฟงกชันถายโอน 

𝑊 คือ เวกเตอรน้ําหนัก 

𝑏 คือ คาไบแอส 

𝑝 คือ คาอินพุต หรือขอมูลนําเขา 

 

 
 

ภาพประกอบ 2 โครงขายประสาทเทียมที่ใชในงานวิจัย 

 

สําหรับงานวิจัยนี้ไดออกแบบโครงสรางของโครงขายประสาทเทียมที่ใชใน

การทดลองโดยหาโครงขายประสาทเทียมที่เหมาะสมกับขอมูลโดยใชแบบจําลองไฮเปอร

พารามิเตอรดวย Keras Tuner เพื่อกําหนดจํานวนและความกวางของเลเยอรที่ซอนอยู โดย

กําหนดตํานวนโหนดอยูในชวง 8-512 และจํานวน 3 ชั้นเลเยอร และกับหนดการโดยได

โครงขายประสาทเทียมที่ใชในงานวิจัยมีรายละเอียดดังนี้: 

ชั้นแรก (Input Layer): มี 11 โหนด และใชฟงกชนัการกระตุน relu โดยรับ

ขอมูลจากจํานวนโหนดขึน้อยูกบัขนาดของขอมูลนําเขา 

ชั้นที่สอง: มี 448 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นที่สาม: มี 44 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นที่ส่ี: มี 312 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นสุดทาย (Output Layer): มี 1 โหนด ใชฟงกชนัการกระตุน sigmoid ซ่ึงใช

สําหรับการจําแนกประเภทแบบไบนารี 

โครงขายนี้จะรับขอมูลนําเขาผานชั้นแรก และผานการประมวลผลตอเนื่อง

ผานช้ันตางๆ จนถึงช้ันสุดทายที่จะใหผลลัพธเปนคาความนาจะเปนระหวาง 0 ถึง 1 

สําหรับการจําแนกประเภทสองกลุม โดยมีคา learning rate=0.001 แสดงรูปโครงขายไดดัง

ภาพประกอบ 2 

 

2.5 ซัพพอรตเวกเตอรแมชชีน (Support Vector Machine: SVM) 

ซัพพอรตเวกเตอรแมชชีน เปนอัลกอริทึมที่ใชในการจําแนกประเภทขอมูล

ในแตละคลาสที่ไดรับความนิยมมาก (Hearst et al.,1998) เนื่องจากมีความสามารถในการ

จําแนกประเภทขอมูลแตละคลาสําดอยางมีประสิทธิภาพและมีความแมนยําสูง โดย

หลักการสําคัญของอัลกอริทึมซัพพอรตเวกเตอรแมชชีนคือการสร างเสนแบง 

(Hyperplane) เพื่อแบงแยกประเภทขอมูลที่ตางชนิดกันใหแยกออกจากกัน  

ในการสรางเสนแบงของซัพพอรตเวกเตอรแมชชีนเพื่อใชในการจําแนก

ขอมูล จะสรางเสนแบงขอมูลที่มีระยะหางระหวางขอมูลมากที่สุด ซ่ึงจะอาศัยเวกเตอร

ถวงน้ําหนัก w (Weight Vector) เปนตัวกําหนดทิศทางและใชกําหนดความเอียงของ

ระนาบ (Hyperplane) ซ่ึงเวกเตอร w จะตั้งฉากกับเสนแบงและขอมูลจะถูกแปลงใหอยูใน

รูปแบบเวกเตอร x สําหรับการตีความวาขอมูลจุดนัน้จะถูกกําหนดเปนแบงขอมูลออกเปน

ประเภท (หรือ คลาส) 1 หรือ -1 นั้นจะกําหนดจากตัวแปร y  โดยสามารถแสดงสมการใน

การหาคลาสขอมูลดังสมการที่ 7  

 

𝑤�𝑥 + 𝑏 ≥ 1, เม่ือ 𝑦� = +1 
(7) 

𝑤�𝑥 + 𝑏 ≤ 1, เม่ือ 𝑦� = −1 
  

เม่ือ  𝑤  คือ เวกเตอรถวงน้ําหนัก (Weight Vector) 

 𝑏 คือ คาไบแอส (Bias) 

 𝑥 คือ ขอมูลทีจุ่ดใด ๆ 

 

โดยกราฟแสดงการสรางเสนแบงสําหรับแบงขอมูลดวยอัลกอริทึมซัพพอรต

เวกเตอรแมชชีนในภาพประกอบ 3 

 

 
 

ภาพประกอบ 3 เสนแบงสําหรับแบงขอมูลดวยอลักอริทึมซัพพอรตเวกเตอรแมชชีน 

 

2.6 เกนความรู (Information Gain: IG) 

เกนความรูเปนวิธีการคํานวณคาน้ําหนกัเพื่อใชคัดเลือกคุณสมบัติ โดยการ

คัดเลือกคุณสมบัติจะเลือกคณุสมบัติที่มีคาเกนความรูที่มีคาสูง การคํานวณคา Information 

Gain จะตองใชคา Entropy ในการคํานวณ ซ่ึงคา Entropy เปนการวัดความไมเปนระเบียบ

หรือความแตกตางของขอมูลมีคาตั้งแต 0 ถึง 1 ถาคา Entropy สูงจะหมายถึงขอมูลมีความ

แตกตางหรือกระจายตัวมาก โดยคา Entropy ของแตละกลุมนในชุดขอมูลคํานวณไดดัง

สมการที่ 8 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) =  −∑ (𝑃𝑟𝑜𝑏(𝐶�) × 𝑙𝑜𝑔�(𝑃𝑟𝑜𝑏(𝐶�)))�
���   (8) 

เม่ือ  𝑘 คือ จํานวนกลุมของขอมูลทั้งหมด 

𝐶�  คือ กลุมของขอมูล n โดยที่ n มีคาตั้งแต 1, 2, 3, … , 𝑘 

𝑃𝑟𝑜𝑏(𝐶�)คือ ความนาจะเปนกลุมของขอมูลที่สนใจ   

 

เม่ือคํานวณหาคา Entropy เรียบรอยแลวจึงคํานวณคาเกนความรูของแตละ

คุณสมบัติไดดังสมการที่ 9 

𝐼𝐺 =   𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑃𝑎𝑟𝑒𝑛𝑡) − ∑ (𝑃𝑟𝑜𝑏(𝐶�)�
��� × 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐶�)) (9) 

เม่ือ    𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑃𝑎𝑟𝑒𝑛𝑡)  คือ ผลรวมของคา Entropy ของแตละกลุมขอมูล         

 ในแตละคุณสมบัติ 

           𝐶�   คือ กลุมของขอมูล 𝑛 โดยที่ 𝑛 มีคาตั้งแต 1, 2, 3, … , 𝑘 

ภาพประกอบ 1 โครงข่ายประสาทเทียมหนึ่งหน่วย
แบบหลายอินพุท

ภาพประกอบ 2 โครงข่ายประสาทเทียม 
ที่ใช้ในงานวิจัย
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	 ชั้นสุดท้าย (Output Layer): มี 1 โหนด  
ใช้ฟังก์ชันการกระตุ้น sigmoid ซ่ึงใช้สำ�หรับการ
จำ�แนกประเภทแบบไบนารี

	 โครงข่ายนี้จะรับข้อมูลนำ�เข้าผ่านชั้นแรก 
และผ่านการประมวลผลต่อเนือ่งผา่นชั้นตา่งๆ จนถงึ
ชัน้สดุทา้ยทีจ่ะใหผ้ลลพัธเ์ปน็คา่ความนา่จะเปน็ระหวา่ง 
0 ถงึ 1 สำ�หรบัการจำ�แนกประเภทสองกลุม่ โดยมคีา่ 
learning rate=0.001 แสดงรูปโครงข่ายได้ดังภาพ
ประกอบ 2

2.5 ซัพพอร์ตเวกเตอร์แมชชีน  
(Support Vector Machine: SVM)

	 ซัพพอร์ตเวกเตอร์แมชชีน เป็นอัลกอริทึม
ที่ใช้ในการจำ�แนกประเภทข้อมูลในแต่ละคลาสที่ได้
รับความนิยมมาก (Hearst et al.,1998) เนื่องจาก
มีความสามารถในการจำ�แนกประเภทข้อมูลแต่ละ
คลาสำ�ด้อย่างมีประสิทธิภาพและมีความแม่นยำ�สูง 
โดยหลักการสำ�คัญของอัลกอริทึมซัพพอร์ตเวกเตอร์
แมชชนีคือการสรา้งเสน้แบง่ (Hyperplane) เพือ่แบง่
แยกประเภทข้อมูลที่ต่างชนิดกันให้แยกออกจากกัน 

	 ในการสร้างเส้นแบ่งของซัพพอร์ตเวกเตอร์
แมชชีนเพื่อใช้ในการจำ�แนกข้อมูล จะสร้างเส้นแบ่ง
ขอ้มลูทีม่รีะยะห่างระหวา่งขอ้มลูมากทีสุ่ด ซึง่จะอาศยั
เวกเตอร์ถ่วงน้ำ�หนัก w (Weight Vector) เป็นตัว
กำ�หนดทิศทางและใช้กำ�หนดความเอียงของระนาบ 
(Hyperplane) ซึ่งเวกเตอร์ w จะตั้งฉากกับเส้นแบ่ง
และข้อมูลจะถูกแปลงให้อยู่ในรูปแบบเวกเตอร์ x 
สำ�หรับการตีความว่าข้อมูลจุดนั้นจะถูกกำ�หนดเป็น
แบ่งข้อมูลออกเป็นประเภท (หรือ คลาส) 1 หรือ -1 
น้ันจะกำ�หนดจากตัวแปร y โดยสามารถแสดงสมการ
ในการหาคลาสข้อมูลดังสมการที่ 7 

	 wTx + b ≥ 1, เมื่อ yi = +1 		 (7)

	 wTx + b ≤1, เมื่อ yi = +1 	
	

เมื่อ 

	 w คือ เวกเตอร์ถ่วงน้ำ�หนัก (Weight  
Vector)

	 b คือ ค่าไบแอส (Bias)

	 x คือ ข้อมูลที่จุดใดๆ

	 โดยกราฟแสดงการสร้างเส้นแบ่งสำ�หรับ
แบ่งข้อมูลด้วยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน
ในภาพประกอบ 3

2.6 เกนความรู้ (Information Gain: 
IG)

	 เกนความรูเ้ปน็วธิกีารคำ�นวณคา่น้ำ�หนกัเพือ่
ใช้คัดเลือกคุณสมบัติ โดยการคัดเลือกคุณสมบัติจะ
เลอืกคณุสมบตัทิีม่คีา่เกนความรูท้ีม่คีา่สงู การคำ�นวณ
ค่า Information Gain จะต้องใช้ค่า Entropy ใน
การคำ�นวณ ซึ่งค่า Entropy เป็นการวัดความไม่เป็น
ระเบยีบหรอืความแตกตา่งของข้อมลูมคีา่ตัง้แต ่0 ถึง 
1 ถา้คา่ Entropy สงูจะหมายถงึขอ้มลูมคีวามแตกตา่ง
หรอืกระจายตัวมาก โดยค่า Entropy ของแต่ละกลุม่
นในชุดข้อมูลคำ�นวณได้ดังสมการที่ 8
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ภาพประกอบ 1 โครงขายประสาทเทียมหนึ่งหนวยแบบหลายอนิพุท 

การทํางานของแตละโหนดเทียบไดกับเซลลประสาทในสมองมนุษย 1 เซลล 

อิ น พุ ต ที่ เ ข า สู โห น ด จะ เ ป น เ ว ก เ ต อร ข อง คุ ณ ส มบั ติ ข อง ข อ มูล ตั ว อย า งมีค า  

 p = [p1,p2,...,pR] ซ่ึงเปนคาอินพุตที่ถูกปอนมีจํานวน R องคประกอบ และเวกเตอรน้าํหนกั 

W=[w1,w2,...,wR] มีคาเอนเอียงหรือไบเอส b นําอินพุตมาคูณกับน้ําหนักของแตละเสน

เชื่อม ผลที่ไดจากอินพุตทุก ๆ เสนเชื่อมของโหนดจะเอามารวมกันและรวมกับคาไบเอส

แลวสงตอไปยังฟงกชันถายโอน (Transfer Function) ซ่ึงเกิดเปนคาเอาทพุต a ในที่นี้ f  เปน

ฟงกชันถายโอนทําหนาที่ รับคาอินพุต n เพื่อเปลี่ยนเปนคาเอาทพุต a  คาเอาทพุต a 

สามารถคํานวณไดจากสมการที่ 6 

 

𝑎 = 𝑓(𝑛) =  𝑓(𝑊𝑝+ 𝑏)   (6) 

 

โดยที่  𝑓 คือ ฟงกชันถายโอน 

𝑊 คือ เวกเตอรน้ําหนัก 

𝑏 คือ คาไบแอส 

𝑝 คือ คาอินพุต หรือขอมูลนําเขา 

 

 
 

ภาพประกอบ 2 โครงขายประสาทเทียมที่ใชในงานวิจัย 

 

สําหรับงานวิจัยนี้ไดออกแบบโครงสรางของโครงขายประสาทเทียมที่ใชใน

การทดลองโดยหาโครงขายประสาทเทียมที่เหมาะสมกับขอมูลโดยใชแบบจําลองไฮเปอร

พารามิเตอรดวย Keras Tuner เพื่อกําหนดจํานวนและความกวางของเลเยอรที่ซอนอยู โดย

กําหนดตํานวนโหนดอยูในชวง 8-512 และจํานวน 3 ชั้นเลเยอร และกับหนดการโดยได

โครงขายประสาทเทียมที่ใชในงานวิจัยมีรายละเอียดดังนี้: 

ชั้นแรก (Input Layer): มี 11 โหนด และใชฟงกชนัการกระตุน relu โดยรับ

ขอมูลจากจํานวนโหนดขึน้อยูกบัขนาดของขอมูลนําเขา 

ชั้นที่สอง: มี 448 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นที่สาม: มี 44 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นที่ส่ี: มี 312 โหนด ใชฟงกชนัการกระตุน relu 

ชั้นสุดทาย (Output Layer): มี 1 โหนด ใชฟงกชนัการกระตุน sigmoid ซ่ึงใช

สําหรับการจําแนกประเภทแบบไบนารี 

โครงขายนี้จะรับขอมูลนําเขาผานชั้นแรก และผานการประมวลผลตอเนื่อง

ผานชั้นตางๆ จนถึงชั้นสุดทายที่จะใหผลลัพธเปนคาความนาจะเปนระหวาง 0 ถึง 1 

สําหรับการจําแนกประเภทสองกลุม โดยมีคา learning rate=0.001 แสดงรูปโครงขายไดดัง

ภาพประกอบ 2 

 

2.5 ซัพพอรตเวกเตอรแมชชีน (Support Vector Machine: SVM) 

ซัพพอรตเวกเตอรแมชชีน เปนอัลกอริทึมที่ใชในการจําแนกประเภทขอมูล

ในแตละคลาสที่ไดรับความนิยมมาก (Hearst et al.,1998) เนื่องจากมีความสามารถในการ

จําแนกประเภทขอมูลแตละคลาสําดอยางมีประสิทธิภาพและมีความแมนยําสูง โดย

หลักการสําคัญของอัลกอริทึมซัพพอรตเวกเตอรแมชชีนคือการสร างเสนแบง 

(Hyperplane) เพื่อแบงแยกประเภทขอมูลที่ตางชนิดกันใหแยกออกจากกัน  

ในการสรางเสนแบงของซัพพอรตเวกเตอรแมชชีนเพื่อใชในการจําแนก

ขอมูล จะสรางเสนแบงขอมูลที่มีระยะหางระหวางขอมูลมากที่สุด ซ่ึงจะอาศัยเวกเตอร

ถวงน้ําหนัก w (Weight Vector) เปนตัวกําหนดทิศทางและใชกําหนดความเอียงของ

ระนาบ (Hyperplane) ซ่ึงเวกเตอร w จะตั้งฉากกับเสนแบงและขอมูลจะถูกแปลงใหอยูใน

รูปแบบเวกเตอร x สําหรับการตีความวาขอมูลจุดนัน้จะถูกกําหนดเปนแบงขอมูลออกเปน

ประเภท (หรือ คลาส) 1 หรือ -1 นั้นจะกําหนดจากตัวแปร y  โดยสามารถแสดงสมการใน

การหาคลาสขอมูลดังสมการที่ 7  

 

𝑤�𝑥 + 𝑏 ≥ 1, เม่ือ 𝑦� = +1 
(7) 

𝑤�𝑥 + 𝑏 ≤ 1, เม่ือ 𝑦� = −1 
  

เม่ือ  𝑤  คือ เวกเตอรถวงน้ําหนัก (Weight Vector) 

 𝑏 คือ คาไบแอส (Bias) 

 𝑥 คือ ขอมูลทีจุ่ดใด ๆ 

 

โดยกราฟแสดงการสรางเสนแบงสําหรับแบงขอมูลดวยอัลกอริทึมซัพพอรต

เวกเตอรแมชชีนในภาพประกอบ 3 

 

 
 

ภาพประกอบ 3 เสนแบงสําหรับแบงขอมูลดวยอลักอริทึมซัพพอรตเวกเตอรแมชชีน 

 

2.6 เกนความรู (Information Gain: IG) 

เกนความรูเปนวิธีการคํานวณคาน้ําหนกัเพื่อใชคัดเลือกคุณสมบัติ โดยการ

คัดเลือกคุณสมบัติจะเลือกคณุสมบัติที่มีคาเกนความรูที่มีคาสูง การคํานวณคา Information 

Gain จะตองใชคา Entropy ในการคํานวณ ซ่ึงคา Entropy เปนการวัดความไมเปนระเบียบ

หรือความแตกตางของขอมูลมีคาตั้งแต 0 ถึง 1 ถาคา Entropy สูงจะหมายถึงขอมูลมีความ

แตกตางหรือกระจายตัวมาก โดยคา Entropy ของแตละกลุมนในชุดขอมูลคํานวณไดดัง

สมการที่ 8 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) =  −∑ (𝑃𝑟𝑜𝑏(𝐶�) × 𝑙𝑜𝑔�(𝑃𝑟𝑜𝑏(𝐶�)))�
���   (8) 

เม่ือ  𝑘 คือ จํานวนกลุมของขอมูลทั้งหมด 

𝐶�  คือ กลุมของขอมูล n โดยที่ n มีคาตั้งแต 1, 2, 3, … , 𝑘 

𝑃𝑟𝑜𝑏(𝐶�)คือ ความนาจะเปนกลุมของขอมูลที่สนใจ   

 

เม่ือคํานวณหาคา Entropy เรียบรอยแลวจึงคํานวณคาเกนความรูของแตละ

คุณสมบัติไดดังสมการที่ 9 

𝐼𝐺 =   𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑃𝑎𝑟𝑒𝑛𝑡) − ∑ (𝑃𝑟𝑜𝑏(𝐶�)�
��� × 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐶�)) (9) 

เม่ือ    𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑃𝑎𝑟𝑒𝑛𝑡)  คือ ผลรวมของคา Entropy ของแตละกลุมขอมูล         

 ในแตละคุณสมบัติ 

           𝐶�   คือ กลุมของขอมูล 𝑛 โดยที่ 𝑛 มีคาตั้งแต 1, 2, 3, … , 𝑘 

ภาพประกอบ 3 เส้นแบ่งสำ�หรับแบ่งข้อมูลด้วย 
อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน
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	 Entropy (Condition) =

	     -∑k
n=1 (Prob(Cn) x log2(Prob(Cn)))	 (8)

เมื่อ

	 k คือ จำ�นวนกลุ่มของข้อมูลทั้งหมด

	 Cn คือ กลุ่มของข้อมูล n โดยที่ n มีค่า 
ตั้งแต่ 1, 2, 3, …, k

	 Prob(Cn) คอื ความนา่จะเปน็กลุม่ของขอ้มลู
ที่สนใจ 

	 เมื่อคำ�นวณหาค่า Entropy เรียบร้อยแล้ว
จึงคำ�นวณค่าเกนความรู้ของแต่ละคุณสมบัติได้ดัง
สมการที่ 9

	 IG = Entropy(Parent) -

	          ∑k
i=1 (Prob(Cn) x Entropy(Cn))	   (9)

เมื่อ 

	 Entropy(Parent)  คอื ผลรวมของคา่ Entropy 
ของแต่ละกลุ่มข้อมูลในแต่ละคุณสมบัติ

 	 Cn คือ กลุ่มของข้อมลู n โดยที่ n มีคา่ตั้งแต่ 
1, 2, 3, …, k

2.7 คอนฟิวชันเมทริกซ์ (Confusion 
Matrix)

	 คอนฟิวชันเมทริกซ์ เป็นตารางที่ใช้ในการ
ประเมินประสิทธิภาพของผลลัพธ์ในการทำ�นายหรือ
ค่าที่คาดการณ์ (Prediction) ซึ่งผลลัพธ์การทำ�นาย
จะไดร้บัจากโมเดลทีส่รา้งขึน้จากอลักอรทิมึการเรยีน
รู้ของเครื่อง (Ting, 2011) โดยจะเป็นตารางที่แสดง
ค่าสัดส่วนระหว่างค่าจริง (Actual) เปรียบเทียบกับ
ผลลัพธ์การทำ�นาย ในตาละช่องของคอนฟิวชันเม
ทริกซ์จะประกอบไปด้วยค่า True Positive (TP), 
False Negative (FN), True Negative (TN) และ 
False Positive (FP) แสดงดังภาพประกอบ 4

	 โดย ค่า True Positive (TP) คือ จำ�นวนที่
โมเดลทำ�นายว่า Yes ได้ถูกต้องตรงกับค่าจริง

	 คา่ False Negative(FN) คอื จำ�นวนทีโ่มเดล
ทำ�นายว่า No ซึ่งทำ�นายผิดเพราะค่าจริงคือ Yes 

	 คา่ True Negative (TN) คอื จำ�นวนทีโ่มเดล
ทำ�นายว่า No ได้ถูกต้องตรงกับค่าจริง

	 ค่า False Positive (FP) คือ จำ�นวนทีโ่มเดล
ทำ�นายว่า Yes ซึ่งทำ�นายผิดเพราะค่าจริงคือ No

	 สามารถนำ�คา่ในตารางคอนฟวิชันเมทรกิซ์มา
คำ�นวณหาค่าความถูกตอ้ง (Accuracy) เพือ่ประเมนิ
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2.7 คอนฟวชันเมทริกซ (Confusion Matrix) 

 คอนฟวชันเมทริกซ เปนตารางที่ใชในการประเมินประสิทธิภาพของผลลพัธ

ในการทํานายหรือคาที่คาดการณ (Prediction) ซ่ึงผลลัพธการทํานายจะไดรับจากโมเดลที่

สรางขึ้นจากอัลกอริทึมการเรียนรูของเคร่ือง (Ting, 2011) โดยจะเปนตารางที่แสดงคา

สัดสวนระหวางคาจริง (Actual) เปรียบเทียบกับผลลัพธการทํานาย ในตาละชองของคอน

ฟวชันเมทริกซจะประกอบไปดวยคา True Positive (TP), False Negative (FN), True 

Negative (TN) และ False Positive (FP) แสดงดังภาพประกอบ 4 

 

 
 

ภาพประกอบ 4 ตารางคอนฟวชันเมทริกซ 

 

โดย       คา True Positive (TP)  คือ จํานวนที่โมเดลทํานายวา Yes ไดถูกตองตรง

กับคาจริง 

คา False Negative(FN) คือ จํานวนที่โมเดลทํานายวา No ซ่ึงทํานายผิด

เพราะคาจริงคือ Yes  

คา True Negative (TN)  คือ จํานวนที่โมเดลทํานายวา No ไดถูกตองตรง

กับคาจริง 

คา False Positive (FP)  คือ จํานวนที่โมเดลทํานายวา Yes ซ่ึงทํานายผิด

เพราะคาจริงคือ No 

 สามารถนําคาในตารางคอนฟวชันเมทริกซมาคํานวณหาคาความถูกตอง 

(Accuracy) เพื่อประเมินประสิทธิภาพการทํานายของโมเดลไดในสมการที่ 10 

 

Accuracy =  (�����)
(�����������)

          (10) 

 

3. ขัน้ตอนดาํเนนิการ 

ในงานวิจัยนี้ ผูวิจัยใชชุดขอมูลโรคหลอดเลือดหัวใจจาก https://ieee-

dataport.org/open-access/heart-disease-dataset-comprehensive ซ่ึ ง เ ป น ข อ มู ล ที่ ไ ด

รวบรวมขอมูลจาก 5 ชุดขอมูล โดยขอมูลนี้มีทั้งหมด 1,190 รายการโดยไมมีขอมูลสูญหาย 

(Missing Value) ประกอบไปดวยตัวอยางขอมูลคนปกติ (ไมเปนโรคหลอดเลือดหัวใจ) 

จํานวน 561 รายการ และผูปวยโรคหลอดเลือดหัวใจจํานวน 629 รายการ ซ่ึงงานวิจัยนี้จะ

แบงขอมูลออกเปน 2 สวน โดยใชสัดสวน 70:30 ซ่ึงรอยละ 70 ของขอมูลคิดเปนจํานวน 

833 ขอมูลจะถูกใชสําหรับฝกสอนเพื่อหารูปแบบของขอมูล และขอมูลทดสอบจํานวน 

357 ขอมูลคิดเปนรอยละ 30 ของขอมูลทั้งหมด ซ่ึงขอมูลที่นํามาใชมีจํานวนคุณสมบัติ

ทั้งหมด 12 คุณสมบัติ โดยแสดงตัวอยางของขอมูลดังภาพประกอบ 5 ชุดขอมูลโรคหลอด

เลือดหัวใจที่มีจํานวนขอมูลมากที่สุดเพื่อวัตถุประสงคในการวิจัยและวินิจฉัยโรคหลอด

เลือดหัวใจ โดยชุดขอมูลทั้ง 5 ชุด มีแหลงที่มาดังตอไปนี้ 

1. Cleveland Dataset:  ชุดขอมูลนี้มาจาก Cleveland Clinic Foundation โดย

เปนขอมูลไดรับจากผูปวยที่เขารับการตรวจที่โรงพยาบาล Cleveland Clinic ในชวงป 

1988-1991 ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 303 รายการ 

2. Hungarian Dataset: ชุดขอ มูลนี้ รวบรวมจาก  Institute of Cardiology, 

University of Debrecen, Hungary เปน ขอ มูล ที่ได รับจากผูปวยที่ เข ารับการตรวจที่

โรงพยาบาลในประเทศฮังการี ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 294 รายการ 

3. Switzerland Dataset: ชุดขอมูลนี้มาจาก University Hospital Zurich ใน

ประเทศสวิตเซอรแลนด ซ่ึงเปนขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาล ชุดขอมูล

นี้มีจํานวนตัวอยางทั้งหมด 123 รายการ 

4. Long Beach VA Dataset: ชุ ด ข อ มูล นี้มา จ าก  Long Beach Veterans 

Administration Medical Center เปนขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาลใน 

เมือง Long Beach ที่รัฐ California ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 200 รายการ 

5. Statlog (Heart) Data Set: ชุดขอมูลนี้ไดรับมาจาก Statlog Project ประกอบ

ไปดวยขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาลในประเทศอังกฤษ ชุดขอมูลนี้มี

จํานวนตัวอยางทั้งหมด 270 รายการ 

เม่ือรวบรวมขอมูลโรคหลอดเลือดหัวใจทั้ง 5 ชุด  ทําใหไดชุดขอมูลที่

ประกอบไปดวยคุณสมบัติทั้งหมด 12 คุณสมบัติซ่ึงมีรายละเอียดของแตละคุณสมบัติ

ดังตอไปนี้: 

1. age: อายุของผูปวย (ป) 

2. sex: เพศ (1 = ชาย, 0 = หญิง) 

3. chest pain type: ประเภทของอาการเจ็บหนาอก (1 = อาการเจ็บหนาอกที่

เกิดขึ้นจากการขับขี่, 2 = อาการเจ็บหนาอกที่เกิดขึ้นจากการเดินขึ้นบันไดหรือการเดนิขึน้

เนิน , 3 = อาการเจ็บหนาอกที่ไมมีการเคลื่อนไหว , 4 = อาการเจ็บหนาอกที่ มีการ

เคลื่อนไหว) 

4. resting bp s: ความดันโลหิตในชวงการทดสอบ (mm Hg) 

5. cholesterol: ระดับคอเลสเตอรอลในเลือด (mg/dl) 

6. fasting blood sugar: ระดับน้ําตาลในเลอืดที่เกินเกณฑปกต ิ(1 =เกินเกณฑ

ปกติ, 0 = ไมเกินเกณฑปกติ) 

7. resting ecg: ผลการตรวจ ECG (คลื่นไฟฟาหัวใจ (Electrocardiogram)) 

ในชวงการทดสอบ (0 = ปกติ, 1 = มีความผิดปกติที่ ST-T, 2 = มีความผิดปกติที่ ST-T และ

ความผิดปกติที่ Q) 

8. max heart rate: อัตราการเตนของหัวใจสูงสุดในชวงการทดสอบ (คร้ังตอ

นาที) 

9. exercise angina: อาการเจ็บหนาอกที่เกิดขึ้นในชวงการทดสอบ (1 = มี,  

0 = ไมมี) 

10. oldpeak: คาที่ลดลงของ ST depression ในคลื่นไฟฟาของ ECG ที่เกิดขึน้

ในชวงการทดสอบ (เม่ือเทียบกับการพักฟน) มีหนวยเปน mm (มิลลิเมตร) โดยคาที่มาก

ขึ้นอาจแสดงถึงความรุนแรงของโรคหัวใจ 

11. ST slope: ความลาดของคา ST segment ในคลื่นไฟฟาของ ECG ที่เกิดขึน้

ในชวงการทดสอบ (1 = ลาดขึ้น, 2 = ลาดเรียบ, 3 = ลาดลง) 

 

ภาพประกอบ 5 ตัวอยางขอมูลโรคหลอดเลอืดหัวใจ ภาพประกอบ 5 ตัวอย่างข้อมูลโรคหลอดเลือดหัวใจ
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2.7 คอนฟวชันเมทริกซ (Confusion Matrix) 

 คอนฟวชันเมทริกซ เปนตารางที่ใชในการประเมินประสิทธิภาพของผลลพัธ

ในการทํานายหรือคาที่คาดการณ (Prediction) ซ่ึงผลลัพธการทํานายจะไดรับจากโมเดลที่

สรางขึ้นจากอัลกอริทึมการเรียนรูของเคร่ือง (Ting, 2011) โดยจะเปนตารางที่แสดงคา

สัดสวนระหวางคาจริง (Actual) เปรียบเทียบกับผลลัพธการทํานาย ในตาละชองของคอน

ฟวชันเมทริกซจะประกอบไปดวยคา True Positive (TP), False Negative (FN), True 

Negative (TN) และ False Positive (FP) แสดงดังภาพประกอบ 4 

 

 
 

ภาพประกอบ 4 ตารางคอนฟวชันเมทริกซ 

 

โดย       คา True Positive (TP)  คือ จํานวนที่โมเดลทํานายวา Yes ไดถูกตองตรง

กับคาจริง 

คา False Negative(FN) คือ จํานวนที่โมเดลทํานายวา No ซ่ึงทํานายผิด

เพราะคาจริงคือ Yes  

คา True Negative (TN)  คือ จํานวนที่โมเดลทํานายวา No ไดถูกตองตรง

กับคาจริง 

คา False Positive (FP)  คือ จํานวนที่โมเดลทํานายวา Yes ซ่ึงทํานายผิด

เพราะคาจริงคือ No 

 สามารถนําคาในตารางคอนฟวชันเมทริกซมาคํานวณหาคาความถูกตอง 

(Accuracy) เพื่อประเมินประสิทธิภาพการทํานายของโมเดลไดในสมการที่ 10 

 

Accuracy =  (�����)
(�����������)

          (10) 

 

3. ขัน้ตอนดาํเนนิการ 

ในงานวิจัยนี้ ผูวิจัยใชชุดขอมูลโรคหลอดเลือดหัวใจจาก https://ieee-

dataport.org/open-access/heart-disease-dataset-comprehensive ซ่ึ ง เ ป น ข อ มู ล ที่ ไ ด

รวบรวมขอมูลจาก 5 ชุดขอมูล โดยขอมูลนี้มีทั้งหมด 1,190 รายการโดยไมมีขอมูลสูญหาย 

(Missing Value) ประกอบไปดวยตัวอยางขอมูลคนปกติ (ไมเปนโรคหลอดเลือดหัวใจ) 

จํานวน 561 รายการ และผูปวยโรคหลอดเลือดหัวใจจํานวน 629 รายการ ซ่ึงงานวิจัยนี้จะ

แบงขอมูลออกเปน 2 สวน โดยใชสัดสวน 70:30 ซ่ึงรอยละ 70 ของขอมูลคิดเปนจํานวน 

833 ขอมูลจะถูกใชสําหรับฝกสอนเพื่อหารูปแบบของขอมูล และขอมูลทดสอบจํานวน 

357 ขอมูลคิดเปนรอยละ 30 ของขอมูลทั้งหมด ซ่ึงขอมูลที่นํามาใชมีจํานวนคุณสมบัติ

ทั้งหมด 12 คุณสมบัติ โดยแสดงตัวอยางของขอมูลดังภาพประกอบ 5 ชุดขอมูลโรคหลอด

เลือดหัวใจที่มีจํานวนขอมูลมากที่สุดเพื่อวัตถุประสงคในการวิจัยและวินิจฉัยโรคหลอด

เลือดหัวใจ โดยชุดขอมูลทั้ง 5 ชุด มีแหลงที่มาดังตอไปนี้ 

1. Cleveland Dataset:  ชุดขอมูลนี้มาจาก Cleveland Clinic Foundation โดย

เปนขอมูลไดรับจากผูปวยที่เขารับการตรวจที่โรงพยาบาล Cleveland Clinic ในชวงป 

1988-1991 ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 303 รายการ 

2. Hungarian Dataset: ชุดขอ มูลนี้ รวบรวมจาก  Institute of Cardiology, 

University of Debrecen, Hungary เปน ขอ มูล ที่ได รับจากผูปวยที่ เข ารับการตรวจที่

โรงพยาบาลในประเทศฮังการี ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 294 รายการ 

3. Switzerland Dataset: ชุดขอมูลนี้มาจาก University Hospital Zurich ใน

ประเทศสวิตเซอรแลนด ซ่ึงเปนขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาล ชุดขอมูล

นี้มีจํานวนตัวอยางทั้งหมด 123 รายการ 

4. Long Beach VA Dataset: ชุ ด ข อ มูล นี้มา จ าก  Long Beach Veterans 

Administration Medical Center เปนขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาลใน 

เมือง Long Beach ที่รัฐ California ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 200 รายการ 

5. Statlog (Heart) Data Set: ชุดขอมูลนี้ไดรับมาจาก Statlog Project ประกอบ

ไปดวยขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาลในประเทศอังกฤษ ชุดขอมูลนี้มี

จํานวนตัวอยางทั้งหมด 270 รายการ 

เม่ือรวบรวมขอมูลโรคหลอดเลือดหัวใจทั้ง 5 ชุด  ทําใหไดชุดขอมูลที่

ประกอบไปดวยคุณสมบัติทั้งหมด 12 คุณสมบัติซ่ึงมีรายละเอียดของแตละคุณสมบัติ

ดังตอไปนี้: 

1. age: อายุของผูปวย (ป) 

2. sex: เพศ (1 = ชาย, 0 = หญิง) 

3. chest pain type: ประเภทของอาการเจ็บหนาอก (1 = อาการเจ็บหนาอกที่

เกิดขึ้นจากการขับขี่, 2 = อาการเจ็บหนาอกที่เกิดขึ้นจากการเดินขึ้นบันไดหรือการเดนิขึน้

เนิน , 3 = อาการเจ็บหนาอกที่ไมมีการเคลื่อนไหว , 4 = อาการเจ็บหนาอกที่ มีการ

เคลื่อนไหว) 

4. resting bp s: ความดันโลหิตในชวงการทดสอบ (mm Hg) 

5. cholesterol: ระดับคอเลสเตอรอลในเลือด (mg/dl) 

6. fasting blood sugar: ระดับน้ําตาลในเลอืดที่เกินเกณฑปกต ิ(1 =เกินเกณฑ

ปกติ, 0 = ไมเกินเกณฑปกติ) 

7. resting ecg: ผลการตรวจ ECG (คลื่นไฟฟาหัวใจ (Electrocardiogram)) 

ในชวงการทดสอบ (0 = ปกติ, 1 = มีความผิดปกติที่ ST-T, 2 = มีความผิดปกติที่ ST-T และ

ความผิดปกติที่ Q) 

8. max heart rate: อัตราการเตนของหัวใจสูงสุดในชวงการทดสอบ (คร้ังตอ

นาที) 

9. exercise angina: อาการเจ็บหนาอกที่เกิดขึ้นในชวงการทดสอบ (1 = มี,  

0 = ไมมี) 

10. oldpeak: คาที่ลดลงของ ST depression ในคลื่นไฟฟาของ ECG ที่เกิดขึน้

ในชวงการทดสอบ (เม่ือเทียบกับการพักฟน) มีหนวยเปน mm (มิลลิเมตร) โดยคาที่มาก

ขึ้นอาจแสดงถึงความรุนแรงของโรคหัวใจ 

11. ST slope: ความลาดของคา ST segment ในคลื่นไฟฟาของ ECG ที่เกิดขึน้

ในชวงการทดสอบ (1 = ลาดขึ้น, 2 = ลาดเรียบ, 3 = ลาดลง) 

 

ภาพประกอบ 5 ตัวอยางขอมูลโรคหลอดเลอืดหัวใจ 

	 (10)

3. ขั้นตอนดำ�เนินการ

	 ในงานวิจัยนี้ผู้วิจัยใช้ชุดข้อมูลโรคหลอด
เลอืดหัวใจจาก https://ieee-dataport.org/open-
access/heart-disease-dataset-comprehensive 
ซึ่งเป็นข้อมูลที่ได้รวบรวมข้อมูลจาก 5 ชุดข้อมูล 
โดยข้อมูลนี้มีทั้งหมด 1,190 รายการโดยไม่มีข้อมูล
สูญหาย (Missing Value) ประกอบไปด้วยตัวอย่าง
ข้อมูลคนปกติ (ไม่เป็นโรคหลอดเลือดหัวใจ) จำ�นวน 
561 รายการ และผู้ป่วยโรคหลอดเลือดหัวใจจำ�นวน 
629 รายการ ซึ่งงานวิจัยนี้จะแบ่งข้อมูลออกเป็น 2 
ส่วน โดยใช้สัดส่วน 70:30 ซึ่งร้อยละ 70 ของข้อมูล
คดิเปน็จำ�นวน 833 ขอ้มลูจะถกูใชส้ำ�หรบัฝกึสอนเพือ่
หารปูแบบของขอ้มลู และข้อมูลทดสอบจำ�นวน 357 
ข้อมูลคิดเป็นร้อยละ 30 ของข้อมูลทั้งหมด ซึ่งข้อมูล 
ที่นำ�มาใช้มีจำ�นวนคุณสมบัติทั้งหมด 12 คุณสมบัติ 
โดยแสดงตัวอย่างของข้อมูลดังภาพประกอบ 5 ชุด
ขอ้มลูโรคหลอดเลอืดหวัใจทีม่จีำ�นวนขอ้มลูมากทีส่ดุ
เพือ่วตัถปุระสงคใ์นการวจิยัและวนิิจฉัยโรคหลอดเลือด
หัวใจ โดยชุดข้อมูลทั้ง 5 ชุด มีแหล่งที่มาดังต่อไปนี้

	 1. Cleveland Dataset: ชดุขอ้มลูนีม้าจาก 
Cleveland Clinic Foundation โดยเปน็ขอ้มลูไดร้บั
จากผูป้ว่ยทีเ่ขา้รบัการตรวจท่ีโรงพยาบาล Cleveland 
Clinic ในช่วงปี 1988-1991 ชุดข้อมูลน้ีมีจำ�นวน
ตัวอย่างทั้งหมด 303 รายการ

	 2. Hungarian Dataset: ชดุขอ้มลูนีร้วบรวม
จาก Institute of Cardiology, University of  
Debrecen, Hungary เป็นข้อมูลที่ได้รับจากผู้ป่วย 
ที่เข้ารับการตรวจที่โรงพยาบาลในประเทศฮังการี  
ชุดข้อมูลนี้มีจำ�นวนตัวอย่างทั้งหมด 294 รายการ

	 3. Switzerland Dataset: ชุดข้อมูลนี้ 
มาจาก University Hospital Zurich ในประเทศ 
สวิตเซอร์แลนด์ ซึ่งเป็นข้อมูลจากผู้ป่วยที่เข้ารับ 
การตรวจที่โรงพยาบาล ชุดข้อมูลนี้มีจำ�นวนตัวอย่าง
ทั้งหมด 123 รายการ

	 4. Long Beach VA Dataset: ชุดข้อมูลนี้
มาจาก Long Beach Veterans Administration 
Medical Center เป็นข้อมูลจากผู้ป่วยที่เข้ารับการ
ตรวจที่โรงพยาบาลใน เมือง Long Beach ที่รัฐ 
California ชุดข้อมูลนี้มีจำ�นวนตัวอย่างทั้งหมด 200 
รายการ

	 5. Statlog (Heart) Data Set: ชุดข้อมูล
นี้ได้รับมาจาก Statlog Project ประกอบไปด้วย
ข้อมูลจากผู้ป่วยที่เข้ารับการตรวจที่โรงพยาบาล 
ในประเทศอังกฤษ ชุดข้อมูลนี้มีจำ�นวนตัวอย่าง 
ทั้งหมด 270 รายการ

	 เมื่อรวบรวมข้อมูลโรคหลอดเลือดหัวใจ 
ท้ัง 5 ชดุ ทำ�ให้ไดช้ดุข้อมลูท่ีประกอบไปดว้ยคุณสมบตัิ
ทั้งหมด 12 คุณสมบัติซึ่งมีรายละเอียดของแต่ละ
คุณสมบัติดังต่อไปนี้:

	 1. age: อายุของผู้ป่วย (ปี)

	 2. sex: เพศ (1 = ชาย, 0 = หญิง)

	 3. chest pain type: ประเภทของอาการ
เจบ็หนา้อก (1 = อาการเจบ็หนา้อกทีเ่กดิขึน้จากการ
ขบัขี,่ 2 = อาการเจบ็หนา้อกทีเ่กดิข้ึนจากการเดนิขึน้
บันไดหรือการเดินขึ้นเนิน, 3 = อาการเจ็บหน้าอก 
ที่ไม่มีการเคลื่อนไหว, 4 = อาการเจ็บหน้าอกที่มีการ
เคลื่อนไหว)
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2.7 คอนฟวชันเมทริกซ (Confusion Matrix) 

 คอนฟวชันเมทริกซ เปนตารางที่ใชในการประเมินประสิทธิภาพของผลลพัธ

ในการทํานายหรือคาที่คาดการณ (Prediction) ซ่ึงผลลัพธการทํานายจะไดรับจากโมเดลที่

สรางขึ้นจากอัลกอริทึมการเรียนรูของเคร่ือง (Ting, 2011) โดยจะเปนตารางที่แสดงคา

สัดสวนระหวางคาจริง (Actual) เปรียบเทียบกับผลลัพธการทํานาย ในตาละชองของคอน

ฟวชันเมทริกซจะประกอบไปดวยคา True Positive (TP), False Negative (FN), True 

Negative (TN) และ False Positive (FP) แสดงดังภาพประกอบ 4 

 

 
 

ภาพประกอบ 4 ตารางคอนฟวชันเมทริกซ 

 

โดย       คา True Positive (TP)  คือ จํานวนที่โมเดลทํานายวา Yes ไดถูกตองตรง

กับคาจริง 

คา False Negative(FN) คือ จํานวนที่โมเดลทํานายวา No ซ่ึงทํานายผิด

เพราะคาจริงคือ Yes  

คา True Negative (TN)  คือ จํานวนที่โมเดลทํานายวา No ไดถูกตองตรง

กับคาจริง 

คา False Positive (FP)  คือ จํานวนที่โมเดลทํานายวา Yes ซ่ึงทํานายผิด

เพราะคาจริงคือ No 

 สามารถนําคาในตารางคอนฟวชันเมทริกซมาคํานวณหาคาความถูกตอง 

(Accuracy) เพื่อประเมินประสิทธิภาพการทํานายของโมเดลไดในสมการที่ 10 

 

Accuracy =  (�����)
(�����������)

          (10) 

 

3. ขัน้ตอนดาํเนนิการ 

ในงานวิจัยนี้ ผูวิจัยใชชุดขอมูลโรคหลอดเลือดหัวใจจาก https://ieee-

dataport.org/open-access/heart-disease-dataset-comprehensive ซ่ึ ง เ ป น ข อ มู ล ที่ ไ ด

รวบรวมขอมูลจาก 5 ชุดขอมูล โดยขอมูลนี้มีทั้งหมด 1,190 รายการโดยไมมีขอมูลสูญหาย 

(Missing Value) ประกอบไปดวยตัวอยางขอมูลคนปกติ (ไมเปนโรคหลอดเลือดหัวใจ) 

จํานวน 561 รายการ และผูปวยโรคหลอดเลือดหัวใจจํานวน 629 รายการ ซ่ึงงานวิจัยนี้จะ

แบงขอมูลออกเปน 2 สวน โดยใชสัดสวน 70:30 ซ่ึงรอยละ 70 ของขอมูลคิดเปนจํานวน 

833 ขอมูลจะถูกใชสําหรับฝกสอนเพื่อหารูปแบบของขอมูล และขอมูลทดสอบจํานวน 

357 ขอมูลคิดเปนรอยละ 30 ของขอมูลทั้งหมด ซ่ึงขอมูลที่นํามาใชมีจํานวนคุณสมบัติ

ทั้งหมด 12 คุณสมบัติ โดยแสดงตัวอยางของขอมูลดังภาพประกอบ 5 ชุดขอมูลโรคหลอด

เลือดหัวใจที่มีจํานวนขอมูลมากที่สุดเพื่อวัตถุประสงคในการวิจัยและวินิจฉัยโรคหลอด

เลือดหัวใจ โดยชุดขอมูลทั้ง 5 ชุด มีแหลงที่มาดังตอไปนี้ 

1. Cleveland Dataset:  ชุดขอมูลนี้มาจาก Cleveland Clinic Foundation โดย

เปนขอมูลไดรับจากผูปวยที่เขารับการตรวจที่โรงพยาบาล Cleveland Clinic ในชวงป 

1988-1991 ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 303 รายการ 

2. Hungarian Dataset: ชุดขอ มูลนี้ รวบรวมจาก  Institute of Cardiology, 

University of Debrecen, Hungary เปน ขอ มูล ที่ได รับจากผูปวยที่ เข ารับการตรวจที่

โรงพยาบาลในประเทศฮังการี ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 294 รายการ 

3. Switzerland Dataset: ชุดขอมูลนี้มาจาก University Hospital Zurich ใน

ประเทศสวิตเซอรแลนด ซ่ึงเปนขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาล ชุดขอมูล

นี้มีจํานวนตัวอยางทั้งหมด 123 รายการ 

4. Long Beach VA Dataset: ชุ ด ข อ มูล นี้มา จ าก  Long Beach Veterans 

Administration Medical Center เปนขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาลใน 

เมือง Long Beach ที่รัฐ California ชุดขอมูลนี้มีจํานวนตัวอยางทั้งหมด 200 รายการ 

5. Statlog (Heart) Data Set: ชุดขอมูลนี้ไดรับมาจาก Statlog Project ประกอบ

ไปดวยขอมูลจากผูปวยที่เขารับการตรวจที่โรงพยาบาลในประเทศอังกฤษ ชุดขอมูลนี้มี

จํานวนตัวอยางทั้งหมด 270 รายการ 

เม่ือรวบรวมขอมูลโรคหลอดเลือดหัวใจทั้ง 5 ชุด  ทําใหไดชุดขอมูลที่

ประกอบไปดวยคุณสมบัติทั้งหมด 12 คุณสมบัติซ่ึงมีรายละเอียดของแตละคุณสมบัติ

ดังตอไปนี้: 

1. age: อายุของผูปวย (ป) 

2. sex: เพศ (1 = ชาย, 0 = หญิง) 

3. chest pain type: ประเภทของอาการเจ็บหนาอก (1 = อาการเจ็บหนาอกที่

เกิดขึ้นจากการขับขี่, 2 = อาการเจ็บหนาอกที่เกิดขึ้นจากการเดินขึ้นบันไดหรือการเดนิขึน้

เนิน , 3 = อาการเจ็บหนาอกที่ไมมีการเคลื่อนไหว , 4 = อาการเจ็บหนาอกที่ มีการ

เคลื่อนไหว) 

4. resting bp s: ความดันโลหิตในชวงการทดสอบ (mm Hg) 

5. cholesterol: ระดับคอเลสเตอรอลในเลือด (mg/dl) 

6. fasting blood sugar: ระดับน้ําตาลในเลอืดที่เกินเกณฑปกต ิ(1 =เกินเกณฑ

ปกติ, 0 = ไมเกินเกณฑปกติ) 

7. resting ecg: ผลการตรวจ ECG (คลื่นไฟฟาหัวใจ (Electrocardiogram)) 

ในชวงการทดสอบ (0 = ปกติ, 1 = มีความผิดปกติที่ ST-T, 2 = มีความผิดปกติที่ ST-T และ

ความผิดปกติที่ Q) 

8. max heart rate: อัตราการเตนของหัวใจสูงสุดในชวงการทดสอบ (คร้ังตอ

นาที) 

9. exercise angina: อาการเจ็บหนาอกที่เกิดขึ้นในชวงการทดสอบ (1 = มี,  

0 = ไมมี) 

10. oldpeak: คาที่ลดลงของ ST depression ในคลื่นไฟฟาของ ECG ที่เกิดขึน้

ในชวงการทดสอบ (เม่ือเทียบกับการพักฟน) มีหนวยเปน mm (มิลลิเมตร) โดยคาที่มาก

ขึ้นอาจแสดงถึงความรุนแรงของโรคหัวใจ 

11. ST slope: ความลาดของคา ST segment ในคลื่นไฟฟาของ ECG ที่เกิดขึน้

ในชวงการทดสอบ (1 = ลาดขึ้น, 2 = ลาดเรียบ, 3 = ลาดลง) 

 

ภาพประกอบ 5 ตัวอยางขอมูลโรคหลอดเลอืดหัวใจ 

ภาพประกอบ 4 ตารางคอนฟิวชันเมทริกซ์
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	 4. resting bp s: ความดันโลหิตในช่วง 
การทดสอบ (mm Hg)

	 5. cholesterol: ระดับคอเลสเตอรอล 
ในเลือด (mg/dl)

	 6. fasting blood sugar: ระดับน้ำ�ตาลใน
เลือดที่เกินเกณฑ์ปกติ (1 = เกินเกณฑ์ปกติ, 0 = ไม่
เกินเกณฑ์ปกติ)

	 7. resting ecg: ผลการตรวจ ECG (คลื่น
ไฟฟ้าหวัใจ (Electrocardiogram)) ในชว่งการทดสอบ 
(0 = ปกติ, 1 = มีความผิดปกติที่ ST-T, 2 = มีความ
ผิดปกติที่ ST-T และความผิดปกติที่ Q)

	 8. max heart rate: อตัราการเตน้ของหวัใจ
สูงสุดในช่วงการทดสอบ (ครั้งต่อนาที)

	 9. exercise angina: อาการเจ็บหน้าอก 
ที่เกิดขึ้นในช่วงการทดสอบ (1 = มี, 0 = ไม่มี)

	 10. oldpeak: คา่ทีล่ดลงของ ST depression  
ในคลื่นไฟฟ้าของ ECG ท่ีเกิดข้ึนในช่วงการทดสอบ 
(เมือ่เทียบกับการพกัฟืน้) มหีน่วยเปน็ mm (มลิลเิมตร) 
โดยคา่ทีม่ากขึน้อาจแสดงถงึความรนุแรงของโรคหัวใจ

	 11. ST slope: ความลาดของค่า ST seg-
ment ในคลื่นไฟฟ้าของ ECG ที่เกิดขึ้นในช่วงการ
ทดสอบ (1 = ลาดขึ้น, 2 = ลาดเรียบ, 3 = ลาดลง)

	 12. target: เป็นโรคหลอดเลือดหัวใจหรือ
ไม่ (0=ปกติ, 1=เป็นโรคหลอดเลือดหัวใจ) 

	 งานวจิยันีใ้ช้ภาษาไพทอนบน Google Colab 
ในการทดลองโดยมีขั้นตอนการดำ�เนินงานดังนี้

	 1. การเตรียมข้อมูล จะดำ�เนินโดยการ
พิจารณาข้อมูลทั้งหมดทั้ง 12 คุณสมบัติเพื่อแยก
คุณสมบัติท่ีข้อมูลเป็นข้อมูลเชิงตัวเลข (Numeric 
Data) และข้อมูลเชิงหมวดหมู่ (Categorical Data) 
จากนั้นทำ�การแปลงข้อมูลคุณสมบัติเชิงหมวดหมู่
แปลงข้อมูลให้เป็นรูปแบบท่ีสามารถใช้กับอัลกอริ

ทึมการเรียนรู้ของเครื่องได้ dummy variables โดย
การสร้างคอลัมน์ใหม่สำ�หรับแต่ละค่าหมวดหมู่ และ
กำ�หนดค่าในคอลัมน์นั้นเป็น 1 หากข้อมูลในแถวนั้น
ตรงกบัค่าหมวดหมูท่ี่คอลมันน์ัน้แทน และเปน็ 0 หาก
ไม่ตรง 

	 2. ลดมิติข้อมูลด้วยการคัดเลือกคุณสมบัติ
ทีเ่หมาะสมโดยใชก้ารหาคา่สหสมัพนัธ ์คา่เกนความรู ้
และการวเิคราะหแ์ยกแยะเชงิเสน้ โดยเลอืกคณุสมบตัิ
จำ�นวน 5 คุณสมบัตินำ�มาใช้เป็นตัวแทนของข้อมูล

	 3. การแบง่ขอ้มลู ดำ�เนนิการโดยสุม่แบ่งชดุ
ขอ้มลูออกเป็นชดุสำ�หรับการฝึก (Training set) 70% 
และชดุสำ�หรบัการทดสอบ (Test set) 30% การแบง่
ขอ้มูลลกัษณะน้ีช่วยให้สามารถประเมินประสทิธภิาพ
ของโมเดลไดอ้ยา่งเปน็กลาง เพราะแบง่ขอ้มลูสำ�หรบั
การฝกึเพือ่สรา้งโมเดลในการการทำ�นาย และใชข้อ้มลู
สำ�หรบัการทดสอบเพือ่ประเมนิประสทิธภิาพซึง่ขอ้มลู
ชดุน้ีจะทำ�หน้าท่ีเปน็ตัวแทนของข้อมลูใหมท่ี่โมเดลไม่
เคยเห็นมาก่อน ทำ�ให้การประเมินประสิทธิภาพของ
โมเดลมีความน่าเชื่อถือ

	 4. การสร้างโมเดล เมื่อได้คุณสมบัติที่เป็น
ตัวแทนของข้อมูลจากวิธีการคัดเลือกคุณสมบัติใน
แต่ละวิธีแล้ว จะนำ�ข้อมูลเข้าสู่กระบวนการจำ�แนก
ด้วยอัลกอริทึมด้านการเรียนรู้ของเครื่อง ได้แก่ LR, 
ANN และ SVM โดยใช้ 4 เคอร์เนล (Kernel) ได้แก่ 
Radial Basis Function (RBF), Linear, Polynomial 
และ Sigmoid 

	 5. การเปรียบเทียบประสิทธิภาพ ในการ
ทำ�นาย ในการทดลองจะเปรยีบเทียบประสทิธภิาพการ
ทำ�นายของโมเดลทีเ่กิดจากอลักอรทิมึทีก่ลา่วข้างตน้ 
โดยสรา้งโมเดลจากขอ้มลูนำ�เขา้ 4 แบบ ไดแ้ก ่ขอ้มลู
ดัง้เดิม ขอ้มลูทีถู่กคดัเลอืกคณุสมบตัดิว้ยวธิกีารคา่สห
สมัพนัธ ์คา่เกนความรู ้และวเิคราะหแ์ยกแยะเชงิเสน้
ทีน่ำ�เสนอ ในการพจิารณาเปรยีบเทยีบประสทิธภิาพ
จะใช้ค่าความถูกต้องในการทำ�นาย โดยแสดงวิธีการ
ดำ�เนินการวิจัยดังภาพประกอบ 6
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4. ผลการศึกษาและอภิปรายผล

	 ในการคัดเลือกคุณลักษณะด้วยการใช้ 
อัลกอริทึมในการคัดเลือกคุณลักษณะจำ�นวน 2  
อัลกอริทึม ดังต่อไปนี้

	 การคัดเลือกคุณลักษณะด้วยค่าสหสัมพันธ์ 
โดยใช้ความสัมพันธ์ระหว่างข้อมูลแต่ละคุณลักษณะ 
เพื่อพิจารณาความสัมพันธ์กัน ซึ่งค่าท่ีได้จะมีค่า 
อยู่ระหว่าง -1 ถึง 1 ซึ่งหากค่าสัมบูรณ์ของค่า 
สหสัมพันธ์ที่ได้มีค่าสูง จะสามารถตีความได้ว่า
คุณสมบัติทั้งสองมีความสัมพันธ์กันสูงเช่นกัน โดย
เครือ่งหมายจะบง่บอกถงึทศิทางของความสมัพนัธว์า่มี
ความสมัพนัธก์นัในทศิทางใด โดยผลการวเิคราะหค์า่ 
สหสมัพนัธ์ของขอ้มลูโรคหลอดเลือดหวัใจแสดงในภาพ
ประกอบ 7 โดยคัดเลือกคุณลักษณะที่มีค่าสัมบูรณ์
ของค่าสหสัมพันธ์ท่ีมีค่าสูงกว่า 0.4 นั้นหมายความ
วา่คณุสมบตัทิีเ่ลือกเหลา่นีจ้ะมคีวามสมัพนัธกั์นระดับ
ปานกลางขึน้ไป โดยจะดคูวามสัมพนัธท์กุคูคุ่ณสมบตัิ
ท่ีเป็นไปได ้ทำ�ใหไ้ด้คณุสมบติัทีส่ามารถนำ�ไปใชง้านทัง้
สิน้ 4 คณุลักษณะไดแ้ก ่chest pain type, exercise 
angina, oldpeak และ ST slope

	 การคัดเลือกคุณลักษณะด้วยการวิเคราะห์
แยกแยะเชงิเสน้ โดยแสดงคา่ไอเกนทีใ่ชใ้นการบง่บอก
ถงึความสำ�คญัของแตล่ะคณุสมบตัใินชดุขอ้มลูทัง้ 12 
คุณสมบัติ โดยผลการวิเคราะห์ความสัมพันธ์แสดง 
ดังภาพประกอบ 8 โดยค่าไอเกนแสดงถึงปริมาณ 

ความแปรปรวนทีแ่ตล่ะฟเีจอรส์ามารถอธบิายในการ
แยกคลาสไม่มีเกณฑ์ที่แน่นอนสำ�หรับค่าที่เหมาะสม 
ในการควรเลือกคุณสมบัต ิดังนัน้ในงานวจัิยจงึคดัเลือก
คุณสมบัติที่มีค่าไอเกนสูงที่สุดจำ�นวน 4 คุณสมบัติ
เพื่อให้เท่ากับจำ�นวนที่ใช้ในค่าสหสัมพันธ์ ได้แก่ ST 
slope, exercise angina, sex และ chest pain type

	 การคัดเลือกคุณสมบัติด้วยการคำ�นวณ 
ค่าเกนความรู้ โดยแสดงค่าเกนความรู้เพื่อใช้เป็น 
ค่าน้ำ�หนักในการคัดเลือกคุณสมบัติในชุดข้อมูลดัง 
ภาพประกอบ 9 คา่เกนความรูไ้มม่คีา่เกณฑท่ี์แนน่อน
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12. target: เปนโรคหลอดเลือดหวัใจหรือไม (0=ปกติ, 1=เปนโรคหลอดเลอืด

หัวใจ)  

งานวิจัยนี้ใชภาษาไพทอนบน Google Colab ในการทดลองโดยมีขั้นตอน

การดําเนินงานดังนี้ 

1. การเตรียมขอมูล  จะดําเนินโดยการพิจารณาขอ มูลทั้ งหมดทั้ ง 12 

คุณสมบัติเพื่อแยกคุณสมบัติที่ขอมูลเปนขอมูลเชิงตัวเลข (Numeric Data) และขอมูลเชิง

หมวดหมู (Categorical Data) จากนั้นทําการแปลงขอมูลคุณสมบัติเชิงหมวดหมูแปลง

ขอมูลใหเปนรูปแบบที่สามารถใชกับอัลกอริทึมการเรียนรูของเคร่ืองได dummy variables 

โดยการสรางคอลัมนใหมสําหรับแตละคาหมวดหมู และกําหนดคาในคอลัมนนั้นเปน 1 

หากขอมูลในแถวนั้นตรงกับคาหมวดหมูที่คอลัมนนั้นแทน และเปน 0 หากไมตรง  

2. ลดมิติขอมูลดวยการคัดเลือกคุณสมบัติที่เหมาะสมโดยใชการหาคา

สหสัมพันธ คาเกนความรู และการวิเคราะหแยกแยะเชิงเสน โดยเลือกคุณสมบัติจํานวน 5 

คุณสมบัตินํามาใชเปนตัวแทนของขอมูล 

3. การแบงขอมูล ดําเนินการโดยสุมแบงชุดขอมูลออกเปนชุดสําหรับการฝก 

(Training set) 70% และชุดสําหรับการทดสอบ (Test set) 30% การแบงขอมูลลักษณะนี้

ชวยใหสามารถประเมินประสิทธิภาพของโมเดลไดอยางเปนกลาง เพราะแบงขอมูล

สําหรับการฝกเพื่อสรางโมเดลในการการทํานาย และใชขอมูลสําหรับการทดสอบเพื่อ

ประเมินประสิทธิภาพซ่ึงขอมูลชุดนี้จะทําหนาที่เปนตัวแทนของขอมูลใหมที่โมเดลไมเคย

เห็นมากอน ทําใหการประเมินประสิทธิภาพของโมเดลมีความนาเชื่อถือ 

4. การสรางโมเดล เม่ือไดคุณสมบัติที่เปนตัวแทนของขอมูลจากวิธีการ

คัดเลือกคุณสมบัติในแตละวิธีแลว จะนําขอมูลเขาสูกระบวนการจําแนกดวยอัลกอริทึม

ดานการเรียนรูของเคร่ือง ไดแก LR, ANN และ SVM โดยใช 4 เคอรเนล (Kernel) ไดแก 

Radial Basis Function (RBF), Linear, Polynomial และ Sigmoid  

5. การเปรียบเทียบประสิทธิภาพ  ใน การทํานาย  ใน การทดลองจะ

เปรียบเทียบประสิทธิภาพการทํานายของโมเดลที่เกิดจากอัลกอริทึมที่กลาวขางตน โดย

สรางโมเดลจากขอมูลนําเขา 4 แบบ ไดแก ขอมูลดั้งเดิม ขอมูลที่ถูกคัดเลือกคุณสมบัติดวย

วิธีการคาสหสัมพันธ คาเกนความรู และวิเคราะหแยกแยะเชิงเสนที่นําเสนอ ในการ

พิจารณาเปรียบเทียบประสิทธิภาพจะใชคาความถูกตองในการทํานาย โดยแสดงวิธีการ

ดําเนินการวิจัยดังภาพประกอบ 6 

 

 
 

ภาพประกอบ 6 กรอบแนวคดิงานวิจยั 

 

4. ผลการศกึษาและอภปิรายผล 

ในการคัดเลือกคุณลักษณะดวยการใชอลักอริทึมในการคัดเลือกคุณลกัษณะ

จํานวน 2 อลักอริทึม ดังตอไปนี ้

การคัดเลอืกคุณลกัษณะดวยคาสหสัมพนัธ โดยใชความสัมพันธระหวาง

ขอมูลแตละคุณลักษณะ เพื่อพิจารณาความสัมพันธกัน ซ่ึงคาที่ไดจะมีคาอยูระหวาง -1 ถึง 

1 ซ่ึงหากคาสัมบูรณของคาสหสัมพันธที่ไดมีคาสูง จะสามารถตีความไดวาคุณสมบัติทั้ง

สองมีความสัมพันธกันสูงเชนกัน โดยเคร่ืองหมายจะบงบอกถึงทิศทางของความสัมพันธ

วามีความสัมพันธกันในทิศทางใด โดยผลการวิเคราะหคาสหสัมพันธของขอมูลโรคหลอด

เลือดหัวใจแสดงในภาพประกอบ 7 โดยคัดเลือกคุณลักษณะที่มีคาสัมบูรณของคา

สหสัมพันธที่มีคาสูงกวา 0.4 นั้นหมายความวาคุณสมบัติที่เลือกเหลานี้จะมีความสัมพันธ

กันระดับปานกลางขึ้นไป โดยจะดูความสัมพันธทุกคูคุณสมบัติที่ เปนไปได ทําใหได

คุณสมบัติที่สามารถนําไปใชงานทั้งส้ิน 4 คุณลักษณะไดแก chest pain type, exercise 

angina, oldpeak และ ST slope 

 

 
ภาพประกอบ 7 คาสหสัมพนัธของขอมูลโรคหลอดเลอืดหัวใจ 

 

การคัดเลือกคุณลักษณะดวยการวิเคราะหแยกแยะเชิงเสน  โดยแสดง

คาไอเกนที่ใชในการบงบอกถึงความสําคัญของแตละคุณสมบัติในชุดขอมูลทั้ง 12 

คุณสมบัติ โดยผลการวิเคราะหความสัมพันธแสดงดังภาพประกอบ 8 โดยคาไอเกนแสดง

ถึงปริมาณความแปรปรวนที่แตละฟเจอรสามารถอธิบายในการแยกคลาสไมมีเกณฑที่

แนนอนสําหรับคาที่เหมาะสมในการควรเลือกคุณสมบัติ ดังนั้นในงานวิจัยจึงคัดเลือก

คุณสมบัติที่ มีคาไอเกนสูงที่สุดจํานวน 4 คุณสมบัติเพื่อใหเทากับจํานวนที่ใชในคา

สหสัมพันธ ไดแก ST slope, exercise angina, sex และ chest pain type 

 

 
ภาพประกอบ 8 คาไอเกนของแตละคุณสมบัติของขอมูลโรคหลอดเลอืดหัวใจดวย 

 

การคดัเลอืกคณุสมบตัดิวยการคาํนวณคาเกนความรู โดยแสดงคาเกนความรู

เพื่อใชเปนคาน้ําหนักในการคัดเลือกคุณสมบัติในชุดขอมูลดังภาพประกอบ 9 คาเกน

ความรูไมมีคาเกณฑที่แนนอนในการคัดเลือกวาควรใชคาคาเกนความรูเทาไหรถึงควร

เลือกคุณสมบัติ ดังนั้นในงานวิจัยจึงคัดเลือกคุณสมบัติจํานวน 4 คุณสมบัติเพื่อใหเทากับ

จํานวนที่ใชในคาสหสัมพันธ ไดแก ST slope, chest pain type, max heart rate และ exercise 

angina 
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12. target: เปนโรคหลอดเลือดหวัใจหรือไม (0=ปกติ, 1=เปนโรคหลอดเลอืด

หัวใจ)  

งานวิจัยนี้ใชภาษาไพทอนบน Google Colab ในการทดลองโดยมีขั้นตอน

การดําเนินงานดังนี้ 

1. การเตรียมขอมูล  จะดําเนินโดยการพิจารณาขอ มูลทั้ งหมดทั้ ง 12 

คุณสมบัติเพื่อแยกคุณสมบัติที่ขอมูลเปนขอมูลเชิงตัวเลข (Numeric Data) และขอมูลเชิง

หมวดหมู (Categorical Data) จากนั้นทําการแปลงขอมูลคุณสมบัติเชิงหมวดหมูแปลง

ขอมูลใหเปนรูปแบบที่สามารถใชกับอัลกอริทึมการเรียนรูของเคร่ืองได dummy variables 

โดยการสรางคอลัมนใหมสําหรับแตละคาหมวดหมู และกําหนดคาในคอลัมนนั้นเปน 1 

หากขอมูลในแถวนั้นตรงกับคาหมวดหมูที่คอลัมนนั้นแทน และเปน 0 หากไมตรง  

2. ลดมิติขอมูลดวยการคัดเลือกคุณสมบัติที่เหมาะสมโดยใชการหาคา

สหสัมพันธ คาเกนความรู และการวิเคราะหแยกแยะเชิงเสน โดยเลือกคุณสมบัติจํานวน 5 

คุณสมบัตินํามาใชเปนตัวแทนของขอมูล 

3. การแบงขอมูล ดําเนินการโดยสุมแบงชุดขอมูลออกเปนชุดสําหรับการฝก 

(Training set) 70% และชุดสําหรับการทดสอบ (Test set) 30% การแบงขอมูลลักษณะนี้

ชวยใหสามารถประเมินประสิทธิภาพของโมเดลไดอยางเปนกลาง เพราะแบงขอมูล

สําหรับการฝกเพื่อสรางโมเดลในการการทํานาย และใชขอมูลสําหรับการทดสอบเพื่อ

ประเมินประสิทธิภาพซ่ึงขอมูลชุดนี้จะทําหนาที่เปนตัวแทนของขอมูลใหมที่โมเดลไมเคย

เห็นมากอน ทําใหการประเมินประสิทธิภาพของโมเดลมีความนาเชื่อถือ 

4. การสรางโมเดล เม่ือไดคุณสมบัติที่เปนตัวแทนของขอมูลจากวิธีการ

คัดเลือกคุณสมบัติในแตละวิธีแลว จะนําขอมูลเขาสูกระบวนการจําแนกดวยอัลกอริทึม

ดานการเรียนรูของเคร่ือง ไดแก LR, ANN และ SVM โดยใช 4 เคอรเนล (Kernel) ไดแก 

Radial Basis Function (RBF), Linear, Polynomial และ Sigmoid  

5. การเปรียบเทียบประสิทธิภาพ  ใน การทํานาย  ใน การทดลองจะ

เปรียบเทียบประสิทธิภาพการทํานายของโมเดลที่เกิดจากอัลกอริทึมที่กลาวขางตน โดย

สรางโมเดลจากขอมูลนําเขา 4 แบบ ไดแก ขอมูลดั้งเดิม ขอมูลที่ถูกคัดเลือกคุณสมบัติดวย

วิธีการคาสหสัมพันธ คาเกนความรู และวิเคราะหแยกแยะเชิงเสนที่นําเสนอ ในการ

พิจารณาเปรียบเทียบประสิทธิภาพจะใชคาความถูกตองในการทํานาย โดยแสดงวิธีการ

ดําเนินการวิจัยดังภาพประกอบ 6 

 

 
 

ภาพประกอบ 6 กรอบแนวคดิงานวิจยั 

 

4. ผลการศกึษาและอภปิรายผล 

ในการคัดเลือกคุณลักษณะดวยการใชอลักอริทึมในการคัดเลือกคุณลกัษณะ

จํานวน 2 อลักอริทึม ดังตอไปนี ้

การคัดเลอืกคุณลกัษณะดวยคาสหสัมพนัธ โดยใชความสัมพันธระหวาง

ขอมูลแตละคุณลักษณะ เพื่อพิจารณาความสัมพันธกัน ซ่ึงคาที่ไดจะมีคาอยูระหวาง -1 ถึง 

1 ซ่ึงหากคาสัมบูรณของคาสหสัมพันธที่ไดมีคาสูง จะสามารถตีความไดวาคุณสมบัติทั้ง

สองมีความสัมพันธกันสูงเชนกัน โดยเคร่ืองหมายจะบงบอกถึงทิศทางของความสัมพันธ

วามีความสัมพันธกันในทิศทางใด โดยผลการวิเคราะหคาสหสัมพันธของขอมูลโรคหลอด

เลือดหัวใจแสดงในภาพประกอบ 7 โดยคัดเลือกคุณลักษณะที่มีคาสัมบูรณของคา

สหสัมพันธที่มีคาสูงกวา 0.4 นั้นหมายความวาคุณสมบัติที่เลือกเหลานี้จะมีความสัมพันธ

กันระดับปานกลางขึ้นไป โดยจะดูความสัมพันธทุกคูคุณสมบัติที่ เปนไปได ทําใหได

คุณสมบัติที่สามารถนําไปใชงานทั้งส้ิน 4 คุณลักษณะไดแก chest pain type, exercise 

angina, oldpeak และ ST slope 

 

 
ภาพประกอบ 7 คาสหสัมพนัธของขอมูลโรคหลอดเลอืดหัวใจ 

 

การคัดเลือกคุณลักษณะดวยการวิเคราะหแยกแยะเชิงเสน  โดยแสดง

คาไอเกนที่ใชในการบงบอกถึงความสําคัญของแตละคุณสมบัติในชุดขอมูลทั้ง 12 

คุณสมบัติ โดยผลการวิเคราะหความสัมพันธแสดงดังภาพประกอบ 8 โดยคาไอเกนแสดง

ถึงปริมาณความแปรปรวนที่แตละฟเจอรสามารถอธิบายในการแยกคลาสไมมีเกณฑที่

แนนอนสําหรับคาที่เหมาะสมในการควรเลือกคุณสมบัติ ดังนั้นในงานวิจัยจึงคัดเลือก

คุณสมบัติที่ มีคาไอเกนสูงที่สุดจํานวน 4 คุณสมบัติเพื่อใหเทากับจํานวนที่ใชในคา

สหสัมพันธ ไดแก ST slope, exercise angina, sex และ chest pain type 

 

 
ภาพประกอบ 8 คาไอเกนของแตละคุณสมบัติของขอมูลโรคหลอดเลอืดหัวใจดวย 

 

การคดัเลอืกคณุสมบตัดิวยการคาํนวณคาเกนความรู โดยแสดงคาเกนความรู

เพื่อใชเปนคาน้ําหนักในการคัดเลือกคุณสมบัติในชุดขอมูลดังภาพประกอบ 9 คาเกน

ความรูไมมีคาเกณฑที่แนนอนในการคัดเลือกวาควรใชคาคาเกนความรูเทาไหรถึงควร

เลือกคุณสมบัติ ดังนั้นในงานวิจัยจึงคัดเลือกคุณสมบัติจํานวน 4 คุณสมบัติเพื่อใหเทากับ

จํานวนที่ใชในคาสหสัมพันธ ไดแก ST slope, chest pain type, max heart rate และ exercise 

angina 
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12. target: เปนโรคหลอดเลือดหวัใจหรือไม (0=ปกติ, 1=เปนโรคหลอดเลอืด

หัวใจ)  

งานวิจัยนี้ใชภาษาไพทอนบน Google Colab ในการทดลองโดยมีขั้นตอน

การดําเนินงานดังนี้ 

1. การเตรียมขอมูล  จะดําเนินโดยการพิจารณาขอ มูลทั้ งหมดทั้ ง 12 

คุณสมบัติเพื่อแยกคุณสมบัติที่ขอมูลเปนขอมูลเชิงตัวเลข (Numeric Data) และขอมูลเชิง

หมวดหมู (Categorical Data) จากนั้นทําการแปลงขอมูลคุณสมบัติเชิงหมวดหมูแปลง

ขอมูลใหเปนรูปแบบที่สามารถใชกับอัลกอริทึมการเรียนรูของเคร่ืองได dummy variables 

โดยการสรางคอลัมนใหมสําหรับแตละคาหมวดหมู และกําหนดคาในคอลัมนนั้นเปน 1 

หากขอมูลในแถวนั้นตรงกับคาหมวดหมูที่คอลัมนนั้นแทน และเปน 0 หากไมตรง  

2. ลดมิติขอมูลดวยการคัดเลือกคุณสมบัติที่เหมาะสมโดยใชการหาคา

สหสัมพันธ คาเกนความรู และการวิเคราะหแยกแยะเชิงเสน โดยเลือกคุณสมบัติจํานวน 5 

คุณสมบัตินํามาใชเปนตัวแทนของขอมูล 

3. การแบงขอมูล ดําเนินการโดยสุมแบงชุดขอมูลออกเปนชุดสําหรับการฝก 

(Training set) 70% และชุดสําหรับการทดสอบ (Test set) 30% การแบงขอมูลลักษณะนี้

ชวยใหสามารถประเมินประสิทธิภาพของโมเดลไดอยางเปนกลาง เพราะแบงขอมูล

สําหรับการฝกเพื่อสรางโมเดลในการการทํานาย และใชขอมูลสําหรับการทดสอบเพื่อ

ประเมินประสิทธิภาพซ่ึงขอมูลชุดนี้จะทําหนาที่เปนตัวแทนของขอมูลใหมที่โมเดลไมเคย

เห็นมากอน ทําใหการประเมินประสิทธิภาพของโมเดลมีความนาเชื่อถือ 

4. การสรางโมเดล เม่ือไดคุณสมบัติที่เปนตัวแทนของขอมูลจากวิธีการ

คัดเลือกคุณสมบัติในแตละวิธีแลว จะนําขอมูลเขาสูกระบวนการจําแนกดวยอัลกอริทึม

ดานการเรียนรูของเคร่ือง ไดแก LR, ANN และ SVM โดยใช 4 เคอรเนล (Kernel) ไดแก 

Radial Basis Function (RBF), Linear, Polynomial และ Sigmoid  

5. การเปรียบเทียบประสิทธิภาพ  ใน การทํานาย  ใน การทดลองจะ

เปรียบเทียบประสิทธิภาพการทํานายของโมเดลที่เกิดจากอัลกอริทึมที่กลาวขางตน โดย

สรางโมเดลจากขอมูลนําเขา 4 แบบ ไดแก ขอมูลดั้งเดิม ขอมูลที่ถูกคัดเลือกคุณสมบัติดวย

วิธีการคาสหสัมพันธ คาเกนความรู และวิเคราะหแยกแยะเชิงเสนที่นําเสนอ ในการ

พิจารณาเปรียบเทียบประสิทธิภาพจะใชคาความถูกตองในการทํานาย โดยแสดงวิธีการ

ดําเนินการวิจัยดังภาพประกอบ 6 

 

 
 

ภาพประกอบ 6 กรอบแนวคดิงานวิจยั 

 

4. ผลการศกึษาและอภปิรายผล 

ในการคัดเลือกคุณลักษณะดวยการใชอลักอริทึมในการคัดเลือกคุณลกัษณะ

จํานวน 2 อลักอริทึม ดังตอไปนี ้

การคัดเลอืกคุณลกัษณะดวยคาสหสัมพนัธ โดยใชความสัมพันธระหวาง

ขอมูลแตละคุณลักษณะ เพื่อพิจารณาความสัมพันธกัน ซ่ึงคาที่ไดจะมีคาอยูระหวาง -1 ถึง 

1 ซ่ึงหากคาสัมบูรณของคาสหสัมพันธที่ไดมีคาสูง จะสามารถตีความไดวาคุณสมบัติทั้ง

สองมีความสัมพันธกันสูงเชนกัน โดยเคร่ืองหมายจะบงบอกถึงทิศทางของความสัมพันธ

วามีความสัมพันธกันในทิศทางใด โดยผลการวิเคราะหคาสหสัมพันธของขอมูลโรคหลอด

เลือดหัวใจแสดงในภาพประกอบ 7 โดยคัดเลือกคุณลักษณะที่มีคาสัมบูรณของคา

สหสัมพันธที่มีคาสูงกวา 0.4 นั้นหมายความวาคุณสมบัติที่เลือกเหลานี้จะมีความสัมพันธ

กันระดับปานกลางขึ้นไป โดยจะดูความสัมพันธทุกคูคุณสมบัติที่ เปนไปได ทําใหได

คุณสมบัติที่สามารถนําไปใชงานทั้งส้ิน 4 คุณลักษณะไดแก chest pain type, exercise 

angina, oldpeak และ ST slope 

 

 
ภาพประกอบ 7 คาสหสัมพนัธของขอมูลโรคหลอดเลอืดหัวใจ 

 

การคัดเลือกคุณลักษณะดวยการวิเคราะหแยกแยะเชิงเสน  โดยแสดง

คาไอเกนที่ใชในการบงบอกถึงความสําคัญของแตละคุณสมบัติในชุดขอมูลทั้ง 12 

คุณสมบัติ โดยผลการวิเคราะหความสัมพันธแสดงดังภาพประกอบ 8 โดยคาไอเกนแสดง

ถึงปริมาณความแปรปรวนที่แตละฟเจอรสามารถอธิบายในการแยกคลาสไมมีเกณฑที่

แนนอนสําหรับคาที่เหมาะสมในการควรเลือกคุณสมบัติ ดังนั้นในงานวิจัยจึงคัดเลือก

คุณสมบัติที่ มีคาไอเกนสูงที่สุดจํานวน 4 คุณสมบัติเพื่อใหเทากับจํานวนที่ใชในคา

สหสัมพันธ ไดแก ST slope, exercise angina, sex และ chest pain type 

 

 
ภาพประกอบ 8 คาไอเกนของแตละคุณสมบัติของขอมูลโรคหลอดเลอืดหัวใจดวย 

 

การคดัเลอืกคณุสมบตัดิวยการคาํนวณคาเกนความรู โดยแสดงคาเกนความรู

เพื่อใชเปนคาน้ําหนักในการคัดเลือกคุณสมบัติในชุดขอมูลดังภาพประกอบ 9 คาเกน

ความรูไมมีคาเกณฑที่แนนอนในการคัดเลือกวาควรใชคาคาเกนความรูเทาไหรถึงควร

เลือกคุณสมบัติ ดังนั้นในงานวิจัยจึงคัดเลือกคุณสมบัติจํานวน 4 คุณสมบัติเพื่อใหเทากับ

จํานวนที่ใชในคาสหสัมพันธ ไดแก ST slope, chest pain type, max heart rate และ exercise 

angina 

 

ภาพประกอบ 6 กรอบแนวคิดงานวิจัย

ภาพประกอบ 7 ค่าสหสัมพันธ์ของข้อมูล 
โรคหลอดเลือดหัวใจ

ภาพประกอบ 8 ค่าไอเกนของแต่ละคุณสมบัติ 
ของข้อมูลโรคหลอดเลือดหัวใจด้วย
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ในการคัดเลือกว่าควรใช้ค่าค่าเกนความรู้เท่าไหร่ถึง 
ควรเลือกคุณสมบัติ ดังนั้นในงานวิจัยจึงคัดเลือก
คุณสมบัติจำ�นวน 4 คุณสมบัติเพื่อให้เท่ากับจำ�นวน
ที่ใช้ในค่าสหสัมพันธ์ ได้แก่ ST slope, chest pain 
type, max heart rate และ exercise angina

	 เมื่อได้ผลการคัดเลือกคุณสมบัติจากค่า 
สหสัมพันธ์และการวิเคราะห์แยกแยะเชิงเส้นแล้ว
จะนำ�ไปสร้างโมเดลเพื่อใช้ในการทำ�นายผู้ป่วย 
โรคหลอดเลอืดหวัใจโดยใชอ้ลักอรทิมึดา้นการเรยีนรู้
ของเครื่องที่ ได้แก่ อัลกอริทึมการถดถอยโลจิสติกส์  
อลักอริทมึซพัพอรท์เวกเตอรแ์มชชนี (โดยใช ้4 เคอรเ์นล
ได้แก่ RBF, Linear, Polynomial, Sigmoid) มีการ
กำ�หนดคา่พารามเิตอร ์gamma=0.1, C=1.0 เทา่กัน 

ทกุโมเดลเพือ่ไมใ่หเ้กิดความเอนเอยีง และอลักอรทิมึ 
โครงข่ายประสาทเทียมใช้ Keras Tuner เพื่อให้ได้
โครงขา่ยทีเ่หมาะสมกบัขอ้มลูและใชโ้ครงขา่ยดงักล่าว 
ในทุกโมเดลที่ใช้โครงข่ายประสาทเทียม โดยจะ 
เปรียบเทียบผลประสิทธิภาพด้านความถูกต้องใน
การทำ�นายผู้ป่วยโรคหลอดเลือดหัวใจ โดยแสดงผล 
การทำ�นายของโมเดลทีข่อ้มูลจากเทคนิคการคดัเลอืก 
คุณลักษณะด้วยการวิเคราะห์แยกแยะเชิงเส้น  
เปรยีบเทยีบกับการใชข้อ้มลูคณุลกัษณะดัง้เดมิ (ไม่มี
การคัดเลือก) และการคัดเลือกคุณลักษณะด้วย 
ค่าสหสมัพันธแ์ละค่าเกนความรู ้ผลการทดลองแสดง
ดังตาราง 2

	 จากตาราง 2 จะเห็นวา่ทีข้่อมลูดัง้เดมิโมเดล
ทีม่คีา่ความถกูตอ้ง (Accuracy) สงูสดุคือทีซ่พัพอรท์
เวกเตอรแ์มชชนีดว้ยเคอเนล Linear (SVM (linear)) 
โดยมีค่าความถูกต้องร้อยละ 85.99 เมื่อนำ�ข้อมูล 
ทีค่ดัเลอืกคณุสมบตัดิว้ยค่าสหสมัพนัธ ์(Correlation) 
ไปสร้างโมเดลด้วย SVM (RBF) ทำ�ให้ประสิทธิภาพ
สูงสุดท่ี ร้อยละ 84.87 และเมือ่ใช้เทคนคิการวเิคราะห์
แยกแยะเชิงเส้น (LDA) ในการคัดเลือกคุณสมบัติมี 
ค่าความถกูตอ้งสูงสุดทีร่อ้ยละ 87.39 และเมือ่นำ�ขอ้มลู
ที่ถูกคัดเลือกคุณสมบตัิโดยค่าเกนความรู้ (IG) โมเดล 
มีประสิทธิภาพสูงสุดท่ี SVM (Linear) โดยมีค่า 
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ภาพประกอบ 9 คาเกนความรูของแตละคุณสมบัติของขอมูลโรคหลอดเลือดหัวใจดวย 

 

เม่ือไดผลการคัดเลือกคณุสมบัติจากคาสหสัมพันธและการวิเคราะหแยกแยะ

เชิงเสนแลวจะนําไปสรางโมเดลเพื่อใชในการทํานายผูปวยโรคหลอดเลอืดหัวใจโดยใช

อัลกอริทึมด านการเ รียนรูของเคร่ืองที่  ไดแก  อัลกอริทึมการถดถอยโลจิสติกส  

อัลกอริทึมซัพพอรทเวกเตอรแมชชีน (โดยใช 4 เคอรเนลไดแก RBF, Linear, Polynomial, 

Sigmoid) มีการกําหนดคาพารามิเตอร gamma=0.1, C=1.0 เทากันทุกโมเดลเพื่อไมใหเกิด

ความเอนเอียง และอัลกอริทึมโครงขายประสาทเทียมใช Keras Tuner เพื่อใหไดโครงขายที่

เหมาะสมกับขอมูลและใชโครงขายดังกลาวในทุกโมเดลที่ใชโครงขายประสาทเทียม โดย

จะเปรียบเทียบผลประสิทธิภาพดานความถูกตองในการทํานายผูปวยโรคหลอดเลือดหวัใจ 

โดยแสดงผลการทํานายของโมเดลที่ขอมูลจากเทคนิคการคัดเลือกคุณลักษณะดวยการ

วิเคราะหแยกแยะเชิงเสน เปรียบเทียบกับการใชขอมูลคุณลักษณะดั้งเดิม (ไมมีการ

คัดเลือก) และการคัดเลือกคุณลกัษณะดวยคาสหสัมพันธและคาเกนความรู ผลการทดลอง

แสดงดังตาราง 2 

 

ตาราง 2 ผลการทดลอง 

Algorithm 
Accuracy 

ขอมูลดัง้เดมิ Correla�on LDA IG 

LR 84.87% 84.31% 87.11% 84.03% 
SVM (linear) 85.99% 80.11% 84.03% 84.31% 
SVM (poly) 82.35% 83.47% 86.83% 81.23% 
SVM (rbf) 73.11% 84.87% 86.55% 82.63% 
SVM (sigmoid) 56.86% 72.83% 86.83% 56.86% 
ANN  83.75% 83.47% 87.39% 84.03% 

เฉลีย่ 77.82% 81.51% 86.46% 78.85% 

 

จากตาราง 2 จะเห็นวาที่ขอมูลดั้งเดิมโมเดลที่มีคาความถูกตอง (Accuracy) 

สูงสุดคือที่ซัพพอรทเวกเตอรแมชชีนดวยเคอเนล Linear (SVM (linear)) โดยมีคาความ

ถูกตองรอยละ 85.99 เม่ือนําขอมูลที่คัดเลือกคุณสมบัติดวยคาสหสัมพันธ (Correlation) 

ไปสรางโมเดลดวย SVM (RBF) ทําใหประสิทธิภาพสูงสุดที่ รอยละ 84.87 และเม่ือใช

เทคนิคการวิเคราะหแยกแยะเชิงเสน (LDA) ในการคัดเลือกคุณสมบัติมีคาความถูกตอง

สูงสุดที่รอยละ 87.39 และเม่ือนําขอมูลที่ถูกคัดเลือกคุณสมบัติโดยคาเกนความรู (IG) 

โมเดลมีประสิทธิภาพสูงสุดที่ SVM (Linear) โดยมีคาความถูกตองที่รอยละ 84.31 การใช 

LDA เพื่อคัดเลือกคุณสมบัติที่เหมาะสมเม่ือเปรียบเทียบกับการใชขอมูลดังเดิมในการ

สรางโมเดลจะเห็นวามีประสิทธิภาพดีขึ้นแทบทุกโมเดลยกเวน SVM (Linear) แตถา

พิจารณาที่คาความถูกตองเฉลี่ยเปนวิธีการที่มีคาเฉลี่ยมากที่สุดเม่ือเทียบกับโมเดลที่สราง

จากขอมูลดังเดิมและขอมูลจากการคัดเลือกคุณสมบัติจากวิธีการอื่น ๆ ซ่ึงแสดงใหเห็นวา

เปนวิธีการที่ทําใหชวยเพิ่มประสิทธิภาพการทํานาย เนื่องจาก LDA เปนวิธีการคัดเลือก

คุณสมบัติที่ซับซอนโดยพิจารณาขอมูลในมิติใหมโดยพิจารณาสองเง่ือนไขไดแก ขอมูล

จะตองมีความแปรปรวนภายในคลาสต่ําสุดและความแปรปรวนระหวางคลาสสูงสุด ทํา

ใหขอมูลที่ถูกคัดเลือกสามารถใชในการแยกคลาสตาง ๆ ออกจากกันมากที่สุด ซ่ึงในขณะ

ที่ Correlation ตัดคุณลักษณะที่ซํ้าซอนกันออกโดยพิจารณาเพียงแคคาความแปรปรวน 

และ IG ที่คัดเลือกคุณลักษณะที่สามารถแบงคลาสของขอมูลไดดี โดยพิจารณาจาก 
Entropy ที่แสดงถึงความความแตกตางหรือกระจายตัวมากในการแยกคลาส 

 เม่ือไดโมเดลที่ใหประสิทธิภาพที่ดีที่สุดในการทํานายโรคหลอดเลือดหวัใจ

และจึงไดนําไปพัฒนาเปนโปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอด

เลือดหัวใจ แสดงหนาตางโปรแกรมดังภาพประกอบ 10 ซ่ึงการใชงานโปรแกรมผูใชงาน

จะตองมีขอมูล เพศ ประเภทของการเจ็บหนาอก อาการเจ็บหนาอกที่เกิดขึ้นในชวง

ทดสอบ และคาความลาดของคา ST segment ในคลื่นไฟฟาของ ECG เม่ือใสขอมูล

ครบถวนแลวกดปุม Submit โปรแกรมจะแสดงผลการทํานายความเส่ียงการเปนโรคหลอด

เลือดหัวใจดังภาพประกอบ 11 ในกรณที่ไมมีความเส่ียง และภาพประกอบ 12 ในกรณีที่มี

ความเส่ียง 

 

 
 

ภาพประกอบ 10 โปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอดเลือดหวัใจ 

 

 
 

ภาพประกอบ 11 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือไมมีความเสียงเปนโรคหัวใจ 

 

 
 

ภาพประกอบ 12 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือมีความเสียงเปนโรคหัวใจ 

 

5.สรปุผล 

งานวิจัยนี้นําเสนอเทคนคิการคัดเลือกคณุสมบัติของขอมูลดวยการวิเคราะห

แยกแยะเชิงเสน เพื่อลดขนาดมิติของขอมูลเพื่อเพิ่มประสิทธิภาพดานความถูกตองในการ

จําแนกขอมูลผูปวยโรคหลอดเลอืดหวัใจ เม่ือทําการคัดเลือกคุณลักษณะของขอมูลแลว จะ

ใชเฉพาะขอมูลของคุณสมบัติที่ไดรับเลือกไปใชในการสรางโมเดลจําแนกประเภทขอมูล

ทางดานการเรียนรูของเคร่ือง ไดแก อัลกอริทึมการถอดถอยโลจิสติกส อัลกอริทึมซัพ

พอรทเวกเตอรแมชชีน และอัลกอริทึมโครงขายประสาทเทียม ซ่ึงเปรียบเทียบ

ประสิทธิภาพความถูกตองในการจําแนกกับการใชชุดขอมูลดั้งเดิมรวมกับอัลกอริทึม

ดังกลาว รวมไปถึงเปรียบเทียบกับการคัดเลือกคุณลักษณะดวยการใชคาสหสัมพันธ ผล

การทดลองแสดงใหเห็นวาการคัดเลือกคุณลักษณะดวยวิธีการที่นําเสนอสามารถชวยเพิ่ม

ประสิทธิภาพความถูกตองโดยดูจากคาเฉลี่ยรวมของทุกโมเดลที่ใชในการจําแนกประเภท

ขอมูลผูปวยโรคหลอดเลือดหัวใจ นอกจากนี้ยังนําโมเดลที่ไดไปประยุกตใชพัฒนาเปน

ภาพประกอบ 9 ค่าเกนความรู้ของแต่ละคุณสมบัติ 
ของข้อมูลโรคหลอดเลือดหัวใจด้วย

ตาราง 2	 ผลการทดลอง

Algorithm
Accuracy

ข้อมูลดั้งเดิม Correlation LDA IG

LR 84.87% 84.31% 87.11% 84.03%

SVM (linear) 85.99% 80.11% 84.03% 84.31%

SVM (poly) 82.35% 83.47% 86.83% 81.23%

SVM (rbf) 73.11% 84.87% 86.55% 82.63%

SVM (sigmoid) 56.86% 72.83% 86.83% 56.86%

ANN 83.75% 83.47% 87.39% 84.03%

เฉลี่ย 77.82% 81.51% 86.46% 78.85%
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ความถูกตอ้งท่ีรอ้ยละ 84.31 การใช ้LDA เพือ่คดัเลอืก
คณุสมบตัทิีเ่หมาะสมเมือ่เปรียบเทียบกบัการใชข้อ้มลู
ดังเดมิในการสรา้งโมเดลจะเหน็วา่มปีระสทิธภิาพดขีึน้
แทบทุกโมเดลยกเว้น SVM (Linear) แต่ถ้าพิจารณา 
ทีค่่าความถกูต้องเฉลีย่เป็นวธิกีารทีม่คีา่เฉลีย่มากทีส่ดุ
เมือ่เทยีบกับโมเดลทีส่รา้งจากขอ้มลูดังเดมิและขอ้มลู
จากการคัดเลือกคุณสมบัติจากวิธีการอื่นๆ ซึ่งแสดง 
ให้เห็นว่าเป็นวิธีการที่ทำ�ให้ช่วยเพิ่มประสิทธิภาพ 
การทำ�นาย เนือ่งจาก LDA เปน็วธิกีารคดัเลอืกคณุสมบตัิ
ที่ซับซ้อนโดยพิจารณาข้อมูลในมิติใหม่โดยพิจารณา 
สองเงือ่นไขไดแ้ก ่ขอ้มลูจะตอ้งมคีวามแปรปรวนภายใน
คลาสต่ำ�สุดและความแปรปรวนระหว่างคลาสสูงสุด 
ทำ�ใหข้อ้มลูทีถ่กูคดัเลอืกสามารถใชใ้นการแยกคลาส
ตา่งๆ ออกจากกนัมากทีส่ดุ ซึง่ในขณะที ่Correlation 
ตดัคณุลกัษณะทีซ่้ำ�ซ้อนกนัออกโดยพจิารณาเพยีงแค่
ค่าความแปรปรวน และ IG ท่ีคัดเลือกคุณลักษณะ 
ที่สามารถแบ่งคลาสของข้อมูลได้ดี โดยพิจารณา 
จาก Entropy ท่ีแสดงถึงความความแตกต่างหรือ
กระจายตัวมากในการแยกคลาส

	 เม่ือได้โมเดลที่ให้ประสิทธิภาพที่ดีที่สุด 
ในการทำ�นายโรคหลอดเลือดหัวใจและจึงได้นำ�ไป
พัฒนาเป็นโปรแกรมที่ใช้สำ�หรับประเมินความเสี่ยง
การเป็นโรคหลอดเลอืดหวัใจ แสดงหนา้ตา่งโปรแกรม 
ดังภาพประกอบ 10 ซึ่งการใช้งานโปรแกรมผู้ใช้งาน 
จะต้องมีข้อมูล เพศ ประเภทของการเจ็บหน้าอก 
อาการเจ็บหน้าอกที่เกิดขึ้นในช่วงทดสอบ และค่า
ความลาดของค่า ST segment ในคลื่นไฟฟ้าของ 
ECG เมื่อใส่ข้อมูลครบถ้วนแล้วกดปุ่ม Submit 
โปรแกรมจะแสดงผลการทำ�นายความเสีย่งการเปน็โรค 
หลอดเลือดหัวใจดังภาพประกอบ 11 ในกรณีที่ 
ไม่มีความเสี่ยง และภาพประกอบ 12 ในกรณีที่มี
ความเสี่ยง

5. สรุปผล

	 งานวจิยันีน้ำ�เสนอเทคนคิการคดัเลอืกคณุสมบตัิ
ของข้อมูลด้วยการวิเคราะห์แยกแยะเชิงเส้น เพื่อลด
ขนาดมิติของข้อมูลเพื่อเพิ่มประสิทธิภาพด้านความ 
ถกูตอ้งในการจำ�แนกขอ้มลูผูป้ว่ยโรคหลอดเลอืดหวัใจ 
เมื่อทำ�การคัดเลือกคุณลักษณะของข้อมูลแล้ว จะใช้
เฉพาะข้อมูลของคุณสมบัติที่ได้รับเลือกไปใช้ในการ
สรา้งโมเดลจำ�แนกประเภทขอ้มลูทางดา้นการเรียนรู้ 
ของเครื่อง ได้แก่ อัลกอริทึมการถอดถอยโลจิสติกส์ 
อลักอรทิมึซัพพอรท์เวกเตอร์แมชชีน และอลักอริทมึ
โครงขา่ยประสาทเทยีม ซึง่เปรยีบเทยีบประสทิธภิาพ
ความถกูตอ้งในการจำ�แนกกบัการใชช้ดุขอ้มลูดัง้เดมิ
ร่วมกับอัลกอริทึมดังกล่าว รวมไปถึงเปรียบเทียบ 
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ภาพประกอบ 9 คาเกนความรูของแตละคุณสมบัติของขอมูลโรคหลอดเลือดหัวใจดวย 

 

เม่ือไดผลการคัดเลือกคณุสมบัติจากคาสหสัมพันธและการวิเคราะหแยกแยะ

เชิงเสนแลวจะนําไปสรางโมเดลเพื่อใชในการทํานายผูปวยโรคหลอดเลอืดหัวใจโดยใช

อัลกอริทึมด านการเ รียนรูของเคร่ืองที่  ไดแก  อัลกอริทึมการถดถอยโลจิสติกส  

อัลกอริทึมซัพพอรทเวกเตอรแมชชีน (โดยใช 4 เคอรเนลไดแก RBF, Linear, Polynomial, 

Sigmoid) มีการกําหนดคาพารามิเตอร gamma=0.1, C=1.0 เทากันทุกโมเดลเพื่อไมใหเกิด

ความเอนเอียง และอัลกอริทึมโครงขายประสาทเทียมใช Keras Tuner เพื่อใหไดโครงขายที่

เหมาะสมกับขอมูลและใชโครงขายดังกลาวในทุกโมเดลที่ใชโครงขายประสาทเทียม โดย

จะเปรียบเทียบผลประสิทธิภาพดานความถูกตองในการทํานายผูปวยโรคหลอดเลือดหวัใจ 

โดยแสดงผลการทํานายของโมเดลที่ขอมูลจากเทคนิคการคัดเลือกคุณลักษณะดวยการ

วิเคราะหแยกแยะเชิงเสน เปรียบเทียบกับการใชขอมูลคุณลักษณะดั้งเดิม (ไมมีการ

คัดเลือก) และการคัดเลือกคุณลกัษณะดวยคาสหสัมพันธและคาเกนความรู ผลการทดลอง

แสดงดังตาราง 2 

 

ตาราง 2 ผลการทดลอง 

Algorithm 
Accuracy 

ขอมูลดัง้เดมิ Correla�on LDA IG 

LR 84.87% 84.31% 87.11% 84.03% 
SVM (linear) 85.99% 80.11% 84.03% 84.31% 
SVM (poly) 82.35% 83.47% 86.83% 81.23% 
SVM (rbf) 73.11% 84.87% 86.55% 82.63% 
SVM (sigmoid) 56.86% 72.83% 86.83% 56.86% 
ANN  83.75% 83.47% 87.39% 84.03% 

เฉลีย่ 77.82% 81.51% 86.46% 78.85% 

 

จากตาราง 2 จะเห็นวาที่ขอมูลดั้งเดิมโมเดลที่มีคาความถูกตอง (Accuracy) 

สูงสุดคือที่ซัพพอรทเวกเตอรแมชชีนดวยเคอเนล Linear (SVM (linear)) โดยมีคาความ

ถูกตองรอยละ 85.99 เม่ือนําขอมูลที่คัดเลือกคุณสมบัติดวยคาสหสัมพันธ (Correlation) 

ไปสรางโมเดลดวย SVM (RBF) ทําใหประสิทธิภาพสูงสุดที่ รอยละ 84.87 และเม่ือใช

เทคนิคการวิเคราะหแยกแยะเชิงเสน (LDA) ในการคัดเลือกคุณสมบัติมีคาความถูกตอง

สูงสุดที่รอยละ 87.39 และเม่ือนําขอมูลที่ถูกคัดเลือกคุณสมบัติโดยคาเกนความรู (IG) 

โมเดลมีประสิทธิภาพสูงสุดที่ SVM (Linear) โดยมีคาความถูกตองที่รอยละ 84.31 การใช 

LDA เพื่อคัดเลือกคุณสมบัติที่เหมาะสมเม่ือเปรียบเทียบกับการใชขอมูลดังเดิมในการ

สรางโมเดลจะเห็นวามีประสิทธิภาพดีขึ้นแทบทุกโมเดลยกเวน SVM (Linear) แตถา

พิจารณาที่คาความถูกตองเฉลี่ยเปนวิธีการที่มีคาเฉลี่ยมากที่สุดเม่ือเทียบกับโมเดลที่สราง

จากขอมูลดังเดิมและขอมูลจากการคัดเลือกคุณสมบัติจากวิธีการอื่น ๆ ซ่ึงแสดงใหเห็นวา

เปนวิธีการที่ทําใหชวยเพิ่มประสิทธิภาพการทํานาย เนื่องจาก LDA เปนวิธีการคัดเลือก

คุณสมบัติที่ซับซอนโดยพิจารณาขอมูลในมิติใหมโดยพิจารณาสองเง่ือนไขไดแก ขอมูล

จะตองมีความแปรปรวนภายในคลาสต่ําสุดและความแปรปรวนระหวางคลาสสูงสุด ทํา

ใหขอมูลที่ถูกคัดเลือกสามารถใชในการแยกคลาสตาง ๆ ออกจากกันมากที่สุด ซ่ึงในขณะ

ที่ Correlation ตัดคุณลักษณะที่ซํ้าซอนกันออกโดยพิจารณาเพียงแคคาความแปรปรวน 

และ IG ที่คัดเลือกคุณลักษณะที่สามารถแบงคลาสของขอมูลไดดี โดยพิจารณาจาก 
Entropy ที่แสดงถึงความความแตกตางหรือกระจายตัวมากในการแยกคลาส 

 เม่ือไดโมเดลที่ใหประสิทธิภาพที่ดีที่สุดในการทํานายโรคหลอดเลือดหวัใจ

และจึงไดนําไปพัฒนาเปนโปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอด

เลือดหัวใจ แสดงหนาตางโปรแกรมดังภาพประกอบ 10 ซ่ึงการใชงานโปรแกรมผูใชงาน

จะตองมีขอมูล เพศ ประเภทของการเจ็บหนาอก อาการเจ็บหนาอกที่เกิดขึ้นในชวง

ทดสอบ และคาความลาดของคา ST segment ในคลื่นไฟฟาของ ECG เม่ือใสขอมูล

ครบถวนแลวกดปุม Submit โปรแกรมจะแสดงผลการทํานายความเส่ียงการเปนโรคหลอด

เลือดหัวใจดังภาพประกอบ 11 ในกรณที่ไมมีความเส่ียง และภาพประกอบ 12 ในกรณีที่มี

ความเส่ียง 

 

 
 

ภาพประกอบ 10 โปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอดเลือดหวัใจ 

 

 
 

ภาพประกอบ 11 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือไมมีความเสียงเปนโรคหัวใจ 

 

 
 

ภาพประกอบ 12 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือมีความเสียงเปนโรคหัวใจ 

 

5.สรปุผล 

งานวิจัยนี้นําเสนอเทคนคิการคัดเลือกคณุสมบัติของขอมูลดวยการวิเคราะห

แยกแยะเชิงเสน เพื่อลดขนาดมิติของขอมูลเพื่อเพิ่มประสิทธิภาพดานความถูกตองในการ

จําแนกขอมูลผูปวยโรคหลอดเลอืดหวัใจ เม่ือทําการคัดเลือกคุณลักษณะของขอมูลแลว จะ

ใชเฉพาะขอมูลของคุณสมบัติที่ไดรับเลือกไปใชในการสรางโมเดลจําแนกประเภทขอมูล

ทางดานการเรียนรูของเคร่ือง ไดแก อัลกอริทึมการถอดถอยโลจิสติกส อัลกอริทึมซัพ

พอรทเวกเตอรแมชชีน และอัลกอริทึมโครงขายประสาทเทียม ซ่ึงเปรียบเทียบ

ประสิทธิภาพความถูกตองในการจําแนกกับการใชชุดขอมูลดั้งเดิมรวมกับอัลกอริทึม

ดังกลาว รวมไปถึงเปรียบเทียบกับการคัดเลือกคุณลักษณะดวยการใชคาสหสัมพันธ ผล

การทดลองแสดงใหเห็นวาการคัดเลือกคุณลักษณะดวยวิธีการที่นําเสนอสามารถชวยเพิ่ม

ประสิทธิภาพความถูกตองโดยดูจากคาเฉลี่ยรวมของทุกโมเดลที่ใชในการจําแนกประเภท

ขอมูลผูปวยโรคหลอดเลือดหัวใจ นอกจากนี้ยังนําโมเดลที่ไดไปประยุกตใชพัฒนาเปน
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ภาพประกอบ 9 คาเกนความรูของแตละคุณสมบัติของขอมูลโรคหลอดเลือดหัวใจดวย 

 

เม่ือไดผลการคัดเลือกคณุสมบัติจากคาสหสัมพันธและการวิเคราะหแยกแยะ

เชิงเสนแลวจะนําไปสรางโมเดลเพื่อใชในการทํานายผูปวยโรคหลอดเลอืดหัวใจโดยใช

อัลกอริทึมด านการเ รียนรูของเคร่ืองที่  ไดแก  อัลกอริทึมการถดถอยโลจิสติกส  

อัลกอริทึมซัพพอรทเวกเตอรแมชชีน (โดยใช 4 เคอรเนลไดแก RBF, Linear, Polynomial, 

Sigmoid) มีการกําหนดคาพารามิเตอร gamma=0.1, C=1.0 เทากันทุกโมเดลเพื่อไมใหเกิด

ความเอนเอียง และอัลกอริทึมโครงขายประสาทเทียมใช Keras Tuner เพื่อใหไดโครงขายที่

เหมาะสมกับขอมูลและใชโครงขายดังกลาวในทุกโมเดลที่ใชโครงขายประสาทเทียม โดย

จะเปรียบเทียบผลประสิทธิภาพดานความถูกตองในการทํานายผูปวยโรคหลอดเลือดหวัใจ 

โดยแสดงผลการทํานายของโมเดลที่ขอมูลจากเทคนิคการคัดเลือกคุณลักษณะดวยการ

วิเคราะหแยกแยะเชิงเสน เปรียบเทียบกับการใชขอมูลคุณลักษณะดั้งเดิม (ไมมีการ

คัดเลือก) และการคัดเลือกคุณลกัษณะดวยคาสหสัมพันธและคาเกนความรู ผลการทดลอง

แสดงดังตาราง 2 

 

ตาราง 2 ผลการทดลอง 

Algorithm 
Accuracy 

ขอมูลดัง้เดมิ Correla�on LDA IG 

LR 84.87% 84.31% 87.11% 84.03% 
SVM (linear) 85.99% 80.11% 84.03% 84.31% 
SVM (poly) 82.35% 83.47% 86.83% 81.23% 
SVM (rbf) 73.11% 84.87% 86.55% 82.63% 
SVM (sigmoid) 56.86% 72.83% 86.83% 56.86% 
ANN  83.75% 83.47% 87.39% 84.03% 

เฉลีย่ 77.82% 81.51% 86.46% 78.85% 

 

จากตาราง 2 จะเห็นวาที่ขอมูลดั้งเดิมโมเดลที่มีคาความถูกตอง (Accuracy) 

สูงสุดคือที่ซัพพอรทเวกเตอรแมชชีนดวยเคอเนล Linear (SVM (linear)) โดยมีคาความ

ถูกตองรอยละ 85.99 เม่ือนําขอมูลที่คัดเลือกคุณสมบัติดวยคาสหสัมพันธ (Correlation) 

ไปสรางโมเดลดวย SVM (RBF) ทําใหประสิทธิภาพสูงสุดที่ รอยละ 84.87 และเม่ือใช

เทคนิคการวิเคราะหแยกแยะเชิงเสน (LDA) ในการคัดเลือกคุณสมบัติมีคาความถูกตอง

สูงสุดที่รอยละ 87.39 และเม่ือนําขอมูลที่ถูกคัดเลือกคุณสมบัติโดยคาเกนความรู (IG) 

โมเดลมีประสิทธิภาพสูงสุดที่ SVM (Linear) โดยมีคาความถูกตองที่รอยละ 84.31 การใช 

LDA เพื่อคัดเลือกคุณสมบัติที่เหมาะสมเม่ือเปรียบเทียบกับการใชขอมูลดังเดิมในการ

สรางโมเดลจะเห็นวามีประสิทธิภาพดีขึ้นแทบทุกโมเดลยกเวน SVM (Linear) แตถา

พิจารณาที่คาความถูกตองเฉลี่ยเปนวิธีการที่มีคาเฉลี่ยมากที่สุดเม่ือเทียบกับโมเดลที่สราง

จากขอมูลดังเดิมและขอมูลจากการคัดเลือกคุณสมบัติจากวิธีการอื่น ๆ ซ่ึงแสดงใหเห็นวา

เปนวิธีการที่ทําใหชวยเพิ่มประสิทธิภาพการทํานาย เนื่องจาก LDA เปนวิธีการคัดเลือก

คุณสมบัติที่ซับซอนโดยพิจารณาขอมูลในมิติใหมโดยพิจารณาสองเง่ือนไขไดแก ขอมูล

จะตองมีความแปรปรวนภายในคลาสต่ําสุดและความแปรปรวนระหวางคลาสสูงสุด ทํา

ใหขอมูลที่ถูกคัดเลือกสามารถใชในการแยกคลาสตาง ๆ ออกจากกันมากที่สุด ซ่ึงในขณะ

ที่ Correlation ตัดคุณลักษณะที่ซํ้าซอนกันออกโดยพิจารณาเพียงแคคาความแปรปรวน 

และ IG ที่คัดเลือกคุณลักษณะที่สามารถแบงคลาสของขอมูลไดดี โดยพิจารณาจาก 
Entropy ที่แสดงถึงความความแตกตางหรือกระจายตัวมากในการแยกคลาส 

 เม่ือไดโมเดลที่ใหประสิทธิภาพที่ดีที่สุดในการทํานายโรคหลอดเลือดหวัใจ

และจึงไดนําไปพัฒนาเปนโปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอด

เลือดหัวใจ แสดงหนาตางโปรแกรมดังภาพประกอบ 10 ซ่ึงการใชงานโปรแกรมผูใชงาน

จะตองมีขอมูล เพศ ประเภทของการเจ็บหนาอก อาการเจ็บหนาอกที่เกิดขึ้นในชวง

ทดสอบ และคาความลาดของคา ST segment ในคลื่นไฟฟาของ ECG เม่ือใสขอมูล

ครบถวนแลวกดปุม Submit โปรแกรมจะแสดงผลการทํานายความเส่ียงการเปนโรคหลอด

เลือดหัวใจดังภาพประกอบ 11 ในกรณที่ไมมีความเส่ียง และภาพประกอบ 12 ในกรณีที่มี

ความเส่ียง 

 

 
 

ภาพประกอบ 10 โปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอดเลือดหวัใจ 

 

 
 

ภาพประกอบ 11 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือไมมีความเสียงเปนโรคหัวใจ 

 

 
 

ภาพประกอบ 12 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือมีความเสียงเปนโรคหัวใจ 

 

5.สรปุผล 

งานวิจัยนี้นําเสนอเทคนคิการคัดเลือกคณุสมบัติของขอมูลดวยการวิเคราะห

แยกแยะเชิงเสน เพื่อลดขนาดมิติของขอมูลเพื่อเพิ่มประสิทธิภาพดานความถูกตองในการ

จําแนกขอมูลผูปวยโรคหลอดเลอืดหวัใจ เม่ือทําการคัดเลือกคุณลักษณะของขอมูลแลว จะ

ใชเฉพาะขอมูลของคุณสมบัติที่ไดรับเลือกไปใชในการสรางโมเดลจําแนกประเภทขอมูล

ทางดานการเรียนรูของเคร่ือง ไดแก อัลกอริทึมการถอดถอยโลจิสติกส อัลกอริทึมซัพ

พอรทเวกเตอรแมชชีน และอัลกอริทึมโครงขายประสาทเทียม ซ่ึงเปรียบเทียบ

ประสิทธิภาพความถูกตองในการจําแนกกับการใชชุดขอมูลดั้งเดิมรวมกับอัลกอริทึม

ดังกลาว รวมไปถึงเปรียบเทียบกับการคัดเลือกคุณลักษณะดวยการใชคาสหสัมพันธ ผล

การทดลองแสดงใหเห็นวาการคัดเลือกคุณลักษณะดวยวิธีการที่นําเสนอสามารถชวยเพิ่ม

ประสิทธิภาพความถูกตองโดยดูจากคาเฉลี่ยรวมของทุกโมเดลที่ใชในการจําแนกประเภท

ขอมูลผูปวยโรคหลอดเลือดหัวใจ นอกจากนี้ยังนําโมเดลที่ไดไปประยุกตใชพัฒนาเปน
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ภาพประกอบ 9 คาเกนความรูของแตละคุณสมบัติของขอมูลโรคหลอดเลือดหัวใจดวย 

 

เม่ือไดผลการคัดเลือกคณุสมบัติจากคาสหสัมพันธและการวิเคราะหแยกแยะ

เชิงเสนแลวจะนําไปสรางโมเดลเพื่อใชในการทํานายผูปวยโรคหลอดเลอืดหัวใจโดยใช

อัลกอริทึมด านการเ รียนรูของเคร่ืองที่  ไดแก  อัลกอริทึมการถดถอยโลจิสติกส  

อัลกอริทึมซัพพอรทเวกเตอรแมชชีน (โดยใช 4 เคอรเนลไดแก RBF, Linear, Polynomial, 

Sigmoid) มีการกําหนดคาพารามิเตอร gamma=0.1, C=1.0 เทากันทุกโมเดลเพื่อไมใหเกิด

ความเอนเอียง และอัลกอริทึมโครงขายประสาทเทียมใช Keras Tuner เพื่อใหไดโครงขายที่

เหมาะสมกับขอมูลและใชโครงขายดังกลาวในทุกโมเดลที่ใชโครงขายประสาทเทียม โดย

จะเปรียบเทียบผลประสิทธิภาพดานความถูกตองในการทํานายผูปวยโรคหลอดเลือดหวัใจ 

โดยแสดงผลการทํานายของโมเดลที่ขอมูลจากเทคนิคการคัดเลือกคุณลักษณะดวยการ

วิเคราะหแยกแยะเชิงเสน เปรียบเทียบกับการใชขอมูลคุณลักษณะดั้งเดิม (ไมมีการ

คัดเลือก) และการคัดเลือกคุณลกัษณะดวยคาสหสัมพันธและคาเกนความรู ผลการทดลอง

แสดงดังตาราง 2 

 

ตาราง 2 ผลการทดลอง 

Algorithm 
Accuracy 

ขอมูลดัง้เดมิ Correla�on LDA IG 

LR 84.87% 84.31% 87.11% 84.03% 
SVM (linear) 85.99% 80.11% 84.03% 84.31% 
SVM (poly) 82.35% 83.47% 86.83% 81.23% 
SVM (rbf) 73.11% 84.87% 86.55% 82.63% 
SVM (sigmoid) 56.86% 72.83% 86.83% 56.86% 
ANN  83.75% 83.47% 87.39% 84.03% 

เฉลีย่ 77.82% 81.51% 86.46% 78.85% 

 

จากตาราง 2 จะเห็นวาที่ขอมูลดั้งเดิมโมเดลที่มีคาความถูกตอง (Accuracy) 

สูงสุดคือที่ซัพพอรทเวกเตอรแมชชีนดวยเคอเนล Linear (SVM (linear)) โดยมีคาความ

ถูกตองรอยละ 85.99 เม่ือนําขอมูลที่คัดเลือกคุณสมบัติดวยคาสหสัมพันธ (Correlation) 

ไปสรางโมเดลดวย SVM (RBF) ทําใหประสิทธิภาพสูงสุดที่ รอยละ 84.87 และเม่ือใช

เทคนิคการวิเคราะหแยกแยะเชิงเสน (LDA) ในการคัดเลือกคุณสมบัติมีคาความถูกตอง

สูงสุดที่รอยละ 87.39 และเม่ือนําขอมูลที่ถูกคัดเลือกคุณสมบัติโดยคาเกนความรู (IG) 

โมเดลมีประสิทธิภาพสูงสุดที่ SVM (Linear) โดยมีคาความถูกตองที่รอยละ 84.31 การใช 

LDA เพื่อคัดเลือกคุณสมบัติที่เหมาะสมเม่ือเปรียบเทียบกับการใชขอมูลดังเดิมในการ

สรางโมเดลจะเห็นวามีประสิทธิภาพดีขึ้นแทบทุกโมเดลยกเวน SVM (Linear) แตถา

พิจารณาที่คาความถูกตองเฉลี่ยเปนวิธีการที่มีคาเฉลี่ยมากที่สุดเม่ือเทียบกับโมเดลที่สราง

จากขอมูลดังเดิมและขอมูลจากการคัดเลือกคุณสมบัติจากวิธีการอื่น ๆ ซ่ึงแสดงใหเห็นวา

เปนวิธีการที่ทําใหชวยเพิ่มประสิทธิภาพการทํานาย เนื่องจาก LDA เปนวิธีการคัดเลือก

คุณสมบัติที่ซับซอนโดยพิจารณาขอมูลในมิติใหมโดยพิจารณาสองเง่ือนไขไดแก ขอมูล

จะตองมีความแปรปรวนภายในคลาสต่ําสุดและความแปรปรวนระหวางคลาสสูงสุด ทํา

ใหขอมูลที่ถูกคัดเลือกสามารถใชในการแยกคลาสตาง ๆ ออกจากกันมากที่สุด ซ่ึงในขณะ

ที่ Correlation ตัดคุณลักษณะที่ซํ้าซอนกันออกโดยพิจารณาเพียงแคคาความแปรปรวน 

และ IG ที่คัดเลือกคุณลักษณะที่สามารถแบงคลาสของขอมูลไดดี โดยพิจารณาจาก 
Entropy ที่แสดงถึงความความแตกตางหรือกระจายตัวมากในการแยกคลาส 

 เม่ือไดโมเดลที่ใหประสิทธิภาพที่ดีที่สุดในการทํานายโรคหลอดเลือดหวัใจ

และจึงไดนําไปพัฒนาเปนโปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอด

เลือดหัวใจ แสดงหนาตางโปรแกรมดังภาพประกอบ 10 ซ่ึงการใชงานโปรแกรมผูใชงาน

จะตองมีขอมูล เพศ ประเภทของการเจ็บหนาอก อาการเจ็บหนาอกที่เกิดขึ้นในชวง

ทดสอบ และคาความลาดของคา ST segment ในคลื่นไฟฟาของ ECG เม่ือใสขอมูล

ครบถวนแลวกดปุม Submit โปรแกรมจะแสดงผลการทํานายความเส่ียงการเปนโรคหลอด

เลือดหัวใจดังภาพประกอบ 11 ในกรณที่ไมมีความเส่ียง และภาพประกอบ 12 ในกรณีที่มี

ความเส่ียง 

 

 
 

ภาพประกอบ 10 โปรแกรมที่ใชสําหรับประเมินความเส่ียงการเปนโรคหลอดเลือดหวัใจ 

 

 
 

ภาพประกอบ 11 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือไมมีความเสียงเปนโรคหัวใจ 

 

 
 

ภาพประกอบ 12 แสดงตัวอยางการทาํนายของโปรแกรมเม่ือมีความเสียงเปนโรคหัวใจ 

 

5.สรปุผล 

งานวิจัยนี้นําเสนอเทคนคิการคัดเลือกคณุสมบัติของขอมูลดวยการวิเคราะห

แยกแยะเชิงเสน เพื่อลดขนาดมิติของขอมูลเพื่อเพิ่มประสิทธิภาพดานความถูกตองในการ

จําแนกขอมูลผูปวยโรคหลอดเลอืดหวัใจ เม่ือทําการคัดเลือกคุณลักษณะของขอมูลแลว จะ

ใชเฉพาะขอมูลของคุณสมบัติที่ไดรับเลือกไปใชในการสรางโมเดลจําแนกประเภทขอมูล

ทางดานการเรียนรูของเคร่ือง ไดแก อัลกอริทึมการถอดถอยโลจิสติกส อัลกอริทึมซัพ

พอรทเวกเตอรแมชชีน และอัลกอริทึมโครงขายประสาทเทียม ซ่ึงเปรียบเทียบ

ประสิทธิภาพความถูกตองในการจําแนกกับการใชชุดขอมูลดั้งเดิมรวมกับอัลกอริทึม

ดังกลาว รวมไปถึงเปรียบเทียบกับการคัดเลือกคุณลักษณะดวยการใชคาสหสัมพันธ ผล

การทดลองแสดงใหเห็นวาการคัดเลือกคุณลักษณะดวยวิธีการที่นําเสนอสามารถชวยเพิ่ม

ประสิทธิภาพความถูกตองโดยดูจากคาเฉลี่ยรวมของทุกโมเดลที่ใชในการจําแนกประเภท

ขอมูลผูปวยโรคหลอดเลือดหัวใจ นอกจากนี้ยังนําโมเดลที่ไดไปประยุกตใชพัฒนาเปน

ภาพประกอบ 10 โปรแกรมที่ใช้สำ�หรับประเมิน 
ความเสี่ยงการเป็นโรคหลอดเลือดหัวใจ

ภาพประกอบ 12 แสดงตัวอย่างการทำ�นาย 
ของโปรแกรมเมื่อมีความเสียงเป็นโรคหัวใจ

ภาพประกอบ 11 แสดงตัวอย่างการทำ�นายของ
โปรแกรมเมื่อไม่มีความเสียงเป็นโรคหัวใจ
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กับการคัดเลือกคุณลักษณะดว้ยการใช้คา่สหสัมพนัธ์ 
ผลการทดลองแสดงใหเ้หน็วา่การคดัเลือกคณุลกัษณะ
ด้วยวิธีการที่นำ�เสนอสามารถช่วยเพิ่มประสิทธิภาพ
ความถูกต้องโดยดูจากค่าเฉล่ียรวมของทุกโมเดลที่
ใช้ในการจำ�แนกประเภทขอ้มูลผู้ป่วยโรคหลอดเลือด
หวัใจ นอกจากน้ียงันำ�โมเดลทีไ่ดไ้ปประยุกต์ใชพั้ฒนา
เปน็โปรแกรมทีใ่ชส้ำ�หรบัประเมนิความเสีย่งการเปน็
โรคหลอดเลอืดหวัใจเพือ่ให้ผูใ้ชง้านไดร้บัทราบโอกาส
ความเสีย่งตอ่การเกิดโรคหลอดเลอืดหัวใจของตนเอง 
และสามารถหาทางรักษาได้อย่างทันท่วงที แต่เนื่อง
ดว้ยขอ้มลูทีต่อ้งใชใ้นการประเมนิความเส่ียงเป็นข้อมลู
ที่ต้องมีการตรวจจากผู้เช่ียวชาญจึงเป็นโปรแกรมท่ี
เหมาะสมนำ�ไปใช้ในการชว่งคดักรองในสถานพยาบาล

	 สำ�หรบัแนวทางการวจิยัในอนาคตจะมุง่เนน้ 
การใช้แหล่งข้อมูลโรคหัวใจท่ีมาจากหลากหลาย 
แหล่งที่มาของข้อมูลเพ่ือเพ่ิมประสิทธิภาพความ 
แม่นยำ�และความน่าเชื่อถือของการวิจัย 
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