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Abstract: Artificial intelligence (Al) technology has become increasingly popular and is widely
applied across various fields. In the medical domain, Al has been employed to support
disease diagnosis. Heart disease is a common condition that affects individuals of all genders,
ages, and races, and remains a leading cause of mortality worldwide. Currently, the diagnosis
of heart disease can be performed using Al by leveraging electrocardiogram (ECG) data in
combination with machine learning algorithms. However, in some cases, the number of data
features required is excessive, which may reduce model performance. In this research, we
propose a feature selection method based on Linear Discriminant Analysis (LDA) to improve
the classification accuracy of a heart disease dataset. The proposed method is compared
with two other feature selection techniques: correlation-based selection and information gain.
We then construct classification models using three algorithms: logistic regression, support
vector machines (SVM), and artificial neural networks (ANN). The experimental results show
that the proposed technique improves the average classification accuracy from 77.82% to
86.46%, representing an 11.10% increase. The highest classification accuracy of 87.39% is
achieved when combining ANN with LDA. The researcher employed this technique to develop
a program for assessing the risk of coronary heart disease. The program assists in screening
individuals at high risk and provides users with personalized information regarding their

likelihood of developing the disease.
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1,2,3, ..,k

2.7 aauRuULUN3ng (Confusion
Matrix)

AouThTuav3ng Wumsafildlunis
UselliuUsE VB A TNUBINARNS I UNSVINUIENI D
Afianansal (Prediction) Janadnnisvinung
slgsuanlunaiiadrsuandane3fiunsisou
ifsumm%'aa (Ting, 2011) Tnsazidumseiiuans
ANERAIUTENINNA193Y (Actual) WIBUBUAY
NaaNSN159We Tunnazvesvesnauiitul
nangagUsznauluaieen True Positive (TP),
False Negative (FN), True Negative (TN) wag
False Positive (FP) Lanssiannusznau 4

1pg /1 True Positive (TP) fiw 91uIu#
Tuwaviuedn Yes lagnasanseiumase

A1 False Negative(FN) fio 91u2uiiliing
7118731 No FVUI8RAIMSIEA1959AD Yes

A1 True Negative (TN) Ao §1uufilieg
ugdn No lagnaesmsaiuanase

f1 False Positive (FP) B 317 uiiluwma
YMUI871 Yes FWNUIgRALNTIZA1939A8 No

a@13115011AUANTI9AUTITULNI NF
AWINMIANAINGNGDS (Accuracy) aUTeLily

age sex chest pain type resting bp s cholesterol fasting blood sugar resting ecg max heart rate exercise angina oldpeak ST slope

0 40 1 2 140 289
1 49 0 3 160 180
2 3 1 2 130 283
3 48 0 4 138 214
4 54 1 3 150 195
5 39 1 3 120 339
6 45 0 2 130 237
7 54 1 2 110 208
8 37 1 4 140 207
9 48 0 2 120 284

0 0 172 0 0.00 1
0 0 156 0 1.00 2
0 1 98 0 0.00 1
0 0 108 1 1.50 2
0 0 122 0 0.00 1
0 0 170 0 0.00 1
0 0 170 0 0.00 1
0 0 142 0 0.00 1
0 0 130 1 1.50 2
0 0 120 0 0.00 1

aMwusznau 5 megntoyalsaviaaniioniiale
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Actual

Predict

AMWUSENBU 4 A1519ABUTTUUNING

Usgansnmnisviuneveslunale lugunisa 10

_ (TP+TN)
Accuracy = (TP+FP+TN+FN) (10)
3. YURdUANLLUNIT

Tuuide el dgndoualsavaon
\&aalaa7n https://ieee-dataport.org/open-
access/heart-disease-dataset-comprehensive
Faduteyaiildsivsmdeyan 5 yateya
Tnedoyaiivanun 1,190 Menslaglaifidoya
gy (Missing Value) Usznaulumedet
Joyaauund (Lidulsavasndeniila) Srumu
561 9193 uazgUlelsavasmioniiladnuiu
629 51813 ?fqmu%’ﬂﬁ%LLUasﬁagaaamfﬁJu 2
du Taglddndau 70:30 Fefowar 70 vostoya
AnLdudiuou 833 deyaargnlddmiiiinaeuile
m3luuvestaya uazdeyanaaaudnuiu 357
Yoyafndudosar 30 vestoyatimua Tedaya
fuiuldfsnuguaniEiamn 12 aoandi
lnguanafiiagvestoyanininlsenay 5 ya
toyalsemasndenvinlafifisudeyainniian
iiednnUszasdlumsidouayitadelsavaoniden
w310 Tneadoyaiia 5 4a Sundeinndieluil

1. Cleveland Dataset: ¥adiayatiunain
Cleveland Clinic Foundation lneidudeyaleisu
Mnfiheiidhiumsnsiaiilsmeiuia Cleveland
Clinic Tut9d 1988-1991 gadayatiiidauy
fognaitavin 303 919M3

2. Hungarian Dataset: @m‘ﬁa%aﬁiwi’m
910 Institute of Cardiology, University of
Debrecen, Hungary Lﬁusﬁayjamﬁ%ﬁmﬂrﬁﬂ’m
Adrsunisesafilsmerualulseinaginag
yodayaiiiisrunuiedieiomn 294 19m3

3. Switzerland Dataset: ﬁﬂ%mﬂa‘ﬁl
11970 University Hospital Zurich Tuudsgine
anweiuaus duduteyanniiediiniy
mMsasafilsameuna ﬁm%@gaﬁﬁaﬁmauﬁaaéw
WA 123 918M13

4. Long Beach VA Dataset: qusﬁaga‘ﬁl
11310 Long Beach Veterans Administration
Medical Center Wuteyaaniheitriuns
asa9filsemeunaly 1fles Long Beach 7%y
California gpdayatifisiuiusaegtenun 200
59813

5. Statlog (Heart) Data Set: yavaya
Hlgsuanan Statlog Project Usznaulddne
Foyaaniirefiiriunisnsailsmenuia
Tudsemadangy gadayaifisiuiuiedis
favua 270 18013

Weosusiutoeyalsavaendoniiila
14 5 g0 vibilagedeyaniusenaulmenneaud

VAV
AovanUAnaselUl;

12 auaulhgedlsneasidenvoiudas

1. age: 1gve e (V)
2. sex: bWe (1 = 918, 0 = Q)

3. chest pain type: Useinnueiainig
Bunthen (1 = eansiiuntheniitintuannnis
SEJ’US?j, 2 = i SuntheniiAnt NS AuTY
ﬁ’ulm’%amﬁlﬁu%mﬁu, 3 = ®INSHHUNLNEN
Flaifinsindeulmn, 4 = onsSunieniising
waoul)
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4. resting bp s: AMudUlafnlug
A15VAEDYU (mm He)

5. cholesterol: S2AUABLAALNDIDA
Twdon (me/d)

6. fasting blood sugar: szfiuaaly
EondAuNeIUNR (1 = Aunaeiund, 0 = L
Wusnaeiung)

7. resting ecg: NAN15MTI9 ECG GR
Ioioiala (EL
0 = Unf, 1 = flanufinun@fl ST-T, 2 = flanu
AnUnA? ST-T wazauRnUn@ii Q)

ectrocardiogram)) Tugen1svngeu

8. max heart rate: 893 MMTAUVBINIA
gegnludnnsmagaey (ATwoui)

9. exercise angina: 213 uniinen
MAnTulugnmegou (1 = &, 0 = 1ud)

10. oldpeak: FAlanasos ST depression
Tupdulnifwes ECG MAntulugasnsnaaeu
(dlowutunisitnily) fmbedu mm @aduwns)
Tneenfiunniuenauansisnnusuussveslsaily

11. ST slope: ANAIATBIAT ST seg-
ment Tupdulnives ECG MAndulutians
aaeU (1 = a19TY, 2 = AIAEYY, 3 = ANNaY)

12. target: Wulsaviaanidoniilanse
131 (0=Un®, 1=1Julseviaanidianiiila)

mmﬁ]aﬁiﬁumwﬂwmuuu Google Colab
Tunsnaaednefitunoumsiiiunuged

1. nawmlgudeya azanilulagnis
finnsandoyarianuaia 12 auantfiiiowsn
ananRTeyadudoyaidewiney (Numeric
Data) Uazdayailiavaiany (Categorical Data)
fmﬂﬂ?uv‘hmmﬂaﬁ’fe;ﬂa@mamﬁ’&%wmwyj
wasdoyaliiduguuvuiiamnsaldiusanes

funsieusveadodls dummy variables ng
nsasumesulrddmiuudarAmuiay uay
suaailunedutitudu 1 mndeyaluwndy
nasfuAvavfinedutituny wasndu 0 wn
lainsa

2. anfiAvayanisnisfaienauaut
fmnzanlaglinsmenandusiug Aunuaug
wagnITIATIzenLeziady lnadenanauda
Jiuau 5 anaudivnliluiunuvesdoya

3. mMsuustoya Anfiunislagduuun
Toyasendugadmiunisiin (Training set) 70%
wazgndmiunsnaaeu (Test set) 30% N15HUS
ToyadnwaeinigliaunsoUssdusyavsnm
vodlumaldegndunans mszuvsloyadmsy
msinuteasdumalunsnsyinune uaglidoya
dmsumvasouiileUsziiulszansnmdstoya
yilagyimihdusunumestoyalmiilueali
weliuinneu vlinsussfiuseansnimees
Tuinafianuundedie

4. msa$sluiea WeoldnuauiAfiiy
MWuYeItayaInIsn1sAnienauau TRl
wiagIsuad inteyaidngnssuiun1sIun
shedanesfiusunsFoufueandos ldun LR,
ANN waz SYM Togld 4 wnasiua (Kernel) loun
Radial Basis Function (RBF), Linear, Polynomial
g Sigmoid

5. msiSeuiisulsedndnan lTunis
e TunmsveaesaziuSouiisulseansninnis
Funevedlueaiiinandanasiiufinardnsgy
Tngaislunaaindeyaind 4 wuu lawn Jaya
Fudu Foyatigndndonauautideisnisan
FUiTus AnnuAug LarIATIs kgL BITuEY
i iaue lunsinsandSeudisulssansam
ayldenanugndadunisviiune Inewandisng
ANHUNNTIBAININUTENDU 6
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4. nan1sAnwIkazanUsiena

lun1sdAndenaudnuuzaiensld
danesfiulunisfnenandnuuzdIu 2
Sanedity duteludl

N3ARERNANAN BUEMANaNELNUS
Ingldnnuduiusseninadeyaudaznadnune
iefiansanauduiudiy Jsaiilaazila
ogszning -1 e 1 Famnerduysaivesen
avduusiledings azanunsadniulein
AauTRTsansdauduitusfugaruiu o
\PRessNEazUsUBNTsfirnevase i ingl
anuduiusiulufianisle Inenansiasgsien
avduiusvestoyalsavasnidenivlauandunm
Usznou 7 nefnidonanudnuasiifiaduysol
yosravduiusiisiangandn 0.4 Sumneai
PaautRfidenmaaziauduiusiusi
Urunanstul Tnsasganudiiusynanmaud
Adulul vl fnnaudRftannsathlvidnuss
?:u 4 ﬂmﬁﬂwmﬂﬁuﬁ chest pain type, exercise
angina, oldpeak ag ST slope

N13ARLABNAMANYULMENITIATIEN
wonuezidadu Insuansalowuildlunsusuen
femuddyvesusiaauantRlugadoyaia 12
AuENTR lnunan1sinsgriauduiusuLang
AnmUsenau 8 laganlainuianadiaslunu

—_——
1 13 1
= @
ya—

/7 mesndundona
;!wa;aamﬁ;awﬂﬂ
T
wnsdonnida
wanawsj (Categorical
Data)

»

(poly) (rbf)

svM sVM svi
(sigr

- Linear Discriminant Analysis
- Information Gain

udioxn 70:30

]
i
1
|
1
1
1
|
|
1
1
1
|
1
|
|
1
1
1
1
1
1
\

!

AMNUTENAU 6 NTOULLIANIIUITY

AnuLUsUsiutasliaefannsaesuiglunis
wonAandlifinasiuusudmiuAfimnyay
Tumsmadenauauth feduluniidedednden
AnuanATilAloinugaiigadna ¢ auandR
wiglivinfusuuililudanduius 6w sT

slope, exercise angina, sex kay chest pain type

nsAnLaoNANANTURAIENITAILIN
Annuaug Tasuansanuanudiiteliiiy
Amdnlunsdnidenauauifmlugadoyads
amsznev 9 Annuenuslaidsinasiiuiuey

chest paintype -
resting bp s -
cholesterol -
asting blood sugar -

resting ecg -

resting bp s -
max heart rate -
oldpeak -

&
5
i

mMwusEnau 7 manduiiusvesteya

fasting blood sugar -

lsAvaanaaniila

Feature Importances

5 -
£

Mwusznau 8 AleinuveudazAuau TR
vostoyalsnvasniioniilame

2 6 kb &

Feature Importances
&

o o ©
S

°

2

°

.0

o
g

ST slope
exercise angina
chest pain type

tasting blood suga
oldpeak
restingecg | |
resting bps { |
cholesterol
max heart rate |

Feature Name
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Information Gain of Features

Information Gain

ST slope
chest pain type
oldpeak
exercise angina
cholesterol
max heart rate
age

se
resting bp s
fasting blood sugar
resting ecg

Feature Name.

AMNUSENBU 9 ANNUANUTVBILAaEAMEUUR
vostoyalsnvasniioniilame

lunsdndenitasidrmannuanudivinlusi
msidenauanth fuiulunuideiedadon
AnauTRFILIL 4 AuanTRlliviiA Uy
Pl luananduius Téuwd ST slope, chest pain
type, max heart rate Wy exercise angina

doldnansdadenamandfaine
ANFUNUSUAZNITIATIE ALY NS ITUEULA
azlaialunaiiieldlunisviunegvae
lsanaenidenialalaglddanesiumunsteu;
vounses Mun danesfiunsanaesladafind
danesiudwwesnnnwesiuyiu (agld 4 nesiua
lAuA RBF, Linear, Polynomial, Sigmoid) §in13
MUUAATNNSITNES gamma=0.1, C=1.0 iy

nlunaiiieliliAnauneudes uaydanedfiu
Tnsstreuszanniitesld Keras Tuner titolilel
Tnsshefivnzaufudeyauadlilasaesngn
Tunnlunaililassieuszaniiion Tagay
Wiguiflgurauszansamenuaugnaesly
nmehwedtelsanasnideniila Inguanisa
msvingveslmaiiteyannmaiianisdniden
AUSNYULAIENITIATIEAENLELLTILFY
Wisuiisutunslideyanmdnumsdai (lsif
NSARLEBN) LATNITARNLEDNANANYAEAIY
AENANTUSWALANNUAIINS HANTNARDIUARS
A9ANTS 2

N3 2 Iduhiitoyadaulias
fiflenaugnsies (Accuracy) geammeiidnmnes
VINABSHUYTUMILLABLUA Linear (SVM (linear))
Tneildanugniesiesay 85.99 ilethieya
fifadonananiRsemandusiug (Correlation)
Taslumadng SYM (RBF) vilviuseavsnm
quani Yevay 84.87 uaziilelfinaliansiinsgy
wonueziady (LDA) Tunsdnidenaaaudall
FANgnADIgeanTisenay 87.39 uaziilevhiioya
figndmidenaaiandilagAnuamg () luina
fiuszAnsnmgagail SYM (Linear) Tnefian

M1919 2 NAN1INANAB
Accuracy
Algorithm . . -
UaYanaLaY Correlation LDA IG
LR 84.87% 84.31% 87.11% 84.03%
SVM (linear) 85.99% 80.11% 84.03% 84.31%
SVM (poly) 82.35% 83.47% 86.83% 81.23%
SVM (rbf) 73.11% 84.87% 86.55% 82.63%
SVM (sigmoid) 56.86% 72.83% 86.83% 56.86%
ANN 83.75% 83.47% 87.39% 84.03%
i 77.82% 81.51% 86.46% 78.85%
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[T R R R B - O X
wa wigs v
Usnvensnnmidunihon nmsiumbonfifadumnmetud v
smwdunbeniidedluenmmensy il v

mmmesais STsegment Tunfulrifoos: ECG | madu ha

Submit

awusznau 10 TUsunsunluamsudseidiy
AnuEssnsdulsavasndoniile

¥ Wnmmsenuismstilemmoadomiila - O X
wa wige v
Usavensnmsifuntion nmsfumboniifadumnmeiué v

smwlumbentidedluenmmensy Lifl &

Arumageish ST segment Tusflifousi ECG [madu v
[ submit |

WAAWS
: Lisaandvaiilsanaanidoainla

AMNUSZNBU 11 WEASFIDEIANSIUNYYD
TUswnsuiiolifimnudsadulsarla

Anugndesiifesas 84.31 msldf LDA iiledaidon
AuaudRTmNzauidoToufisuiunslitoys
fudslunisadlunaasiuidiussansnmaty
wnunnlumagniiy SVM (Linear) WAf1Ma15640
fimangniesadeituisnsiifidedenniian
Sewsuiulinmaiasrsndeyadafuuazdoya
MnMsdndonauantRnNIEnITdug Jauans
Tt duisnsivilieaefinyseansam
msviune Wesen LA uiBmsdnidengauanti
fdudeulasfinnsanteyalufiflvalasfionsan
avsiteulaliun deyaassosiimmuususiumely
AaNaRgALAYALUUTUTILTEI ISR Egean
vhlvideyarigndmdenanansalilunisuenaana
sn9 senaNAusniign Ssluraizd Correlation
finnadnuaiddeutusenlnefiarsaniiiows
AAaUsUTIL uay 1G daidennudnuny
fansoutsnanavesdoyaldd Tasfiansan
910 Entropy uansReALANLUANANIYTE
nsrAeRmNINtuNITUENAAIA

¥ Wnmsmsenuismstilemmondomils - O %
e o v
Usavensnnsifuntinon nmsfumbanfifedunnmesududawtonedutuly v
omsfunboniidedidugummessy o %
avumevsisn STsegment uafilitbest ECG [ment v
[ submit |
Hadwg
: fenadsafulsanasaidasila

AMNUSZNBU 12 WEASEIBEINANSYINUNE
yaalusunsuiafinnudssdulsamila

doldlunailiszansnmiafian
Tunsyirunelsanasadeniilanasdalatily
Waundulusunsuilddmsuusedumnudes
msidulsavaendeniila uanmiinmadusunsy
faamuszneu 10 Fensldnulsunsugldou
dolidoya e Uszinvveanisiiuniiien
onsiiunthendiiniulugrmadey uazen
ALa1ATeIAl ST segment Tupdulniives
ECG iloldteyansudiundinadu Submit
TUsunsuazuammanIsiueaudeansdulse
wasmdontladininusznau 11 Tunsdld
Tyiflaades wazamdsznou 12 Tunsalfid
ALEE

5. aguma

awu%ﬁaﬁﬁwLaummﬁﬂmsﬁmﬁaﬂ@mauﬁa
yostoyasnemsieszinenuezidady oan
yundvesdoyaifiofinyszansamanuay
gneadlunsduundeyadiislsavaeniioniila
dlovhmsdnidenaudnunrvesteyaud axld
lzdeyavesnmantanlauidentlulfluns
afalumadnuunussandeyanieiiunisiseu;
youazes leun Sanesfiunsaennseladafing
danasnudnneInnnesuUYTU Wavdana3iiy
TnssngUssamidion JauSeudiouussansamn
angndadlunmsduunfumsldyndoyadai

! % £ a = (. ! = L =
safudanesiiuning1y saludauSeuiieu
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flunisdntdenAuanvazmensldaandunus
Hansvaaeansliivinsindenandnva
seFBnsThiausanusateifinUseansnmn
amnugndiaslnsganaadesinvemnlunad
Tlunsduwunussiamdeyaiielsavaeniien
sala uenaniailunailaluuszandldwam
Hulusunsuilddmivusziiiuandssnsdu
Tsavaenidesvilaiitelsildanulssunsiulena
Audsssionsiinlsavasmideniilavessutes
wazanansnvmaesnuldiogsiueit usidles
shedeyafeddlumsussiiunudsadudeya
Afosinsnnnfidergiadulusunsud
wingaululdlunsiisnnsesluaniuneuna

dwsuiuminsideluswianazyatiu
nsl¥undsdoyalsaialafinnainnainvany
uwnasiinvestoyaliiolfiuuszdnsainaiy
wiuguaranuundefiovesnisidy
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