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บทคัดย่อ: ผลไม้เป็นสินค้าเกษตรที่มีความสำ�คัญทางเศรษฐกิจชนิดหนึ่ง 
ของประเทศไทย ท้ังในด้านเป็นอาชีพหลักและสร้างรายได้ให้แก่เกษตรกร
จำ�นวนมาก งานวิจัยนี้จึงมีวัตถุประสงค์เพื่อพัฒนาและประเมินประสิทธิภาพ
ของแบบจำ�ลองการจำ�แนกประเภทรปูภาพผลไมส้ง่ออกของไทย โดยรวบรวม
ชุดข้อมูลรูปภาพเป็นจำ�นวนกว่า 710 รูป กระบวนการเรียนรู้แบบจำ�ลอง
ประกอบไปดว้ย 2 ขัน้ตอน ไดแ้ก ่การลดมติขิองขอ้มลูรปูภาพ และการเรยีนรู ้
แบบจำ�ลอง ในขั้นตอนของการลดมิติมีการทดลอง 2 รูปแบบ ได้แก่ การบี้
รปูภาพ และ การใชโ้ครงขา่ยประสาทเทยีม แบบจำ�ลองทีศ่กึษาในขัน้ตอนท่ี 2 
ประกอบไปดว้ยแบบจำ�ลองจำ�นวน 3 แบบจำ�ลอง ไดแ้ก ่แบบจำ�ลองเพือ่นบา้น
ที่ใกล้ที่สุด แบบจำ�ลองต้นไม้ตัดสินใจ และแบบจำ�ลอง การถดถอยโลจิสติกส์ 
ผลการวิจัยบนชุดข้อมูลที่ถูกรวบรวมพบว่า ประสิทธิภาพการจำ�แนกรูปภาพ
ผลไมส้ง่ออกของไทย โดยการใช้เทคนคิการลดมติด้ิวยโครงขา่ยประสาทเทยีม 
มีประสิทธิภาพสูงกว่าการลดมิติด้วยการบี้รูปภาพ และแบบจำ�ลองที่ 
สามารถจำ�แนกรูปภาพได้ดีที่สุด คือ แบบจำ�ลองการถดถอย โลจิสติกส์ ซึ่งให้
ค่าความถูกต้องและค่าความจำ�แนกสูงสุดอยู่ที่ร้อยละ 95.21 ค่าความแม่นยำ�
สงูสดุอยูท่ีร่อ้ยละ 95.50 คา่เอฟวนัสกอรส์งูสดุอยูท่ีร่อ้ยละ 95.16 โดยใช้ระยะ
เวลาในการเรียนรู้มากที่สุดอยู่ที่ 25.809 วินาที แต่มีระยะเวลาในการทำ�นาย
น้อยที่สุดอยู่ที่ 7.70 มิลลิวินาที

การเปรียบเทียบประสิทธิภาพของแบบจำ�ลองการจำ�แนกภาพผลไม้ส่งออกของไทย 
Comparison the Performance of Models for  

Classifying Thai Exported Fruit Images
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Abstract: Fruits are a major economic crop in 
Thailand, providing both primary employment  
and income for many farmers. This research  
aims to develop and evaluate the  
performance of a classification model for 
Thai export fruits. A dataset of over 710  
images of Thai export fruits was collected.  
The model learning process consists of two 
steps: dimensionality reduction of image data 
and model learning. In the dimensionality  
reduction step, two methods were experimented 
with: image squashing and convolutional neural 
network. The models studied in the second 
step consisted of three models: the nearest 
neighbor model, the decision tree model, and 
the logistic regression model. The research 
results on the collected dataset found that 
the image classification performance of Thai 
export fruits using dimensionality reduction 
techniques with convolutional neural networks 
is higher than that of image flattening, and 
the model that can best classify images is the 
logistic regression model, which achieves a 
maximum accuracy and recall of 95.21%, a 
precision at 95.50%, F1 score at 95.16%. It 
used the most training time of 25.809 seconds 
but only took 7.70 milliseconds for inference.

1. บทนำ� (Introduction)

	 ผลไม้ส่งออกของไทยมีความสำ�คัญอย่างยิ่ง
ตอ่เศรษฐกจิและภาพลกัษณข์องประเทศในตลาดโลก 
ด้วยความหลากหลายของผลไม้ที่มีรสชาติเฉพาะตัว
และคุณค่าทางโภชนาการสูง ทำ�ให้ไทยกลายเป็น 
หนึ่งในผู้ส่งออกผลไม้ชั้นนำ�ของโลก ไม่เพียงแต่เป็น
แหล่งรายได้หลักให้กับเกษตรกรและผู้ประกอบการ 
แตย่งัชว่ยสร้างช่ือเสยีงและเพิม่มลูคา่ใหก้บัผลไมไ้ทย

ในตลาดตา่งประเทศ ผลไมไ้ทยเปน็หนึง่ในสนิคา้เกษตร
ทีส่ำ�คญัของประเทศไทย โดยภาพรวมของการสง่ออก
ผลไม้ไทยในปี 2566 มีมูลค่าการส่งออกกว่า 2.37  
แสนล้านบาท เมื่อเปรียบเทียบกับภาพรวมของ 
การส่งออกผลไม้ไทยในปี 2565 มีมูลค่าการส่งออก
กว่า 2.14 แสนลา้นบาท แสดงว่าการสง่ออกผลไมไ้ทย
มมีลูค่าเพิม่ขึน้คดิเปน็รอ้ยละ 10 ของมลูคา่การสง่ออก
สนิค้าเกษตรกรรม ผลไมไ้ทยไดร้บัความนยิมอย่างมาก 
ในต่างประเทศ โดยเฉพาะอย่างยิ่งในตลาดเอเชีย 
และยโุรป ในป ี2566 ผลไมไ้ทยสง่ออกไปยงัประเทศ
จนี สหรฐัอเมรกิา ฮอ่งกง มาเลเซยี เกาหลีใต ้เวยีดนาม 
และญี่ปุ่น ผลไม้ไทยที่ส่งออกได้รับความนิยม ได้แก่ 
ทุเรียน มะพร้าวอ่อน มะม่วง มังคุด ลำ�ไย สับปะรด 
และมะละกอ (Office of Agricultural Economics, 
2023) ผลไม้ไทยที่ส่งออกไปตลาดต่างประเทศทำ�ให้
เกษตรกรมคีวามจำ�เปน็ในการเกบ็เกีย่วผลผลติทีต่อ้ง
อาศัยประสบการณห์รือใช้อปุกรณใ์นการคัดแยกผลไม้
เพื่อให้ได้ผลไม้ที่ได้คุณภาพตรงตามขนาดมาตรฐาน
การส่งออกให้ได้มากที่สุด หากผลไม้ท่ีคัดแยกออก
มาได้ตรงตามความต้องการแล้วจะทำ�ให้สามารถ 
เพิ่มรายได้ให้กับเกษตรกร (Klodpeng, 2023)  
การสง่ออกผลไมท้ีม่คีณุภาพและไดม้าตรฐานจะชว่ย 
เสริมสร้างความเช่ือมั่นและเปิดโอกาสทางการค้า 
ในระดับสากล นอกจากนี้การส่งออกผลไม้ยังเป็น 
การส่งเสริมวัฒนธรรมและความหลากหลายทาง
ชีวภาพของไทยให้โลกได้รับรู้ ซึ่งถือเป็นส่วนสำ�คัญ 
ในการสรา้งความยัง่ยนืทางเศรษฐกิจและส่ิงแวดล้อม
ในระยะยาว ผลไม้สง่ออกของไทยมคีวามหลากหลาย
ทั้งทางสายพันธ์ุ รสชาติ สี และกลิ่น อีกทั้งผลไม้ 
ส่งออกของไทยหลายชนิดยังเป็นผลไม้พื้นถิ่นซึ่งอาจ
ยังไม่เป็นที่รู้จักของผู้คนในต่างประเทศ นอกจากนี้
การตรวจสอบคุณภาพรวมถึงการดูแลรักษาผลไม้ 
ระหว่างการขนส่งอาจมีการจัดการที่แตกต่างกัน 
ตามชนิดของผลไม้ 

	 เทคโนโลยกีารวเิคราะหภ์าพและการเรยีนรู้
ของเครือ่ง (Machine Learning) เปน็วธิหีนึง่ที่ไดร้ับ
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ความนิยมในการนำ�มาประยุกต์ใช้งานในการจำ�แนก
สิ่งของจำ�นวนมากๆ เพื่อการตรวจสอบความถูกต้อง 
ความแม่นยำ� และความสะดวกรวดเรว็ในการจำ�แนก 
สิ่งของเหล่านั้น ปัจจุบันการจำ�แนกผลไม้ไทยที่ 
สง่ออกไปตลาดตา่งประเทศเกษตรหรือผู้ประกอบการ
ใช้ประสบการณ์ด้วยสายตาในการคัดแยกประเภท 
ผลไม้หรือใช้อุปกรณ์ในการคัดแยกประเภทของผล
ไม้ทำ�ใหม้คีวามผดิพลาดจากการคดัแยกประเภทของ 
ผลไม้ไม่ตรงตามต้องการ และใช้เวลานานในการคัด
แยกผลไม้ อกีทัง้หากใชอุ้ปกรณใ์นการคดัแยกประเภท 
ผลไม้ทำ�ใหม้ตีน้ทนุสงู ซึง่ในปจัจบัุนไดม้กีารนำ�เทคโนโลยี
ทีท่นัสมยัทีจ่ะชว่ยในการวเิคราะหภ์าพและการเรยีนรู ้
ของเครื่องได้อย่างถูกต้อง แม่นยำ�และใช้เวลาน้อย 
ในการจำ�แนกประเภท จากการทบทวนงานวจิยัพบวา่
มีการนำ�เทคโนโลยีทีท่นัสมยัมาใชแ้ตง่านวจิยัเหลา่นัน้
จะเนน้เปน็การจำ�แนกผลไมห้รอืขอ้มลูเพยีงหนึง่ชนดิ  
ดังงานวิจัยของ Kummong (2021) ได้นำ�เสนอ 
การตรวจจับมังคุดด้วยเทคนิคการเรียนรู้เชิงลึก 
โครงข่ายประสาทคอนโวลูชั่นแนลเปรียบเทียบกับ
แบบจำ�ลองฟาสเตอร์อารซี์เอ็นเอน็ เพือ่ตรวจจบัภาพ
มังคุดในการจำ�แนกมังคุดแก่หรือสุก การประเมิน
ประสทิธภิาพของแบบจำ�ลอง ฟาสเตอรอ์ารซ์เีอน็เอน็  
สามารถจำ�แนกมังคุดแก่หรือสุกได้ค่าร้อยละของ
ค่าความถูกต้องและค่าความเที่ยงสูงกว่าโครงข่าย
ประสาทคอนโวลูชั่นแนล งานวิจัยของ Suksukont 
et al. (2022) ได้นำ�เสนอการวิเคราะห์การสุกของ
ผลไม้โดยใช้หลักการประมวลผลภาพที่สามารถแยก
สีของผลไม้สุกตามระยะเวลาจริง ทำ�ให้สามารถนับ
จำ�นวนของผลไม้ได้อย่างถูกต้องและผู้ใช้งานระบบ 
มีความพึงพอใจมากที่สุด และงานวิจัยของ Utanon 
et al. (2020) ได้นำ�เสนอการจำ�แนกผลไม้โดยใช้
เทคนคิ การประมวลผลภาพและการจำ�แนกดว้ยฐาน
กฎจำ�แนกความเกีย่วพันของลกัษณะสกีบัคณุภาพดา้น
ลกัษณะเนือ้มคีวามแมน่ยำ�สงูกวา่การจำ�แนกดว้ยฐาน
กฎจำ�แนกความเกี่ยวพันของลักษณะสีกับคุณภาพ 
ด้านรสชาติ จากการทบทวนงานวิจัยที่เก่ียวข้องกับ

การจำ�แนกผลไม้ส่งออกของไทยจากจำ�นวนผลไม้
หลากหลายชนดิยงัไมม่งีานวจิยัทีม่กีารนำ�เทคโนโลยี
ที่ทันสมัยมาใช้เพื่อจำ�แนกประเภทรูปภาพผลไม้ 
ส่งออกของไทยแบบอัตโนมัติ 

	 ดังน้ัน จากท่ีกล่าวมาข้างต้นคณะผู้วิจัยจึง
มีความสนใจที่จะนำ�เสนอแนวทางการใช้เทคโนโลย ี
ที่ทันสมัยเพ่ือพัฒนาระบบจำ�แนกประเภทรูปภาพ 
ผลไม้ส่งออกของไทยแบบอัตโนมัติโดยใช้เทคโนโลยี
การวเิคราะหภ์าพและการเรยีนรูข้องเครือ่ง งานวจิยั
นีม้วีตัถปุระสงคเ์พือ่พฒันาและประเมนิประสทิธภิาพ
ของแบบจำ�ลองการจำ�แนกประเภทรูปภาพผลไม้ 
ส่งออกของไทย งานวิจัยนี้ช่วยให้เกษตรกรหรือ 
ผูป้ระกอบการหรอืผูบ้รโิภคสามารถวเิคราะหจ์ำ�แนก
ประเภทของผลไม้ไดอ้ยา่งถูกตอ้ง แม่นยำ� และรวดเร็ว 
ลดขั้นตอนการคัดแยกประเภทและลดปัญหาการ
ระบุประเภทการส่งออกผลไม้ไทยให้มีคุณภาพและ 
น่าเชื่อถือในตลาดโลก การใช้เทคโนโลยีประมวลผล 
ภาพสมัยใหม่ในการจำ�แนกผลไม้ไทยยังสามารถ 
ลดต้นทุนและจะช่วยเพิ่มศักยภาพของผลไม้ไทย 
ในการส่งออกไปยังตลาดโลกได้ สามารถตอบสนอง
ความชอบของผู้บริโภค และช่วยให้สามารถควบคุม
คุณภาพของผลไม้ได้ตลอดห่วงโซ่อุปทาน

2. งานวิจัยที่เกี่ยวข้อง (Related Work)

	 ทีมผู้วิจัยได้ทำ�การศึกษาทบทวนงานวิจัย 
ทีเ่กีย่วขอ้งเกีย่วกบัแบบจำ�ลองทีน่ำ�มาใชก้ารคดัแยก
ผลไม ้เทคนคิ การจำ�แนกประเภทขอ้มลูทีป่ระยกุต์ใช้
กบัการจำ�แนกผลไมห้รอืจำ�แนกขอ้มลูอ่ืนๆ ทีต่อ้งการ
จำ�แนกประเภทขอ้มลู การประเมนิประสทิธภิาพของ
แบบจำ�ลองจากการประยุกต์ใช้เทคนิคต่างๆ โดยม ี
รายละเอียดของงานวิจัยที่เกี่ยวข้องดังนี้

	 Chotichatmala & Wiwatwattana (2021) 
ได้นำ�เสนอ แบบจำ�ลองการคัดแยกผลไมแ้บบหนึง่ชนดิ
ด้วยการเรียนรู้ของเครื่องเพ่ือตรวจจับรูปแอปเปิล  
เพื่อสร้างแบบจำ�ลองการคัดแยกผลไม้แบบหนึ่งชนิด
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ด้วยการเรียนรู้ของเครื่องเพื่อตรวจจับรูปแอปเปิล  
โดยใชเ้ทคนคิการตรวจสิง่ผดิปกติ (Novelty Detection)  
คือ เทคนิคที่เรามีชุดข้อมูลปกติ (Training Data)  
ซึง่คอืรปูแอปเปลิเพยีงชนดิเดียวทัง้หมดและต้องการ
ตรวจจับข้อมูลใหม่หรือข้อมูลผิดปกติในชุดข้อมูล
ทดสอบ (Test Data) ที่อยู่นอกเหนือจากชุดข้อมูล
ปกติซึ่งก็คือการทำ�นายว่าข้อมูลใหม่นั้นเป็นหรือไม่ 
โดยในงานวิจัยการคัดแยกผลไม้สร้างจากเทคนิค
การตรวจสิ่งผิดปกติ (Novelty Detection) โดย
ใช้ แบบจำ�ลองการจำ�แนกข้อมูลด้วยเครื่องเวกเตอร์
ค้ำ�ยันประเภทเดียว (One-Class Support Vector 
Machine) และแบบจำ�ลองตน้ไม ้(Isolation Forest) 
ซ่ึงทัง้ 2 แบบจำ�ลองเปน็เทคนคิสำ�หรบัการสรา้งแบบ
จำ�ลองแบบไม่มีผู้สอน (Unsupervised Learning) 
ซึ่งสามารถนำ�แบบจำ�ลองท่ีได้ไปประยุกต์ใช้กับ 
การคัดแยกผลไม้แอปเปิลได้ต่อไป

	 Kummong (2021) ไดน้ำ�เสนอ การตรวจจบั
มังคุดที่อยู่บนต้นที่ได้จากภาพด้วยเทคนิคการเรียนรู้
เชงิลกึโครงขา่ยประสาทคอนโวลชูัน่แนล เปรียบเทยีบ
กับฟาสเตอร์อาร์ซีเอ็นเอ็น โดยมีขั้นตอนการวิจัย 3  
ขั้นตอน คือ 1) การเตรียมภาพ 2) การฝึกสอนการ
เรียนรู้เชิงลึกตรวจจับมังคุดแก่หรือสุก และ 3) การ
ทดสอบตรวจจบัมังคดุแก่หรือสุก ประเมนิประสทิธิภาพ
โมเดลด้วยคอนฟิวชันเมทริกซ์ ผลการทดลอง พบว่า 
แบบจำ�ลองโครงขา่ยประสาทคอนโวลชูัน่แนลสามารถ
จำ�แนกมังคุดแก่หรือสุกได้ค่าความถูกต้องร้อยละ 
50.62 ค่าความเท่ียงร้อยละ 26.42	 ค่าความครบ
ถ้วนร้อยละ 93.33 และเอฟวันสกอร์ร้อยละ 41.16 
แบบจำ�ลองฟาสเตอร์อาร์ซีเอ็นเอ็นสามารถจำ�แนก
มังคุดแก่หรือสุก ได้ค่าความถูกต้องร้อยละ 90.22  
ค่าความเที่ยง ร้อยละ 63.16 ค่าความครบถ้วน 
ร้อยละ 48.98 และค่าเอฟวันสกอร์ร้อยละ 55.17

	 Pakamwang, Khoomsab, & Srimuang 
(2020) ได้นำ�เสนอ การเปรียบเทียบแบบจําลอง
จําแนกประเภทเพื่อการพัฒนาการท่องเที่ยวอำ�เภอ

เขาค้อ จังหวัดเพชรบูรณ์ด้วยเทคนิคเหมืองข้อมูล 
เพื่อเปรียบเทียบแบบจําลองจําแนกประเภทเพื่อใช้
พฒันา การทอ่งเทีย่ว อำ�เภอเขาคอ้ จงัหวัดเพชรบรูณ์
ด้วยเทคนิคเหมืองข้อมูล การสร้างแบบจําลองการ
วิจัยนี้ใช้เทคนิคการจําแนกประเภทข้อมูล จำ�นวน 7 
วิธี ได้แก่ 1) Bayes Network Classifier 2) Naive 
Bayes 3) Multi-Layer Perceptron 4) Logistic 
Regression 5) Sequential Minimal Optimization 
6) Decision Tree และ 7) Random Forest ด้วย
โปรแกรม RapidMiner Studio เพื่อทดสอบความ
แม่นยําของโมเดลจากความคิดเห็นของนักท่องเที่ยว 
ต่อการพัฒนาแหล่งท่องเที่ยวอำ�เภอเขาค้อ จังหวัด
เพชรบูรณ์ การประเมินประสิทธิภาพของโมเดลด้วย 
วิธีการตรวจสอบไขว้ (k-Fold Cross Validation) 
โดยกำ�หนด k=10 ผลเปรยีบเทยีบประสทิธภิาพแบบ
จาํลอง พบวา่แบบจําลองทีม่คีา่ความถกูตอ้งมากทีส่ดุ 
คือ แบบจําลองต้นไม้ตัดสินใจ (Decision Tree) ซึ่ง
มคีา่เทา่กบั 94.57 โดยผลจากการวจิยัสามารถนาํไป
ใชใ้นการพฒันาแบบจาํลองทางสารสนเทศเพ่ือทาํนาย
การพัฒนาการท่องเที่ยวของอำ�เภอเขาค้อ จังหวัด
เพชรบูรณ์ต่อไป

	 Sereepong & Wiwatwattana (2021) 
ไดน้ำ�เสนอการจำ�แนกคณุภาพของเมลด็กาแฟโดยใช้
โครงข่ายประสาทเทียมคอนโวลูชั่นโดยเปรียบเทียบ 
กับแบบจำ�ลองการเรียนรู้ของเครื่องแบบดั้งเดิม  
เพื่อจำ�แนกคุณภาพของเมล็ดกาแฟที่มีข้อบกพร่อง 
ทั้ง 5 ชนิดได้แก่ เมล็ดดำ� เมล็ดขึ้นรา ชิ้นเมล็ดแตก 
เมล็ดไม่สมบูรณ์ และเมล็ดถูกแมลงทำ�ลาย ออกจาก
เมลด็กาแฟแบบปกต ิโดยไดใ้ชข้อ้มลูรปูภาพเมลด็กาแฟ
มาจากงานวจิยัเรือ่ง การสกดัและคดัเลอืกคณุลกัษณะ
ของเมล็ดกาแฟเพื่อจำ�แนกประเภทตามคุณภาพ 
ด้วยการประมวลผลภาพถ่าย มาสร้างแบบจำ�ลอง
ต่างๆ ได้แก่ ResNet50, ResNet101, ResNet50 
โดยใช้เทคนิคการเพิ่มข้อมูลรูปภาพ, ResNet101  
โดยใชเ้ทคนคิการเพิม่ขอ้มูลรปูภาพ และ SGDClassifier  
โดยใชเ้ทคนคิการเพิม่ขอ้มลูรูปภาพ ซึง่จากการวดัผล
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ด้วยชุดข้อมูลทดสอบได้ค่าความถูกต้องอยู่ที่ 0.74, 
0.75, 0.77, 0.74 และ 0.61 ตามลำ�ดับ ซึ่งแสดงเห็น
ไดช้ดัวา่แบบจำ�ลองทีใ่ชส้ถาปตัยกรรมแบบ ResNet 
ให้ผลลัพธ์ที่ดีกว่า SGDClassifier และเทคนิคการ
เพิม่ขอ้มลูรปูภาพสามารถเพิม่ประสทิธภิาพของแบบ
จำ�ลองให้ดีขึ้นได้

3. วิธีการ (Method)

	 การวจิยันีมุ้ง่ศึกษาประเดน็การใชเ้ทคนคิการ
จำ�แนกและวเิคราะหภ์าพของผลไมส้ง่ออกของไทยเพือ่
ตรวจสอบประเภทของผลไม ้โดยมวีธิดีำ�เนินการวจัิย
แบ่งออกเป็น 4 ขั้นตอน ได้แก่ การรวบรวมชุดข้อมูล 
การเตรียมข้อมูล (การลดมิติ) การเรียนรู้แบบจำ�ลอง 
และการวัดประสิทธิภาพแบบจำ�ลอง โดยระหว่าง 
ขัน้ตอนการเรยีนรูแ้ละวดัประสิทธภิาพแบบจำ�ลองจะ
ใช ้5-fold Cross Validation เพือ่ความนา่เชือ่ถอืของ

ผลด้วยการแสดงค่าเฉลี่ยและค่าเบ่ียงเบนมาตรฐาน 
แสดงดังภาพประกอบ 1

3.1 ชุดข้อมูลรูปภาพผลไม้ส่งออก
ของไทย

3.1.1 การรวบรวมชุดข้อมูล

	 ในงานวจัิยครัง้นีผู้วิ้จยัไดร้วบรวมข้อมลูผลไม้
สง่ออกของไทยในชว่งเวลาระหวา่งป ีพ.ศ. 2564-2565 
จาก การสบืค้นรปูภาพผา่นเครือข่ายอนิเทอรเ์นต็ผา่น
เว็บไซต์ Google โดยใช้ชื่อผลไม้ส่งออกไทยเป็นคำ�
คน้หาซึง่ประกอบด้วยผลไมท้ั้งหมด 12 ประเภท ได้แก ่
แอปเปิ้ล สับปะรด ส้ม ลิ้นจี่ ลำ�ไย มังคุด มะละกอ 
มะม่วง มะพร้าว ฝรั่ง ทุเรียน และ กล้วย รูปภาพ
ของผลไมแ้ตล่ะชนดิทีถ่กูรวบรวมมาแลว้จะถกูยนืยนั 
ความถูกต้องทั้งหมดอีกคร้ังโดยสมาชิกในทีมวิจัย 

4 

 

Validation) โดยกําหนด k=10 ผลเปรียบเทียบประสิทธิภาพแบบจําลอง พบวาแบบจําลองที่มีคาความถูกตองมากที่สุด คือ 
แบบจําลองตนไมตัดสินใจ (Decision Tree) ซึ่งมคีาเทากับ 94.57 โดยผลจากการวิจัยสามารถนําไปใชในการพัฒนาแบบจําลอง
ทางสารสนเทศเพื่อทํานายการพัฒนาการทองเที่ยวของอําเภอเขาคอ จังหวัดเพชรบูรณตอไป 
 Sereepong & Wiwatwattana (2021) ไดนําเสนอการจําแนกคุณภาพของเมล็ดกาแฟโดยใชโครงขายประสาทเทียม
คอนโวลูช่ันโดยเปรียบเทียบกับแบบจําลองการเรียนรูของเครื่องแบบด้ังเดิม เพื่อจําแนกคุณภาพของเมล็ดกาแฟที่มีขอบกพรอง
ทั้ง 5 ชนิดไดแก เมล็ดดํา เมล็ดขึ้นรา ช้ินเมล็ดแตก เมล็ดไมสมบูรณ และเมล็ดถูกแมลงทําลาย ออกจากเมล็ดกาแฟแบบปกติ 
โดยไดใชขอมูลรูปภาพเมล็ดกาแฟมาจากงานวิจัยเรื่อง การสกัดและคัดเลือกคุณลักษณะของเมล็ดกาแฟเพื่อจําแนกประเภท
ตามคุณภาพดวยการประมวลผลภาพถาย มาสรางแบบจําลองตาง ๆ ไดแก ResNet50, ResNet101, ResNet50 โดยใชเทคนิค
การเพิ่มขอมูลรูปภาพ, ResNet101 โดยใชเทคนิคการเพิ่มขอมูลรูปภาพ และ SGDClassifier โดยใชเทคนิคการเพิ่มขอมูล
รูปภาพ ซึ่งจากการวัดผลดวยชุดขอมูลทดสอบไดคาความถูกตองอยูที่ 0.74, 0.75, 0.77, 0.74 และ 0.61 ตามลําดับ ซึ่งแสดง
เห็นไดชัดวาแบบจําลองที่ใชสถาปตยกรรมแบบ ResNet ใหผลลัพธที่ดีกวา SGDClassifier และเทคนิคการเพิ่มขอมูลรูปภาพ
สามารถเพิ่มประสิทธิภาพของแบบจําลองใหดีขึ้นได 

3. วิธีการ (Method) 
 การวิจัยนี้มุงศึกษาประเด็นการใชเทคนิคการจําแนกและวิเคราะหภาพของผลไมสงออกของไทยเพื่อตรวจสอบ
ประเภทของผลไม โดยมีวิธีดําเนินการวิจัยแบงออกเปน 4 ขั้นตอน ไดแก การรวบรวมชุดขอมูล การเตรียมขอมูล (การลดมิติ) 
การเรียนรูแบบจําลอง และการวัดประสิทธิภาพแบบจําลอง โดยระหวางขั้นตอนการเรียนรูและวัดประสิทธิภาพแบบจําลองจะใช 
5-fold Cross Validation เพื่อความนาเช่ือถือของผลดวยการแสดงคาเฉลี่ยและคาเบ่ียงเบนมาตรฐาน แสดงดังภาพประกอบ 1 
 

 
ภาพประกอบ 1 ภาพรวมของระบบเปรียบเทียบประสิทธิภาพแบบจําลองจําแนกประเภทผลไมสงออกไทย 

3.1 ชุดขอมูลรูปภาพผลไมสงออกของไทย 

 3.1.1 การรวบรวมชุดขอมูล 
 ในงานวิจัยครั้งนี้ผูวิจัยไดรวบรวมขอมูลผลไมสงออกของไทยในชวงเวลาระหวางป พ.ศ. 2564-2565 จาก 
การสืบคนรูปภาพผานเครือขายอินเทอรเน็ตผานเว็บไซต Google โดยใชช่ือผลไมสงออกไทยเปนคําคนหาซึ่งประกอบดวย
ผลไมทั้งหมด 12 ประเภท ไดแก แอปเปล สับปะรด สม ลิ้นจี่ ลําไย มังคุด มะละกอ มะมวง มะพราว ฝรั่ง ทุเรียน และ กลวย 
รูปภาพของผลไมแตละชนิดที่ถูกรวบรวมมาแลวจะถูกยืนยันความถูกตองทั้งหมดอีกครั้งโดยสมาชิกในทีมวิจัย ชุดขอมูลสุดทาย
มีจํานวนรูปภาพทั้งหมด 710 รูป ตัวอยางของรูปภาพผลไมถูกแสดงดังภาพประกอบ 2  
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ภาพประกอบ 2  ประเภทของผลไมสงออกของไทย 12 ประเภท 

 
 
 3.1.2 การเตรียมขอมูล 
 ในงานวิจัยครั้งนี้ผูวิจัยไดรวบรวมขอมูลรูปภาพผลไมสงออกของไทยโดยแบงออกเปน 12 ประเภทและมี
จํานวนรวมทั้งสิ้น 710 รูป รูปภาพตั้งตนทั้งหมดที่ไดถูกรวบรวมนั้นมักมีขนาดและอัตราสวนที่แตกตางกัน เพื่อความสะดวกใน
การเรียนรูแบบจําลอง ภาพเหลานี้จึงถูกปรับใหมีรูปทรงสี่เหลี่ยมจัตุรัสโดยทําการตัดดานที่ยาวกวาของรูปภาพออกและปรับ
รูปภาพใหเปนขนาดเดียวกันที่ขนาด 224 x 224 พิกเซล นอกจากนี้รูปภาพผลไมแตละชนิดยังถูกรวบรวมมาโดยพยายามใหมี
อัตราสวนของรูปภาพผลไมในแตละชนิดที่ใกลเคียงกันมากที่สุดเพื่อลดอคติตอการทํานายของแบบจําลอง อัตราสวนชุดขอมูล
รูปภาพในแตละชนิดแสดงดังภาพประกอบ 3  
 

 
ภาพประกอบ 3  แผนภาพวงกลมแสดงอัตราสวนของรูปภาพผลไมในแตละชนิด 

3.2 ภาพรวมของระบบ 

 การพัฒนาแบบจําลองเพื่อจําแนกภาพเปนกระบวนการที่ใชเวลาและทรัพยากรสําหรับการประมวลผลเปนจํานวน
มากเนื่องจากขอมูลรูปภาพมักมีความซับซอนและมีขนาดใหญเมื่อเปรียบเทียบกับขอมูลในรูปแบบอื่น ทีมวิจัยจึงนําเสนอ
แนวทางในการปรับปรุงและเรงความเร็วในกระบวนการเรียนรูและการเปรียบเทียบประสิทธิภาพแบบจําลองจําแนกประเภท

ภาพประกอบ 1 ภาพรวมของระบบเปรียบเทียบประสิทธิภาพแบบจำ�ลองจำ�แนกประเภทผลไม้ส่งออกไทย

ภาพประกอบ 2 ประเภทของผลไม้ส่งออกของไทย 12 ประเภท
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ชุดข้อมูลสุดท้ายมีจำ�นวนรูปภาพท้ังหมด 710 รูป 
ตวัอยา่งของรปูภาพผลไมถ้กูแสดงดงัภาพประกอบ 2 

3.1.2 การเตรียมข้อมูล

	 ในงานวิจัยคร้ังนี้ผู้วิจัยได้รวบรวมข้อมูล
รูปภาพผลไม้ส่งออกของไทยโดยแบ่งออกเป็น 12 
ประเภทและมีจำ�นวนรวมทั้งสิ้น 710 รูป รูปภาพตั้ง
ตน้ทัง้หมดทีไ่ดถ้กูรวบรวมนัน้มกัมขีนาดและอตัราสว่น
ท่ีแตกต่างกัน เพื่อความสะดวกในการเรียนรู้แบบ
จำ�ลอง ภาพเหล่านี้จึงถูกปรับให้มีรูปทรงสี่เหลี่ยม
จัตุรัสโดยทำ�การตัดด้านที่ยาวกว่าของรูปภาพออก
และปรับรูปภาพให้เป็นขนาดเดียวกันที่ขนาด 224 
x 224 พิกเซล นอกจากนี้รูปภาพผลไม้แต่ละชนิดยัง
ถกูรวบรวมมาโดยพยายามใหม้อีตัราสว่นของรปูภาพ
ผลไมใ้นแตล่ะชนดิทีใ่กลเ้คยีงกนัมากทีส่ดุเพือ่ลดอคติ
ต่อการทำ�นายของแบบจำ�ลอง อัตราส่วนชุดข้อมูล
รูปภาพในแต่ละชนิดแสดงดังภาพประกอบ 3 

3.2 ภาพรวมของระบบ

	 การพฒันาแบบจำ�ลองเพือ่จำ�แนกภาพเป็นก
ระบวนการท่ีใชเ้วลาและทรพัยากรสำ�หรบัการประมวล
ผลเป็นจำ�นวนมากเนื่องจากข้อมูลรูปภาพมักมีความ
ซบัซอ้นและมขีนาดใหญ่เมือ่เปรยีบเทียบกับข้อมลูใน
รปูแบบอืน่ ทมีวจิยัจงึนำ�เสนอแนวทางในการปรบัปรงุ
และเรง่ความเรว็ในกระบวนการเรยีนรูแ้ละการเปรยีบ
เทยีบประสทิธภิาพแบบจำ�ลองจำ�แนกประเภทรปูภาพ
ผลไม้ส่งออกของไทยโดยแบ่งขั้นตอนของระบบออก
เป็น 2 ขั้นตอน ได้แก่ การลดมิติของข้อมูลรูปภาพ 
และ การเรียนรู้แบบจำ�ลอง ดังภาพประกอบ 4

3.2.1 การลดมิติของข้อมูลรูปภาพ

	 การลดมิติของข้อมูลรูปภาพเป็นการทำ�ให้
รูปภาพซึ่งมีขนาดหลายมิติกลายเป็นข้อมูลมิติเดียว 
โดยมวีตัถปุระสงค์เพ่ือลดจำ�นวนคุณสมบัตทิีไ่มจ่ำ�เป็น
หรือทับซ้อนกัน ซ่ึงไม่เพียงแต่ช่วยลดปริมาณของ

6 

 

รูปภาพผลไมสงออกของไทยโดยแบงขั้นตอนของระบบออกเปน 2 ขั้นตอน ไดแก การลดมิติของขอมูลรูปภาพ และ การเรียนรู
แบบจําลอง ดังภาพประกอบ 4 
 

 
ภาพประกอบ 4  ภาพรวมของระบบ 

 
 3.2.1 การลดมิติของขอมูลรูปภาพ 
 การลดมิติของขอมูลรูปภาพเปนการทําใหรูปภาพซึ่งมีขนาดหลายมิติกลายเปนขอมูลมิติเดียว โดยมี
วัตถุประสงคเพื่อลดจํานวนคุณสมบัติที่ไมจําเปนหรือทับซอนกัน ซึ่งไมเพียงแตชวยลดปริมาณของขอมูลที่ใชในการคํานวณและ
เรียนรูแบบจําลอง แตยังสงผลใหแบบจําลองสามารถเนนไปที่คุณสมบัติสําคัญที่มีอิทธิพลตอการจําแนกประเภท ทําให
กระบวนการเรียนรูเปนไปอยางรวดเร็ว รวมถึงเพิ่มประสิทธิภาพในการทํานายของแบบจําลองในลําดับถัดไปอีกดวย ในขั้นตอน
นี้มีการทดสอบรูปแบบการลดมิติจํานวน 2 รูปแบบ ไดแก การบ้ีรูปภาพ และ การใชโครงขายประสาทเทียม 
 3.2.1.1 การบี้รูปภาพ เปนการทําใหขนาดของรูปภาพซึ่งปกติมีรูปแบบ 3 มิติ (กวาง x ยาว x สี) ไปเปน
ขอมูลมิติเดียวดวยการจัดเรียงขอมูลของรูปภาพใหมใหตอกันเปนสายยาวในรูปแบบ 1 มิต ิตัวอยางเชน รูปภาพตั้งตนที่มีขนาด 
224 x 224 x 3 จะถูกบ้ีใหกลายเปนขอมูลขนาด 1 มิติ ที่มีขนาด เทากับ 224 x 224 x 3 = 150528 ตัวอยางการลดมิติของภาพ
ดวยการบ้ีรูปภาพแสดงดังภาพประกอบ 5 
 

 
ภาพประกอบ 5  การลดมิติของภาพโดยการบ้ีรูปภาพ 

 
 3.2.1.2 โครงขายประสาทเทียม (Artificial Neural Network) เปนการสรางแบบจําลองดวยระบบ
คอมพิวเตอรที่เลียนแบบรูปแบบและวิธีการทํางานของสมองมนุษยเพื่อทําใหคอมพิวเตอรสามารถจดจําและแกปญหาตาง ๆ ได 
การเรียนรูของโครงขายประสาทเทียมอาศัยวิธี Back Propagation Algorithm ในการปรับปรุงโครงสรางของแบบจําลองเพื่อให
สามารถแกปญหาไดดีขึ้นเรื่อย ๆ ในปจจุบันลักษณะโครงสรางของแบบจําลองโครงขายประสาทเทียมมีรูปแบบและวิธีการ
เรียนรูที่หลากหลาย มีการพัฒนาความสามารถในการแกปญหาตางๆ โดยเฉพาะอยางยิ่งในดานการประมวลผลภาพใหสามารถ
แกปญหาไดดีจนมีขีดความสามารถทัดเทียมกับมนุษย งานวิจัยช้ินนี้ไดปรับใชแบบจําลอง ResNet50 (He  et al., 2016) ซึ่ง
เปนโครงขายประสาทเทียมที่มีประสิทธิภาพสูงในการจําแนกประเภท และ ตรวจจับวัตถ ุโดยอาศัยเทคนิค Identity Mappings 
ชวยใหแบบจําลองสามารถเรียนรูคุณสมบัติที่ซับซอนของรูปภาพใหดีขึ้นไดโดยการเพิ่มจํานวนช้ันใหมากขึ้น แบบจําลองนี้มัก
ใชเปนแบบจําลองพื้นฐานสําหรับงานวิจัยที่เก่ียวของกับการประมวลผลภาพเนื่องจากแบบจําลองไดเรียนรูการจําแนกรูปภาพ 
1,000 ประเภทจากฐานขอมูลขนาดใหญ ImageNet (Deng et al., 2009) มาแลว สงผลใหแบบจําลองสามารถสกัดคุณลักษณะ
พิเศษของรูปภาพไดดีเม่ือนําไปปรับใชกับชุดขอมูลรูปภาพขนาดเล็ก ในงานวิจัยนี้แบบจําลอง ResNet50 ถูกนําไปใชเพื่อลด
มิติขอมูลรูปภาพผลไมสงออกของไทย โดยยอขนาดขอมูลรูปภาพจาก 224 x 224 x 3 พิกเซล ไปเปนขอมูล 1 มิติ ขนาด 2048 
โดยยังคงรักษาคุณสมบัตสิําคัญของขอมูลรูปภาพไวได ดังภาพประกอบ 6 
 

ภาพประกอบ 4 ภาพรวมของระบบ

5 

 

 
ภาพประกอบ 2  ประเภทของผลไมสงออกของไทย 12 ประเภท 

 
 
 3.1.2 การเตรียมขอมูล 
 ในงานวิจัยครั้งนี้ผูวิจัยไดรวบรวมขอมูลรูปภาพผลไมสงออกของไทยโดยแบงออกเปน 12 ประเภทและมี
จํานวนรวมทั้งสิ้น 710 รูป รูปภาพตั้งตนทั้งหมดที่ไดถูกรวบรวมนั้นมักมีขนาดและอัตราสวนที่แตกตางกัน เพื่อความสะดวกใน
การเรียนรูแบบจําลอง ภาพเหลานี้จึงถูกปรับใหมีรูปทรงสี่เหลี่ยมจัตุรัสโดยทําการตัดดานที่ยาวกวาของรูปภาพออกและปรับ
รูปภาพใหเปนขนาดเดียวกันที่ขนาด 224 x 224 พิกเซล นอกจากนี้รูปภาพผลไมแตละชนิดยังถูกรวบรวมมาโดยพยายามใหมี
อัตราสวนของรูปภาพผลไมในแตละชนิดที่ใกลเคียงกันมากที่สุดเพื่อลดอคติตอการทํานายของแบบจําลอง อัตราสวนชุดขอมูล
รูปภาพในแตละชนิดแสดงดังภาพประกอบ 3  
 

 
ภาพประกอบ 3  แผนภาพวงกลมแสดงอัตราสวนของรูปภาพผลไมในแตละชนิด 

3.2 ภาพรวมของระบบ 

 การพัฒนาแบบจําลองเพื่อจําแนกภาพเปนกระบวนการที่ใชเวลาและทรัพยากรสําหรับการประมวลผลเปนจํานวน
มากเนื่องจากขอมูลรูปภาพมักมีความซับซอนและมีขนาดใหญเมื่อเปรียบเทียบกับขอมูลในรูปแบบอื่น ทีมวิจัยจึงนําเสนอ
แนวทางในการปรับปรุงและเรงความเร็วในกระบวนการเรียนรูและการเปรียบเทียบประสิทธิภาพแบบจําลองจําแนกประเภท

ภาพประกอบ 3 แผนภาพวงกลมแสดงอัตราส่วนของรูปภาพผลไม้ในแต่ละชนิด
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ขอ้มูลทีใ่ชใ้นการคำ�นวณและเรยีนรู้แบบจำ�ลอง แต่ยัง
สง่ผลใหแ้บบจำ�ลองสามารถเนน้ไปทีค่ณุสมบติัสำ�คญั
ทีม่อีทิธพิลตอ่การจำ�แนกประเภท ทำ�ใหก้ระบวนการ
เรียนรู้เป็นไปอย่างรวดเร็ว รวมถึงเพิ่มประสิทธิภาพ
ในการทำ�นายของแบบจำ�ลองในลำ�ดับถัดไปอีกด้วย 
ในขั้นตอนนี้มีการทดสอบรูปแบบการลดมิติจำ�นวน 
2 รูปแบบ ได้แก่ การบี้รูปภาพ และ การใช้โครงข่าย
ประสาทเทียม

	 3.2.1.1 การบี้รูปภาพ เป็นการทำ�ให้ขนาด
ของรูปภาพซึ่งปกติมีรูปแบบ 3 มิติ (กว้าง x ยาว x 
สี) ไปเป็นข้อมูลมิติเดียวด้วยการจัดเรียงข้อมูลของ
รูปภาพใหม่ให้ต่อกันเป็นสายยาวในรูปแบบ 1 มิติ 
ตัวอย่างเช่น รูปภาพต้ังต้นท่ีมีขนาด 224 x 224 
x 3 จะถูกบี้ให้กลายเป็นข้อมูลขนาด 1 มิติ ท่ีมี
ขนาด เท่ากับ 224 x 224 x 3 = 150,528 ตัวอย่าง 
การลดมิติของภาพด้วยการบี้รูปภาพแสดงดัง 
ภาพประกอบ 5

	 3.2.1.2 โครงข่ายประสาทเทียม (Artificial 
Neural Network) เปน็การสรา้งแบบจำ�ลองดว้ยระบบ
คอมพวิเตอรท์ีเ่ลยีนแบบรปูแบบและวธิกีารทำ�งานของ
สมองมนษุยเ์พือ่ทำ�ให้คอมพวิเตอร์สามารถจดจำ�และ
แก้ปัญหาต่างๆ ได้ การเรียนรู้ของโครงข่ายประสาท
เทียมอาศัยวิธี Back Propagation Algorithm ใน
การปรบัปรงุโครงสรา้งของแบบจำ�ลองเพือ่ใหส้ามารถ

แกป้ญัหาไดด้ขีึน้เรือ่ยๆ ในปจัจบุนัลกัษณะโครงสรา้ง
ของแบบจำ�ลองโครงข่ายประสาทเทียมมีรูปแบบ 
และวิธีการเรียนรู้ท่ีหลากหลาย มีการพัฒนาความ
สามารถในการแก้ปัญหาต่างๆ โดยเฉพาะอย่างยิ่ง 
ในด้านการประมวลผลภาพให้สามารถแก้ปัญหาได้ด ี
จนมขีดีความสามารถทดัเทียมกบัมนษุย ์งานวจิยัชิน้นี้
ได้ปรับใช้แบบจำ�ลอง ResNet50 (He et al., 2016) 
ซึ่งเป็นโครงข่ายประสาทเทียมที่มีประสิทธิภาพสูง 
ในการจำ�แนกประเภท และ ตรวจจับวัตถุ โดยอาศัย
เทคนิค Identity Mappings ช่วยให้แบบจำ�ลอง
สามารถเรียนรู้คุณสมบัติที่ซับซ้อนของรูปภาพให้ดี 
ขึน้ไดโ้ดยการเพิม่จำ�นวนชัน้ใหม้ากขึน้ แบบจำ�ลองนี้ 
มกัใชเ้ปน็แบบจำ�ลองพืน้ฐานสำ�หรบังานวจัิยทีเ่ก่ียวขอ้ง
กบัการประมวลผลภาพเนือ่งจากแบบจำ�ลองไดเ้รยีน
รู้การจำ�แนกรูปภาพ 1,000 ประเภทจากฐานข้อมูล
ขนาดใหญ่ ImageNet (Deng et al., 2009) มาแล้ว 
ส่งผลให้แบบจำ�ลองสามารถสกัดคุณลักษณะพิเศษ
ของรปูภาพไดด้เีมือ่นำ�ไปปรบัใชก้บัชดุขอ้มลูรปูภาพ
ขนาดเล็ก ในงานวิจัยนี้แบบจำ�ลอง ResNet50 ถูก
นำ�ไปใช้เพื่อลดมิติข้อมูลรูปภาพผลไม้ส่งออกของ
ไทย โดยย่อขนาดข้อมูลรูปภาพจาก 224 x 224 
x 3 พิกเซล ไปเป็นข้อมูล 1 มิติ ขนาด 2048 โดย
ยังคงรักษาคุณสมบัติสำ�คัญของข้อมูลรูปภาพไว้ได้  
ดังภาพประกอบ 6
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รูปภาพผลไมสงออกของไทยโดยแบงขั้นตอนของระบบออกเปน 2 ขั้นตอน ไดแก การลดมิติของขอมูลรูปภาพ และ การเรียนรู
แบบจําลอง ดังภาพประกอบ 4 
 

 
ภาพประกอบ 4  ภาพรวมของระบบ 

 
 3.2.1 การลดมิติของขอมูลรูปภาพ 
 การลดมิติของขอมูลรูปภาพเปนการทําใหรูปภาพซึ่งมีขนาดหลายมิติกลายเปนขอมูลมิติเดียว โดยมี
วัตถุประสงคเพื่อลดจํานวนคุณสมบัติที่ไมจําเปนหรือทับซอนกัน ซึ่งไมเพียงแตชวยลดปริมาณของขอมูลที่ใชในการคํานวณและ
เรียนรูแบบจําลอง แตยังสงผลใหแบบจําลองสามารถเนนไปที่คุณสมบัติสําคัญที่มีอิทธิพลตอการจําแนกประเภท ทําให
กระบวนการเรียนรูเปนไปอยางรวดเร็ว รวมถึงเพิ่มประสิทธิภาพในการทํานายของแบบจําลองในลําดับถัดไปอีกดวย ในขั้นตอน
นี้มีการทดสอบรูปแบบการลดมิติจํานวน 2 รูปแบบ ไดแก การบ้ีรูปภาพ และ การใชโครงขายประสาทเทียม 
 3.2.1.1 การบี้รูปภาพ เปนการทําใหขนาดของรูปภาพซึ่งปกติมีรูปแบบ 3 มิติ (กวาง x ยาว x สี) ไปเปน
ขอมูลมิติเดียวดวยการจัดเรียงขอมูลของรูปภาพใหมใหตอกันเปนสายยาวในรูปแบบ 1 มิต ิตัวอยางเชน รูปภาพตั้งตนที่มีขนาด 
224 x 224 x 3 จะถูกบ้ีใหกลายเปนขอมูลขนาด 1 มิติ ที่มีขนาด เทากับ 224 x 224 x 3 = 150528 ตัวอยางการลดมิติของภาพ
ดวยการบ้ีรูปภาพแสดงดังภาพประกอบ 5 
 

 
ภาพประกอบ 5  การลดมิติของภาพโดยการบ้ีรูปภาพ 

 
 3.2.1.2 โครงขายประสาทเทียม (Artificial Neural Network) เปนการสรางแบบจําลองดวยระบบ
คอมพิวเตอรที่เลียนแบบรูปแบบและวิธีการทํางานของสมองมนุษยเพื่อทําใหคอมพิวเตอรสามารถจดจําและแกปญหาตาง ๆ ได 
การเรียนรูของโครงขายประสาทเทียมอาศัยวิธี Back Propagation Algorithm ในการปรับปรุงโครงสรางของแบบจําลองเพื่อให
สามารถแกปญหาไดดีขึ้นเรื่อย ๆ ในปจจุบันลักษณะโครงสรางของแบบจําลองโครงขายประสาทเทียมมีรูปแบบและวิธีการ
เรียนรูที่หลากหลาย มีการพัฒนาความสามารถในการแกปญหาตางๆ โดยเฉพาะอยางยิ่งในดานการประมวลผลภาพใหสามารถ
แกปญหาไดดีจนมีขีดความสามารถทัดเทียมกับมนุษย งานวิจัยช้ินนี้ไดปรับใชแบบจําลอง ResNet50 (He  et al., 2016) ซึ่ง
เปนโครงขายประสาทเทียมที่มีประสิทธิภาพสูงในการจําแนกประเภท และ ตรวจจับวัตถ ุโดยอาศัยเทคนิค Identity Mappings 
ชวยใหแบบจําลองสามารถเรียนรูคุณสมบัติที่ซับซอนของรูปภาพใหดีขึ้นไดโดยการเพิ่มจํานวนช้ันใหมากขึ้น แบบจําลองนี้มัก
ใชเปนแบบจําลองพื้นฐานสําหรับงานวิจัยที่เก่ียวของกับการประมวลผลภาพเนื่องจากแบบจําลองไดเรียนรูการจําแนกรูปภาพ 
1,000 ประเภทจากฐานขอมูลขนาดใหญ ImageNet (Deng et al., 2009) มาแลว สงผลใหแบบจําลองสามารถสกัดคุณลักษณะ
พิเศษของรูปภาพไดดีเมื่อนําไปปรับใชกับชุดขอมูลรูปภาพขนาดเล็ก ในงานวิจัยนี้แบบจําลอง ResNet50 ถูกนําไปใชเพื่อลด
มิติขอมูลรูปภาพผลไมสงออกของไทย โดยยอขนาดขอมูลรูปภาพจาก 224 x 224 x 3 พิกเซล ไปเปนขอมูล 1 มิติ ขนาด 2048 
โดยยังคงรักษาคุณสมบัตสิําคัญของขอมูลรูปภาพไวได ดังภาพประกอบ 6 
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ภาพประกอบ 6  การลดมิติของภาพโดยแบบจําลอง ResNet50 

 
 3.3.2 แบบจําลอง  
 ในสวนของแบบจําลองในการทดสอบ ผูวิจัยไดใชแบบจําลอง 3 แบบจําลอง ดังนี้ 
 3.3.2.1 ตนไมตัดสินใจ (Decision Tree) เปนแบบจําลองการเรียนรูของเครื่องแบบมีผูสอนซึ่งสามารถ
แกปญหาทั้งแบบจําแนกประเภทและทํานายตัวเลขได ตนไมตัดสินใจอาศัยขอมูลจากชุดเรียนรูในการสรางแบบจํ าลองที่มี
ลักษณะเปนโครงสรางขอมูลตนไม ซึ่งประกอบไปดวยสวนของ โหนด (Node) เสนเช่ือม (Branch) และใบ (Leaf) การทํานาย
ขอมูลใหมของตนไมตัดสินใจอาศัยการจําแนกขอมูลตามลักษณะของโครงสรางขอมูลตนไมจนกระทั่งขอมูลไหลลงจนถึงระดับ
ใบ ซึ่งจะมีผลของปายกํากับระบุอยู ภาพตัวอยางของโครงสรางตนไมตัดสินใจแสดงดังภาพประกอบ 7 

 
 

ภาพประกอบ 7 ตัวอยางโครงสรางแบบจําลองตนไมตัดสินใจ 
 

 3.3.2.2 แบบจําลองเพ่ือนบานท่ีใกลท่ีสุด (K Nearest Neighbor Model) เปนหนึ่ ง ในแบบจําลอง                
การเรียนรูของเครื่องที่สามารถแกปญหาการจําแนกประเภทและการทํานายตัวเลขได โดยอาศัยการคํานวณหากลุมขอมูลที่มี
ระยะใกลเคียงกับจุดทดสอบ โดยใชการวัดระยะทางในรูปแบบตาง ๆ เชน ระยะทางยูคลิเดียน หรือ ระยะทางแมนฮัตตัน  
เปนตน แบบจําลองเพื่อนบานที่ใกลที่สุดนิยมใชคาฐานนยิมของปายกํากับของเพือ่นบานเพื่อหาคาคําทํานายของปญหาจําแนก
ประเภท สวนการทํานายคาตัวเลขนิยมใชคาเฉลี่ย แบบจําลองเพื่อนบานที่ใกลที่สุดเปนแบบจําลองที่เรียบงายแตสามารถจดจํา

ภาพประกอบ 5 การลดมิติของภาพโดยการบี้รูปภาพ

ภาพประกอบ 6 การลดมิติของภาพโดยแบบจำ�ลอง ResNet50
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3.3.2 แบบจำ�ลอง 

	 ในส่วนของแบบจำ�ลองในการทดสอบ ผูว้จิยั
ได้ใช้แบบจำ�ลอง 3 แบบจำ�ลอง ดังนี้

	 3.3.2.1 ต้นไม้ตัดสินใจ (Decision Tree) 
เป็นแบบจำ�ลองการเรียนรู้ของเครื่องแบบมีผู้สอน 
ซึง่สามารถแก้ปญัหาทัง้แบบจำ�แนกประเภทและทำ�นาย
ตัวเลขได้ ต้นไม้ตัดสินใจอาศัยข้อมูลจากชุดเรียนรู้ 
ในการสรา้งแบบจำ�ลองท่ีมีลักษณะเปน็โครงสรา้งข้อมูล
ต้นไม้ ซึ่งประกอบไปด้วยส่วนของ โหนด (Node)  
เส้นเชื่อม (Branch) และใบ (Leaf) การทำ�นาย
ข้อมูลใหม่ของต้นไม้ตัดสินใจอาศัยการจำ�แนกข้อมูล 
ตามลกัษณะของโครงสรา้งขอ้มูลตน้ไม้จนกระทัง่ขอ้มูล
ไหลลงจนถึงระดับใบ ซึ่งจะมีผลของป้ายกำ�กับระบุ
อยู่ ภาพตัวอย่างของโครงสร้างต้นไม้ตัดสินใจแสดง
ดังภาพประกอบ 7

	 3.3.2.2 แบบจำ�ลองเพื่อนบ้านที่ใกล้ที่สุด 
(K Nearest Neighbor Model) เป็นหนึ่งในแบบ
จำ�ลอง การเรียนรู้ของเครื่องที่สามารถแก้ปัญหา
การจำ�แนกประเภทและการทำ�นายตัวเลขได้ โดย
อาศยัการคำ�นวณหากลุม่ขอ้มลูทีม่รีะยะใกลเ้คยีงกบั
จุดทดสอบ โดยใช้การวัดระยะทางในรูปแบบต่างๆ 
เช่น ระยะทางยูคลิเดียน หรือ ระยะทางแมนฮัตตัน  
เป็นต้น แบบจำ�ลองเพื่อนบ้านท่ีใกล้ท่ีสุดนิยมใช้ค่า
ฐานนิยมของป้ายกำ�กับของเพ่ือนบ้านเพื่อหาค่า 
คำ�ทำ�นายของปัญหาจำ�แนกประเภท สว่นการทำ�นาย
ค่าตัวเลขนิยมใช้ค่าเฉลี่ย แบบจำ�ลองเพื่อนบ้านที่ 
ใกลท้ีส่ดุเปน็แบบจำ�ลองทีเ่รยีบงา่ยแตส่ามารถจดจำ�
รูปแบบและนำ�ไปใช้กับการแก้ปัญหาได้หลากหลาย  
ตัวอย่างการทำ�งานของแบบจำ�ลองเพื่อนบ้าน 
ที่ใกล้ที่สุดแสดงดังภาพประกอบ 8
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ภาพประกอบ 6  การลดมิติของภาพโดยแบบจําลอง ResNet50 

 
 3.3.2 แบบจําลอง  
 ในสวนของแบบจําลองในการทดสอบ ผูวิจัยไดใชแบบจําลอง 3 แบบจําลอง ดังนี้ 
 3.3.2.1 ตนไมตัดสินใจ (Decision Tree) เปนแบบจําลองการเรียนรูของเครื่องแบบมีผูสอนซึ่งสามารถ
แกปญหาทั้งแบบจําแนกประเภทและทํานายตัวเลขได ตนไมตัดสินใจอาศัยขอมูลจากชุดเรียนรูในการสรางแบบจํ าลองที่มี
ลักษณะเปนโครงสรางขอมูลตนไม ซึ่งประกอบไปดวยสวนของ โหนด (Node) เสนเช่ือม (Branch) และใบ (Leaf) การทํานาย
ขอมูลใหมของตนไมตัดสินใจอาศัยการจําแนกขอมูลตามลักษณะของโครงสรางขอมูลตนไมจนกระทั่งขอมูลไหลลงจนถึงระดับ
ใบ ซึ่งจะมีผลของปายกํากับระบุอยู ภาพตัวอยางของโครงสรางตนไมตัดสินใจแสดงดังภาพประกอบ 7 

 
 

ภาพประกอบ 7 ตัวอยางโครงสรางแบบจําลองตนไมตัดสินใจ 
 

 3.3.2.2 แบบจําลองเพ่ือนบานท่ีใกลท่ีสุด (K Nearest Neighbor Model) เปนหนึ่ ง ในแบบจําลอง                
การเรียนรูของเครื่องที่สามารถแกปญหาการจําแนกประเภทและการทํานายตัวเลขได โดยอาศัยการคํานวณหากลุมขอมูลที่มี
ระยะใกลเคียงกับจุดทดสอบ โดยใชการวัดระยะทางในรูปแบบตาง ๆ เชน ระยะทางยูคลิเดียน หรือ ระยะทางแมนฮัตตัน  
เปนตน แบบจําลองเพื่อนบานที่ใกลที่สุดนิยมใชคาฐานนยิมของปายกํากับของเพือ่นบานเพื่อหาคาคําทํานายของปญหาจําแนก
ประเภท สวนการทํานายคาตัวเลขนิยมใชคาเฉลี่ย แบบจําลองเพื่อนบานที่ใกลที่สุดเปนแบบจําลองที่เรียบงายแตสามารถจดจํา

ภาพประกอบ 7 ตัวอย่างโครงสร้างแบบจำ�ลองต้นไม้ตัดสินใจ
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	 3.3.2.3 การถดถอยโลจิสติกส์ (Logistic 
Regression) เป็นแบบจำ�ลองทางสถิติที่มีเป้าหมาย
เพื่อทำ�นายโอกาสที่จะเกิดเหตุการณ์ที่สนใจ โดย
คำ�นวณความน่าจะเป็นของป้ายกำ�กับตามลักษณะ
ข้อมูลนำ�เข้าและผลลัพธ์จาก การคำ�นวณเชิงเส้นจะ
ถูกแปลงเป็นความน่าจะเป็นโดยฟังก์ชัน Softmax 
แบบจำ�ลองนี้เรียนรู้โดยลดความแตกต่างระหว่าง
ผลลัพธ์ของความน่าจะเป็นที่ถูกทำ�นายและค่าของ
ป้ายกำ�กบัจรงิ การถดถอยโลจสิตกิส ์มกีารนำ�ไปใชก้นั
อย่างแพรห่ลายเน่ืองจากความเรียบงา่ยและสามารถ
แสดงความสัมพันธ์ระหว่างตัวแปรและป้ายกำ�กับ
ได้ชัดเจน (Chuchip, 2018) ตัวอย่างลักษณะการ
ทำ�งานของแบบจำ�ลองการถดถอยโลจิสติกส์ แสดง
ดังภาพประกอบ 9

3.3 การเรียนรู้แบบจำ�ลอง

	 การเรยีนรูแ้ละเปรยีบเทยีบแบบจำ�ลองจำ�แนก
รูปภาพผลไม้ส่งออกของไทยมีองค์ประกอบและข้ัน
ตอนท่ีหลากหลาย เพ่ือความสะดวกและรวดเร็วใน
การพัฒนา งานวิจัยนี้ใช้ภาษา Python ผ่านเว็บไซต์ 
Google Colab เพราะมกีารใหบ้รกิารหนว่ยประมวล
ผลกราฟกิโดยไมมี่คา่ใชจ้า่ย ในสว่นของการประมวลผล
รปูภาพ การลดมติขิอ้มูล และการใช้โครงขา่ยประสาท
เทียม มีการใช้ไลบราลี Tensorflow (Abadi et al., 

2016) และ Keras ในการดำ�เนนิการ สว่นแบบจำ�ลอง
เพือ่นบา้นทีใ่กลท้ีส่ดุ ต้นไมต้ดัสนิใจ และการถดถอย 
โลจิสติกส์ใช้ไลบราลี Scikit-Learn (Pedregosa  
et al., 2011) ในการเรยีนรูแ้ละประเมนิผลแบบจำ�ลอง

3.4 การวัดประสิทธิภาพแบบจำ�ลอง 

	 การวดัประสทิธภิาพการจำ�แนกรปูภาพของ
กระบวนการ ใช้การวัดประสิทธิภาพด้วยค่าความ
ถูกต้อง (Accuracy) ค่าความแม่นยำ� (Precision)  
ค่าจำ�แนกได้ (Recall) และค่าเอฟวันสกอร์ (F1 
Score) ใช้สูตรในการคำ�นวณโดยที่ True Positive 
(TP) คือ ค่าที่พยากรณ์ความน่าจะเป็นความถูกต้อง
เชิงบวก True Negative (TN) คือ ค่าท่ีพยากรณ์
ความน่าจะเป็นถูกต้อง เชิงลบ False Positive (FP) 
คือ ค่าที่พยากรณ์ความน่าจะเป็นผิดพลาดเชิงบวก  
และ False Negative (FN) คือ ค่าท่ีพยากรณ์ 
ความน่าจะเป็นผิดพลาดเชิงลบ

3.4.1 ค่าความถูกต้อง

 	 ค่าความถูกต้อง (Accuracy) สามารถวัด
และเปรยีบเทียบประสทิธภิาพของรปูแบบการลดมิติ 
และแบบจำ�ลองแตล่ะประเภทไดอ้ยา่งมปีระสทิธภิาพ
เมื่อป้ายกำ�กับนั้นมีการกระจายตัวคงที่ โดยค่า 
ความถูกต้องเป็นค่าที่ได้จากการคำ�นวนอัตราส่วน

8 

 

รูปแบบและนําไปใชกับการแกปญหาไดหลากหลาย ตัวอยางการทํางานของแบบจําลองเพื่อนบานที่ใกลที่สุดแสดงดัง
ภาพประกอบ 8 

 

 
 

ภาพประกอบ 8 เพื่อนบานที่ใกลที่สุดเมื่อกําหนดจํานวนเพื่อนบาน K เทากับ 3 
 

 3.3.2.3 การถดถอยโลจิสติกส (Logistic Regression) เปนแบบจําลองทางสถิติที่มีเปาหมายเพื่อทํานาย
โอกาสที่จะเกิดเหตุการณที่สนใจ โดยคํานวณความนาจะเปนของปายกํากับตามลักษณะขอมูลนําเขาและผลลัพธจาก                 
การคํานวณเชิงเสนจะถูกแปลงเปนความนาจะเปนโดยฟงกชัน Softmax แบบจําลองนี้เรียนรูโดยลดความแตกตางระหวาง
ผลลัพธของความนาจะเปนที่ถูกทํานายและคาของปายกํากับจริง การถดถอยโลจิสติกส มีการนําไปใชกันอยางแพรหลาย
เนื่องจากความเรียบงายและสามารถแสดงความสัมพันธระหวางตัวแปรและปายกํากับไดชัดเจน (Chuchip, 2018) ตัวอยาง
ลักษณะการทํางานของแบบจําลองการถดถอยโลจิสติกส แสดงดังภาพประกอบ 9 

 
ภาพประกอบ 9 ตัวอยางแบบจําลองการถดถอยโลจิสติกส 

3.3 การเรียนรูแบบจําลอง 

 การเรียนรูและเปรียบเทียบแบบจําลองจําแนกรูปภาพผลไมสงออกของไทยมีองคประกอบและขั้นตอนที่หลากหลาย 
เพื่อความสะดวกและรวดเร็วในการพัฒนา งานวิจัยนี้ใชภาษา Python ผานเว็บไซต Google Colab เพราะมีการใหบริการหนวย
ประมวลผลกราฟกโดยไมมีคาใชจาย ในสวนของการประมวลผลรูปภาพ การลดมิติขอมูล และการใชโครงขายประสาทเทียม             
มีการใชไลบราลี Tensorflow (Abadi et al., 2016) และ Keras ในการดําเนินการ สวนแบบจําลองเพื่อนบานที่ใกลที่สุด ตนไม
ตัดสินใจ และการถดถอยโลจิสติกสใชไลบราลี Scikit-Learn (Pedregosa et al., 2011) ในการเรียนรูและประเมินผลแบบจําลอง 
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ภาพประกอบ 8 เพื่อนบ้านที่ใกล้ที่สุดเมื่อกำ�หนด
จำ�นวนเพื่อนบ้าน K เท่ากับ 3 ภาพประกอบ 9 ตัวอย่างแบบจำ�ลอง 

การถดถอยโลจิสติกส์
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ของค่าพยากรณ์ที่ถูกต้องของป้ายกำ�กับต่อจำ�นวน
ของข้อมูลท้ังหมด โดยคิดเป็นร้อยละและใช้สูตร 
การคำ�นวณ ดังนี้

	
ค่าความถูกต้อง = TP+TN

TP+TN + FP + FN

3.4.2 ค่าความแม่นยำ�

 	 ค่าความแม่นยำ� (Precision) เป็นค่าท่ี 
เปรียบเทียบความแม่นยำ�จากการทำ�นายของแบบ
จำ�ลองเมื่อแบบจำ�ลองทำ�นายว่าจริง โดยมีวิธีการ
คำ�นวณ คือ อัตราส่วนของจำ�นวนตัวอย่างที่แบบ
จำ�ลองทำ�นายว่าจริงได้ถูกต้อง (True Positive)  
ต่อจำ�นวนตัวอย่างข้อมูลที่แบบจำ�ลองทำ�นายว่าจริง 
โดยคิดเป็นร้อยละและใช้สูตรการคำ�นวณ ดังนี้

	
ค่าความแม่นยำ� = TP

TP + FP

3.4.3 ค่าจำ�แนกได้

 	 คา่จำ�แนกได้ (Recall) เปน็คา่ทีเ่ปรยีบเทยีบ
การจำ�แนกได้จากการทำ�นายของแบบจำ�ลองเมื่อ
ป้ายกำ�กับนั้นมีค่าเป็นจริง โดยมีวิธีการคำ�นวณ คือ 
อัตราส่วนของจำ�นวนตัวอย่างที่แบบจำ�ลองทำ�นาย
วา่จรงิไดถ้กูตอ้ง (True Positive) ต่อจำ�นวนตวัอย่าง
ข้อมูลที่ผลของป้ายกำ�กับเป็นจริง (TP + FN)

	
ค่าจำ�แนกได้ = TP

TP + FN

3.4.4 ค่าเอฟวันสกอร์

 	 ค่าเอฟวันสกอร์ (F1 Score) เป็นค่าเฉลี่ย
แบบฮาโมนิค (Harmonic Mean) ระหว่างค่าความ
แมน่ยำ�และ คา่จำ�แนกได ้ซึง่จะใหผ้ลของคา่เฉลีย่ทีต่่ำ�
หากค่าใดค่าหน่ึงของค่าความแม่นยำ�หรือค่าจำ�แนก
ได้มีค่าที่ต่ำ� และจะมีผลของค่าเฉลี่ยที่สูงก็ต่อเม่ือ 
ผลของคา่ความแมน่ยำ�และคา่จำ�แนกไดม้คีา่ทีส่งูท้ังคู่

ค่าเอฟวันสกอร์ = 2 X ค่าความแม่นยำ� X ค่าจำ�แนกได้
ค่าความแม่นยำ� + ค่าจำ�แนกได้

4. ผลการวิจัย (Experimental Result)

	 ผลการทดสอบรูปแบบการลดมิติและ 
การเรยีนรูแ้บบจำ�ลองประเภทตา่งๆ ดว้ยคา่ความถกูตอ้ง  
ค่าความแม่นยำ� ค่าความจำ�แนก ค่าเอฟวันสกอร์ 
ระยะเวลาการเรียนรู้ ระยะเวลาการทำ�นายสำ�หรับ
ปัญหาการจำ�แนกผลไม้ส่งออกของไทย โดยรูปแบบ
การลดมิติประกอบไปด้วย 2 การทดลอง ได้แก่  
การบี้รูปภาพ และการใช้โครงข่ายประสาทเทียม  
ส่วนแบบจำ�ลองที่ศึกษา ประกอบไปด้วย 3 แบบ
จำ�ลอง ได้แก่ แบบจำ�ลองเพื่อนบ้านที่ใกล้ที่สุด  
แบบจำ�ลองตน้ไมต้ดัสนิใจ และแบบจำ�ลอง การถดถอย 
โลจิสติกส์ ผลการทดลองรวมทั้งหมดจำ�นวน 6 
รายการ ซึง่ผลคา่ความถูกตอ้งของแบบจำ�ลองแสดงดงั 
ตาราง 1 ผลค่าความแม่นยำ�ของแบบจำ�ลองแสดง
ดงัตาราง 2 ผลคา่ความจำ�แนกของแบบจำ�ลองแสดง
ดังตาราง 3 ผลค่าเอฟวันสกอร์ของแบบจำ�ลองแสดง
ดังตาราง 4 ผลระยะเวลาการเรียนรู้ของแบบจำ�ลอง
แสดงดังตาราง 5 และผลระยะเวลาการทำ�นาย 
ของแบบจำ�ลองแสดงดังตาราง 6
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	 จากตาราง 1 แสดงค่าความถูกต้องของ 
แบบจำ�ลองเมื่อใช้รูปแบบการลดมิติท่ีแตกต่างกัน  
สำ�หรับการลดมิติด้วยวิธีการบ้ีรูปภาพ พบว่า  
แบบจําลองการถดถอยโลจิสติกส์มีค่าความถูกต้อง 
อยู่ท่ีร้อยละ 39.44 รองลงมา คือ แบบจําลอง 
เพ่ือนบ้านที่ใกล้ที่สุด มีค่าความถูกต้องอยู่ที่  
ร้อยละ 36.90 และแบบจําลองต้นไม้ตัดสินใจ  
มคีา่ความถกูตอ้งอยูท่ี่รอ้ยละ 31.27 และ สว่นวธิกีาร
ลดมติดิว้ยโครงขา่ยประสาทเทียม พบวา่ แบบจาํลอง
การถดถอยโลจิสติกส์มีค่าความถูกต้องอยู่ท่ีร้อยละ 
95.21 รองลงมาเป็นแบบจำ�ลองเพือ่นบา้นทีใ่กลท้ีส่ดุ
มคีา่ความถกูตอ้งอยูท่ีร่อ้ยละ 62.25 และแบบจาํลอง
ต้นไม้ตัดสินใจมีค่า ความถูกต้องอยู่ที่ร้อยละ 49.30

	 จากตาราง 2 แสดงค่าความแม่นยำ�ของ 
แบบจำ�ลองเมื่อใช้รูปแบบการลดมิติที่แตกต่างกัน 
สำ�หรบัการลดมติิดว้ยวธิกีารบีร้ปูภาพ พบวา่ แบบจาํลอง 
การถดถอยโลจิสติกส์มีค่าความแม่นยำ�อยู่ที่ร้อยละ  
39.19 รองลงมา คือ แบบจําลองเพื่อนบ้านที่ 
ใกล้ท่ีสุด มีค่าความแม่นยำ�อยู่ที่ร้อยละ 38.59  
และแบบจําลองต้นไม้ตัดสินใจ มีค่าความแม่นยำ� 
อยู่ที่ร้อยละ 34.03 และ ส่วนวิธีการลดมิติด้วย 
โครงข่ายประสาทเทียม พบว่า แบบจําลองการ 
ถดถอยโลจิสติกส์มีค่าความแม่นยำ�อยู่ที่ร้อยละ 
95.50 รองลงมาเป็นแบบจำ�ลองเพือ่นบา้นทีใ่กลท้ีส่ดุ 
มค่ีาความแมน่ยำ�อยูท่ีร่อ้ยละ 74.96 และแบบจาํลอง
ต้นไม้ตัดสินใจมีค่า ความแม่นยำ�อยู่ที่ร้อยละ 52.63

ตาราง 1	 ตารางค่าความถูกต้องของแบบจำ�ลอง

ความถูกต้อง (ร้อยละ)

No. แบบจำ�ลอง
การลดมิติ

การบี้รูปภาพ โครงข่ายประสาทเทียม

1 เพื่อนบ้านที่ใกล้ที่สุด 36.90 ± 2.87 62.25 ± 3.17

2 ต้นไม้ตัดสินใจ 31.27 ± 5.39 49.30 ± 3.09

3 การถดถอยโลจิสติกส์ 39.44 ± 3.59 95.21 ± 1.63

ตาราง 2	 ตารางค่าความแม่นยำ�ของแบบจำ�ลอง

ค่าความแม่นยำ� (ร้อยละ)

No. แบบจำ�ลอง
การลดมิติ

การบี้รูปภาพ โครงข่ายประสาทเทียม

1 เพื่อนบ้านที่ใกล้ที่สุด 38.59 ± 2.86 74.96 ± 2.48

2 ต้นไม้ตัดสินใจ 34.03 ± 5.80 52.63 ± 1.98

3 การถดถอยโลจิสติกส์ 39.19 ± 3.80 95.50 ± 1.51



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 7(1): 2568
Journal of Applied Informatics and Technology, 7(1): 202584Comparison the Performance of Models for Classifying Thai Exported...

Walaiporn Sornkliang et al.

	 จากตาราง 3 แสดงค่าความจำ�แนกของแบบ
จำ�ลองเมือ่ใชร้ปูแบบการลดมติทิีแ่ตกตา่งกนั สำ�หรบั
การลดมิติด้วยวิธีการบี้รูปภาพ พบว่า แบบจําลอง
การถดถอยโลจิสติกส์มีค่าความจำ�แนกอยู่ที่ร้อยละ 
39.44 รองลงมา คอื แบบจําลองเพ่ือนบา้นทีใ่กล้ท่ีสุด  
มีคา่ความจำ�แนกอยูท่ีร่อ้ยละ 36.90 และแบบจาํลอง
ต้นไม้ตัดสินใจ มีค่าความจำ�แนกอยู่ที่ร้อยละ 31.27 
และ ส่วนวิธีการลดมิติด้วยโครงข่ายประสาทเทียม  
พบว่า แบบจําลองการถดถอยโลจิสติกส์มีค่า 
ความจำ�แนกอยู่ที่ร้อยละ 95.21 รองลงมาเป็นแบบ
จำ�ลองเพื่อนบ้านที่ใกล้ที่สุดมีค่าความจำ�แนกอยู่ที่ 
ร้อยละ 62.25 และแบบจําลองต้นไม้ตัดสินใจ 
มีค่า ความจำ�แนกอยู่ที่ร้อยละ 49.30

	 จากตาราง 4 แสดงค่าเอฟวันสกอร์ของ 
แบบจำ�ลองเมื่อใช้รูปแบบการลดมิติที่แตกต่างกัน 
สำ�หรบัการลดมติิดว้ยวธิกีารบีร้ปูภาพ พบวา่ แบบจาํลอง 
การถดถอยโลจิสติกส์มีค่าเอฟวันสกอร์อยู่ที่ร้อยละ  
38.45 รองลงมา คือ แบบจําลองเพื่อนบ้านที่ 
ใกล้ที่สุด มีค่าเอฟวันสกอร์อยู่ที่ร้อยละ 34.08 และ
แบบจําลองต้นไม้ตัดสินใจ มีค่าเอฟวันสกอร์อยู่ที่
ร้อยละ 31.57 และ ส่วนวิธีการลดมิติด้วยโครงข่าย
ประสาทเทียม พบวา่ แบบจาํลองการถดถอยโลจสิตกิส์ 
มีค่าเอฟวันสกอร์อยู่ที่ร้อยละ 95.16 รองลงมาเป็น
แบบจำ�ลองเพื่อนบ้านที่ใกล้ที่สุดมีค่าเอฟวันสกอร์ 
อยู่ที่ร้อยละ 59.46 และแบบจําลองต้นไม้ตัดสินใจ 
มีค่าเอฟวันสกอร์อยู่ที่ร้อยละ 49.70

ตาราง 3	 ตารางค่าความจำ�แนกของแบบจำ�ลอง

ค่าความจำ�แนก (ร้อยละ)

No. แบบจำ�ลอง
การลดมิติ

การบี้รูปภาพ โครงข่ายประสาทเทียม

1 เพื่อนบ้านที่ใกล้ที่สุด 36.90 ± 2.87 62.25 ± 3.17

2 ต้นไม้ตัดสินใจ 31.27 ± 5.39 49.30 ± 3.09

3 การถดถอยโลจิสติกส์ 39.44 ± 3.59 95.21 ± 1.63

ตาราง 4	 ตารางค่าเอฟวันสกอร์ของแบบจำ�ลอง

ค่าเอฟวันสกอร์ (ร้อยละ)

No. แบบจำ�ลอง
การลดมิติ

การบี้รูปภาพ โครงข่ายประสาทเทียม

1 เพื่อนบ้านที่ใกล้ที่สุด 34.08 ± 2.87 59.46 ± 1.88

2 ต้นไม้ตัดสินใจ 31.57 ± 5.37 49.70 ± 2.71

3 การถดถอยโลจิสติกส์ 38.45 ± 3.72 95.16 ± 1.62
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	 จากตาราง 5 แสดงคา่ระยะเวลาการเรยีนรู้
ของแบบจำ�ลองเมือ่ใช้รปูแบบการลดมิตทิีแ่ตกต่างกนั 
สำ�หรบัการลดมติดิว้ยวธิกีารบีร้ปูภาพมคีา่ระยะเวลา
การเรียนรู้เรียงจากนอ้ยสดุไปมากสดุ พบว่า แบบจาํลอง 
เพื่อนบ้านที่ใกล้ท่ีสุดมีค่าระยะเวลาการเรียนรู้ 
อยูท่ี ่864 มลิลวินิาที รองลงมา คอื แบบจําลองตน้ไม ้
ตัดสินใจมีค่าระยะเวลาการเรียนรู้อยู่ที่ 49,230  
มิลลิวินาที และแบบจําลองการถดถอยโลจิสติกส์ 
มีค่าระยะเวลาการเรียนรู้อยู่ที่ 129,542 มิลลิวินาที 
สว่นวธิกีารลดมติิด้วยโครงขา่ย ประสาทเทยีม พบวา่  
แบบจำ�ลองเพ่ือนบ้านที่ใกล้ที่สุดมีค่าระยะเวลาการ
เรยีนรูอ้ยูท่ี ่4,590 มลิลวินิาท ีรองลงมาเปน็แบบจําลอง
ตน้ไมต้ดัสนิใจมคีา่ระยะเวลาการเรยีนรูอ้ยูท่ี ่39,014 
มิลลิวินาที และแบบจําลองการถดถอยโลจิสติกส์ 
มีค่าระยะเวลา การเรียนรู้อยู่ที่ 25,809 มิลลิวินาที

	 จากตาราง 6 แสดงคา่ระยะเวลาการทำ�นาย
ของแบบจำ�ลองเมือ่ใช้รปูแบบการลดมติทิีแ่ตกต่างกนั 
สำ�หรับการลดมติิด้วยวธิกีารบ้ีรูปภาพมค่ีาระยะเวลา
การทำ�นายเรยีงจากนอ้ยสดุไปมากสดุ พบวา่ แบบจํา
ลองการถดถอยโลจิสติกส์มีค่าระยะเวลาการทำ�นาย 
อยูท่ี ่56.8 มลิลวินิาท ีรองลงมา คอื แบบจําลองตน้ไม ้
ตัดสินใจ มีค่าระยะเวลาการทำ�นายอยู่ที่ 70.5  
มิลลิวินาที และแบบจําลองเพื่อนบ้านที่ใกล้ที่สุด 
มีค่าระยะเวลาการทำ�นายอยู่ที่ 1,217 มิลลิวินาที  
และส่วนวิธีการลดมิติด้วยโครงข่ายประสาทเทียม  
พบว่า แบบจําลองการถดถอยโลจิสติกส์มีค่าระยะ
เวลาการทำ�นายอยู่ที่ 7.70 มิลลิวินาที รองลงมาเป็น
แบบจําลองต้นไม้ตัดสินใจมีค่าระยะเวลาการทำ�นาย
อยู่ที่ 81.0 มิลลิวินาที และแบบจำ�ลองเพื่อนบ้านที่ 
ใกลท้ีส่ดุมรีะยะเวลาการทำ�นายอยูท่ี ่1,532 มลิลวินิาที

ตาราง 5	 ตารางระยะเวลาการเรียนรู้ของแบบจำ�ลอง

ระยะเวลาการเรียนรู้ (ms)

No. แบบจำ�ลอง
การลดมิติ

การบี้รูปภาพ โครงข่ายประสาทเทียม

1 เพื่อนบ้านที่ใกล้ที่สุด 864 ± 245 4,590 ± 386

2 ต้นไม้ตัดสินใจ 49,230 ± 1023 39,014 ± 737

3 การถดถอยโลจิสติกส์ 129,542 ± 3199 25,809 ± 706

ตาราง 6	 ตารางระยะเวลาการทำ�นายของแบบจำ�ลอง

ระยะเวลาการทำ�นาย (ms)

No. แบบจำ�ลอง
การลดมิติ

การบี้รูปภาพ โครงข่ายประสาทเทียม

1 เพื่อนบ้านที่ใกล้ที่สุด 1,217 ± 90.7 1,532 ± 301

2 ต้นไม้ตัดสินใจ 70.5 ± 21.0 81.0 ± 22.4

3 การถดถอยโลจิสติกส์ 56.8 ± 4.50 7.70 ± 1.70
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5. อภิปรายผล (Discussion)

	 งานวิจัยนี้มีวัตถุประสงค์เพื่อพัฒนาและ
ประเมนิประสทิธภิาพแบบจำ�ลองจำ�แนกประเภทรปูภาพ
ผลไม้ส่งออกของไทย โดยรวบรวมชุดข้อมูลรูปภาพ 
ผลไม้ส่งออกของไทยจำ�นวน 710 รูป กระบวนการ
เรียนรู้แบบจำ�ลองประกอบไปด้วย 2 ขั้นตอน คือ 
ขั้นตอนของการลดมิติของข้อมูลรูปภาพ ซึ่งมีการ
ทดลอง 2 รูปแบบ ได้แก่ การบี้รูปภาพ และ การใช้
โครงข่ายประสาทเทียม และข้ันตอนของการเรียนรู้
แบบจำ�ลอง ซึ่งมีการทดลองด้วยแบบจำ�ลองจำ�นวน 
3 แบบจำ�ลอง ไดแ้ก ่แบบจำ�ลองเพือ่นบา้นทีใ่กลท้ีส่ดุ 
แบบจำ�ลองตน้ไมต้ดัสนิใจ และแบบจำ�ลองการถดถอย 
โลจิสติกส์ การวัดประสิทธิภาพของแบบจำ�ลองมี  
6 วิธี คือ การวัดค่าความถูกต้อง ค่าความแม่นยำ�  
คา่ความจำ�แนก คา่เอฟวนัสกอร ์ระยะเวลาการเรยีนรู ้ 
และระยะเวลาการทำ�นาย

	 การเปรียบเทียบค่าความถูกต้องของการ 
ลดมติสิำ�หรบัแบบจำ�ลองจำ�แนกประเภทผลไม้สง่ออก 
ของไทย พบว่า การใช้โครงข่ายประสาทเทียมให้ 
คา่ความถกูตอ้งสงูกวา่การบีรู้ปภาพ เมือ่เปรียบเทยีบ
แบบจำ�ลอง 3 ประเภท พบว่า ค่าความถูกต้องของ
แบบจำ�ลองเพื่อนบ้านที่ใกล้ที่สุดเพิ่มข้ึนจากร้อยละ 
36.90 เป็นร้อยละ 62.25 ค่าความถูกต้องของแบบ
จำ�ลองต้นไม้ตัดสินใจเพิ่มขึ้นจากร้อยละ 31.27 เป็น
ร้อยละ 49.30 และค่าความถูกต้องของแบบจำ�ลอง
การถดถอยโลจิสติกส์เพิ่มขึ้นจากร้อยละ 39.44 เป็น
รอ้ยละ 95.21 เมือ่ทำ�การเปรยีบเทยีบความสามารถ 
ของแบบจำ�ลอง พบวา่ แบบจำ�ลอง การถดถอยโลจสิตกิส ์
ให้ค่าความถูกต้องสูงท่ีสุด โดยการลดมิติด้วยการบ้ี
รูปภาพให้ค่าความถูกต้องสูงสุดอยู่ที่ร้อยละ 39.44 
และการใช้โครงขา่ยประสาทเทยีมใหค่้าความถกูตอ้ง
สงูสดุอยูท่ีร่อ้ยละ 95.21 รองลงมาคอืแบบจำ�ลองเพ่ือน
บา้นทีใ่กลท้ีส่ดุ โดย การลดมติดิว้ยการบีร้ปูภาพมคีา่
ความถกูตอ้งอยูท่ีร่อ้ยละ 36.90 และการใชโ้ครงขา่ย
ประสาทเทียมมีค่าความถูกต้องอยู่ที่ ร้อยละ 62.25 

แบบจำ�ลองทีม่ปีระสทิธภิาพนอ้ยทีส่ดุ คอื แบบจำ�ลอง
ต้นไม้ตัดสินใจโดยการลดมิติด้วยการบี้รูปภาพมี  
ค่าความถูกต้องน้อยสุดอยู่ที่ร้อยละ 31.27 และ 
การใช้โครงข่ายประสาทเทียมมีค่าความถูกต้อง 
น้อยสุดอยู่ที่ร้อยละ 49.30 

	 การเปรียบเทียบค่าความแม่นยำ�ของการ 
ลดมติสิำ�หรบัแบบจำ�ลองจำ�แนกประเภทผลไมส้ง่ออก 
ของไทย พบว่า การใช้โครงข่ายประสาทเทียมให้ 
คา่ความแมน่ยำ�สูงกวา่การบีรู้ปภาพ เมือ่เปรยีบเทียบ
แบบจำ�ลอง 3 ประเภท พบว่า ค่าความแม่นยำ�ของ
แบบจำ�ลองเพื่อนบ้านที่ใกล้ที่สุดเพิ่มขึ้นจากร้อยละ  
38.59 เป็นร้อยละ 74.96 ค่าความแม่นยำ�ของ 
แบบจำ�ลองต้นไม้ตัดสินใจเพิ่มขึ้นจากร้อยละ 34.03  
เปน็ร้อยละ 52.63 และคา่ความแมน่ยำ�ของแบบจำ�ลอง 
การถดถอยโลจิสติกส์เพิ่มขึ้นจากร้อยละ 39.19  
เปน็ร้อยละ 95.50 เมือ่ทำ�การเปรียบเทยีบความสามารถ 
ของแบบจำ�ลอง พบว่า แบบจำ�ลอง การถดถอย 
โลจิสติกส์ให้ค่าความแม่นยำ�สูงที่สุด โดยการลด
มิติด้วยการบี้รูปภาพให้ค่าความแม่นยำ�สูงสุดอยู่ที่ 
ร้อยละ 39.19 และการใช้โครงข่ายประสาทเทียม 
ใหค่้าความแมน่ยำ�สงูสดุอยูท่ีร้่อยละ 95.50 รองลงมา
คือแบบจำ�ลองเพื่อนบ้านที่ใกล้ที่สุด โดย การลดมิติ
ดว้ยการบีร้ปูภาพมคีา่ความแมน่ยำ�อยูท่ีร่อ้ยละ 38.59 
และการใช้โครงข่ายประสาทเทียมมีค่าความแม่นยำ�
อยู่ที่ ร้อยละ 74.96 แบบจำ�ลองที่มีประสิทธิภาพ
น้อยที่สุด คือ แบบจำ�ลองต้นไม้ตัดสินใจโดยการลด
มิติด้วยการบี้รูปภาพมี ค่าความแม่นยำ�น้อยสุดอยู่ที่ 
ร้อยละ 34.03 และการใช้โครงข่ายประสาทเทียม 
มีค่าความแม่นยำ�น้อยสุดอยู่ที่ร้อยละ 52.63

	 การเปรยีบเทยีบคา่ความจำ�แนกของการลด
มิติสำ�หรับแบบจำ�ลองจำ�แนกประเภทผลไม้ส่งออก
ของไทย พบว่า การใช้โครงข่ายประสาทเทียมให้ค่า
ความจำ�แนกสูงกว่าการบี้รูปภาพ เมื่อเปรียบเทียบ
แบบจำ�ลอง 3 ประเภท พบว่า ค่าความจำ�แนกของ
แบบจำ�ลองเพื่อนบ้านที่ใกล้ที่สุดเพิ่มขึ้นจากร้อยละ 
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36.90 เป็นร้อยละ 62.25 ค่าความจำ�แนกของแบบ
จำ�ลองต้นไม้ตัดสินใจเพิ่มขึ้นจากร้อยละ 31.27 เป็น
ร้อยละ 49.30 และค่าความจำ�แนกของแบบจำ�ลอง
การถดถอยโลจิสติกส์เพิ่มข้ึนจากร้อยละ 39.44  
เป็นร้อยละ 95.21 เมื่อทำ�การเปรียบเทียบความ
สามารถของแบบจำ�ลอง พบวา่ แบบจำ�ลอง การถดถอย 
โลจิสติกส์ให้ค่าความจำ�แนกสูงที่สุด โดยการลดมิติ
ดว้ยการบีร้ปูภาพใหค้า่ความจำ�แนกสงูสดุอยูท่ีร่อ้ยละ  
39.44 และการใช้โครงข่ายประสาทเทียมให้ค่า 
ความจำ�แนกสูงสุดอยู่ที่ร้อยละ 95.21 รองลงมาคือ
แบบจำ�ลองเพื่อนบา้นทีใ่กลท้ีส่ดุ โดย การลดมติดิว้ย
การบี้รูปภาพมีค่าความจำ�แนกอยู่ที่ร้อยละ 36.90 
และการใช้โครงข่ายประสาทเทียมมีค่าความจำ�แนก
อยู่ท่ี 62.25 แบบจำ�ลองท่ีมีประสิทธิภาพน้อยที่สุด 
คอื แบบจำ�ลองตน้ไมต้ดัสนิใจโดยการลดมติดิว้ยการ
บีร้ปูภาพมีคา่ความจำ�แนกน้อยสดุอยูท่ี่รอ้ยละ 31.27 
และการใช้โครงข่ายประสาทเทียมมีค่าความจำ�แนก
น้อยสุดอยู่ที่ร้อยละ 49.30

	 การเปรยีบเทยีบค่าเอฟวนัสกอรข์องการลด
มิติสำ�หรับแบบจำ�ลองจำ�แนกประเภทผลไม้ส่งออก
ของไทย พบว่า การใช้โครงข่ายประสาทเทียมให้ค่า
เอฟวันสกอร์สูงกว่าการบี้รูปภาพ เม่ือเปรียบเทียบ
แบบจำ�ลอง 3 ประเภท พบว่า ค่าเอฟวันสกอร์ของ
แบบจำ�ลองเพื่อนบ้านที่ใกล้ที่สุดเพิ่มข้ึนจากร้อยละ 
34.08 เป็นร้อยละ 59.46 ค่าเอฟวันสกอร์ของแบบ
จำ�ลองต้นไม้ตัดสินใจเพิ่มขึ้นจากร้อยละ 31.57 เป็น
ร้อยละ 49.70 และค่าเอฟวันสกอร์ของแบบจำ�ลอง
การถดถอยโลจิสติกส์เพิ่มขึ้นจากร้อยละ 38.45 เป็น
รอ้ยละ 95.16 เมือ่ทำ�การเปรยีบเทยีบความสามารถ
ของแบบจำ�ลอง พบว่า แบบจำ�ลองการถดถอย 
โลจิสติกส์ให้ ค่าเอฟวันสกอร์สูงที่สุด โดยการลดมิติ
ดว้ยการบีร้ปูภาพใหค้า่เอฟวันสกอร์สูงสุดอยู่ทีร้่อยละ  
38.45 และการใช้โครงข่าย ประสาทเทียมให้ค่า 
เอฟวันสกอร์สูงสุดอยู่ที่ร้อยละ 95.16 รองลงมาคือ
แบบจำ�ลองเพื่อนบ้านที่ใกล้ที่สุด โดยการลดมิติด้วย 
การบี้รูปภาพมีค่าเอฟวันสกอร์อยู่ที่ร้อยละ 34.08 

และการใช้โครงข่ายประสาทเทียมมีค่าเอฟวันสกอร์
อยู่ที่ร้อยละ 59.46 แบบจำ�ลองที่มีประสิทธิภาพ
น้อยที่สุด คือ แบบจำ�ลองต้นไม้ตัดสินใจโดยการลด
มิติด้วยการบี้รูปภาพมีค่าเอฟวันสกอร์น้อยสุดอยู่ที่
ร้อยละ 31.57 และการใช้โครงข่ายประสาทเทียม 
มีค่าเอฟวันสกอร์ น้อยสุดอยู่ที่ร้อยละ 49.70

	 การเปรียบเทียบด้านเวลาจะทำ�การ 
เปรียบเทียบ 2 รูปแบบ คือ ระยะเวลาการเรียนรู้  
และระยะเวลาการทำ�นาย โดยระยะเวลาการเรียนรู้ 
ของแบบจำ�ลอง พบว่า แบบจำ�ลองเพ่ือนบ้านที่ 
ใกล้ที่สุดใช้ระยะเวลาการเรียนรู้น้อยที่สุด โดยการ 
บีร้ปูภาพใชร้ะยะเวลาการเรยีนรูอ้ยูท่ี ่864 มลิลวินิาท ี
และการใช้โครงข่ายประสาทเทียมใช้ระยะเวลาการ
เรียนรู้อยู่ที่ 4,590 มิลลิวินาที สำ�หรับระยะเวลา
การทำ�นายของแบบจำ�ลอง พบว่า แบบจำ�ลองการ
ถดถอยโลจิสติกส์ใช้ระยะเวลาการทำ�นายน้อยท่ีสุด 
โดย การบีร้ปูภาพใชร้ะยะเวลาการทำ�นายอยูท่ี ่56.8 
มลิลวิินาท ีและการใชโ้ครงขา่ยประสาทเทยีมใชร้ะยะ
เวลาการทำ�นายอยู่ที่ 7.70 มิลลิวินาที 

	 ดังนั้นผลการวิจัยการเปรียบเทียบรูปแบบ
การลดมิติสำ�หรับแบบจำ�ลองจำ�แนกประเภทผลไม้
สง่ออกของไทย พบวา่ การใช้โครงข่ายประสาทเทียม
ให้ค่าความถูกต้อง ค่าความแม่นยำ� ค่าความจำ�แนก 
คา่เอฟวนัสกอรไ์ดค้า่สงูกวา่การบีร้ปูภาพ เมือ่เปรยีบ
เทยีบแบบจำ�ลองแตล่ะประเภท พบวา่ แบบจำ�ลองการ
ถดถอยโลจสิตกิสใ์ห้คา่ความถูกตอ้ง คา่ความแมน่ยำ�  
ค่าความจำ�แนก และค่าเอฟวันสกอร์สูงที่สุดกว่า 
แบบจำ�ลองเพื่อนบ้านที่ใกล้ที่สุด และแบบจำ�ลอง 
ต้นไม้ตัดสินใจ เมื่อเปรียบเทียบรูปแบบการลดมิติ 
ของระยะเวลาการเรียนรู้ พบว่า แบบจำ�ลอง 
เพื่อนบ้านที่ใกล้ที่สุดใช้ระยะเวลาการเรียนรู้ของ 
การบ้ีรูปภาพน้อยที่สุดกว่าโครงข่ายประสาทเทียม 
การเปรียบเทียบระยะเวลาการทำ�นายของแบบจำ�ลอง 
พบวา่ แบบจำ�ลองการถดถอยโลจสิตกิสใ์ชร้ะยะเวลา
การทำ�นายของโครงขา่ยประสาทเทียมนอ้ยท่ีสดุกวา่
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การบี้รูปภาพ ถึงแม้ว่าโครงข่ายประสาทเทียมจะใช้
เวลานานในการเรียนรู้ แต่โครงข่ายประสาทเทียม 
มีประสทิธิภาพสงูในการจำ�แนกรปูภาพจากฐานขอ้มลู
ขนาดใหญส่ง่ผลให้แบบจำ�ลองสามารถสกดัคณุลกัษณะ
พิเศษของรูปภาพได้ดีเมื่อนำ�ไปปรับใช้กับชุดข้อมูล
รูปภาพขนาดเล็ก ส่งผลให้โครงข่ายประสาทเทียม
เมือ่นำ�ไปใช้งานจะใชร้ะยะเวลาการทำ�นายนอ้ยทีส่ดุ 
สำ�หรับแบบจำ�ลองการถดถอยโลจิสติกส์ ถ้าใช้ 
โครงข่ายประสาทเทียมดีกว่าในการลดมิติ จากผล 
การวิจัยมีความสอดคล้องกับงานวิจัยของ  
Chotichatmala & Wiwatwattana (2021) ท่ีไดศ้กึษา
การสร้างแบบจำ�ลองการคัดแยกผลไม้แบบหนึ่งชนิด 
ด้วยการเรียนรู้ของเครื่องเพื่อตรวจจับรูปแอปเปิล  
โดยใชเ้ทคนคิการตรวจสิง่ผดิปกติ (Novelty Detection)  
ผู้วิจัยได้สร้างแบบจำ�ลองการจำ�แนกข้อมูลด้วย 
เครื่องเวกเตอร์ค้ำ�ยันประเภทเดียว (One-Class  
Support Vector Machine) และแบบจำ�ลองปา่แยก  
(Isolation Forest) ซึง่ทัง้ 2 แบบจำ�ลองมปีระสทิธภิาพ
ที่ใกล้เคียงกัน อีกท้ังยังสอดคล้องกับงานวิจัย 
ของ Kummong (2021) ได้ศึกษาการตรวจจับมงัคุด 
ทีอ่ยูบ่นตน้ทีไ่ดจ้ากภาพดว้ยเทคนคิการเรยีนรูเ้ชิงลกึ
โครงข่ายประสาทคอนโวลูชั่นแนล เปรียบเทียบกับ 
ฟาสเตอร์อาร์ซีเอ็นเอ็น ผลการทดลอง พบว่า แบบ
จำ�ลองฟาสเตอร์อาร์ซีเอ็นเอ็นสามารถจำ�แนกมังคุด
แก่หรือสุก ได้ค่าความถูกต้อง ค่าความเที่ยง ค่า 
เอฟวันสกอร์ สูงกว่าแบบจำ�ลองโครงข่ายประสาท
คอนโวลช่ัูนแนล ยกเวน้ค่าความครบถว้นท่ีแบบจำ�ลอง
โครงข่ายประสาทคอนโวลูชั่นแนลได้ ค่ามากกว่า 
นอกจากนีย้งัสอดคลอ้งกับงานวิจยัของ Pakamwang, 
Khoomsab, & Srimuang (2020) ท่ีได้ศึกษาการเปรียบ
เทียบแบบจําลองจําแนกประเภทเพื่อการพัฒนาการ
ทอ่งเท่ียวอำ�เภอเขาคอ้ จงัหวดัเพชรบรูณด์ว้ยเทคนคิ
เหมอืงขอ้มลู โดยใชเ้ทคนคิการจาํแนกประเภทขอ้มลู 
จำ�นวน 7 วิธี ได้แก่ 1) Bayes Network Classifier 
2) Naive Bayes 3) Multi-Layer Perceptron  
4) Logistic Regression 5) Sequential Minimal 

Optimization 6) Decision Tree และ 7) Random 
Forest ดว้ยโปรแกรม RapidMiner Studio ผลเปรยีบ
เทยีบประสทิธภิาพแบบจําลองพบวา่ แบบจําลองทีม่ี
คา่ความถกูต้องมากท่ีสุด คอืแบบจําลองต้นไมตั้ดสินใจ  
(Decision tree) และยังสอดคล้องกับงานวิจัยของ 
Sereepong & Wiwatwattana (2021) ได้ศึกษา
การจำ�แนกคุณภาพของเมล็ดกาแฟโดยใช้โครงข่าย
ประสาทเทียมคอนโวลูชั่นโดยเปรียบเทียบกับแบบ
จำ�ลองการเรยีนรูข้องเครือ่งแบบด้ังเดิม โดยสรา้งแบบ
จำ�ลองได้แก่ ResNet50, ResNet101, ResNet50 
พบว่า แบบจำ�ลองแบบ ResNet ให้ผลลัพธ์ที่ดีกว่า 
SGDClassifier และเทคนิคการเพิ่มข้อมูลรูปภาพ
สามารถเพิ่มประสิทธิภาพของแบบจำ�ลองให้ดีขึ้นได้ 
ดังน้ันโครงข่ายประสาทเทียมจึงเป็นเทคนิคการลด 
มิติท่ีมีประสิทธิภาพและแบบจำ�ลองการถดถอย 
โลจสิตกิสเ์ปน็แบบจำ�ลองทีจ่ะนำ�มาสรา้งแบบจำ�ลอง
การจำ�แนกประเภทรูปภาพผลไม้ส่งออกของไทย  
เพ่ือช่วยให้เกษตรกร ผู้ประกอบการ ผู้บริโภค ให้
สามารถวิเคราะห์จำ�แนกประเภทของผลไม้ได้อย่าง
ถูกต้อง แม่นยำ� และรวดเร็ว ในการส่งออกผลไม้ไทย
ไปยังตลาดโลกได้

6. สรุปผลการวิจัย (Conclusion)

	 ทีมผู้วิจัยได้รวบรวมชุดข้อมูลรูปภาพผลไม้ 
สง่ออกของไทยเปน็จำ�นวน 710 รปู ซึง่ประกอบไปดว้ย 
ผลไม้ 12 ชนิด ได้แก่ แอปเปิ้ล สับปะรด ส้ม  
ลิน้จี ่ลำ�ไย มงัคดุ มะละกอ มะมว่ง มะพรา้ว ฝรัง่ ทเุรยีน 
และ กล้วย โดยชุดข้อมูลนั้นได้ ถูกประมวลผลด้วย 
การปรบัใหม้ขีนาดทีเ่ทา่กนัในรแูบบของสีเ่หล่ียมจตัรุสั
ที่มีขนาด 224 x 224 สำ�หรับกระบวนการเรียนรู้ 
แบบจำ�ลองจำ�แนกรูปภาพผลไม้ส่งออกของไทยนั้น
ประกอบไปด้วย 2 ข้ันตอน ได้แก่ การลดมิติของ
ขอ้มูลรปูภาพ และ การเรยีนรูแ้บบจำ�ลอง ในขัน้ตอน
ของการลดมิติ มีการทดลอง 2 รูปแบบ ได้แก่ การ
บี้รูปภาพ และ การใช้โครงข่ายประสาทเทียม แบบ
จำ�ลองที่ศึกษาในขั้นตอนที่ 2 ประกอบไปด้วยแบบ
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จำ�ลองจำ�นวน 3 แบบจำ�ลอง ไดแ้ก่ แบบจำ�ลองเพือ่น
บ้านที่ใกล้ที่สุด แบบจำ�ลองต้นไม้ตัดสินใจ และแบบ
จำ�ลองการถดถอยโลจสิตกิส ์ผลการวจัิยบนชดุขอ้มลู
พบว่า ประสิทธิภาพการจำ�แนกรูปภาพผลไม้ส่งออก
ของไทย โดยการใช้เทคนิคการลดมิติด้วยโครงข่าย
ประสาทเทียมมีประสิทธิภาพสูงกว่าการลดมิติด้วย 
การบีร้ปูภาพ และแบบจำ�ลองทีส่ามารถจำ�แนกรปูภาพ 
ได้ดีท่ีสุด คือ แบบจำ�ลองการถดถอยโลจิสติกส์ 
ซ่ึงให้ค่าความถูกต้องสูงสุดอยู่ท่ีร้อยละ 95.21 ค่า 
ความแม่นยำ�สูงสุดอยู่ที่ร้อยละ 95.50 ค่าความ
จำ�แนกสูงสุดอยูท่ี่รอ้ยละ 95.21 คา่เอฟวันสกอรส์งูสดุ 
อยู่ที่ร้อยละ 95.16 ระยะเวลาการเรียนรู้มากสุด 
อยู่ที่ 25,809 มิลลิวินาที และระยะเวลาการทำ�นาย
ใช้เวลาน้อยที่สุดอยู่ที่ 7.70 มิลลิวินาที

	 งานวิจัยในอนาคตสามารถพัฒนาไปได้ใน
หลายแนวทาง เช่น การรวบรวมชุดข้อมูลให้มีความ
หลายหลายและมีขนาดที่ใหญ่ขึ้น การปรับใช้แบบ
จำ�ลองโครงขา่ยประสาทเทยีมสมยัใหม ่รวมถงึแนวทาง
ในการแก้ปัญหาใหม่ๆ เช่น การระบุความสุกของ 
ผลไมแ้ตล่ะชนดิ หรอื การจำ�แนกโรคหรอืการช้ำ�ของ
ผลไม้ เป็นต้น
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