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lnseveszamiilguuuy

poulagti, msorelounug, .z PR L -
muasudoya 15A 1,583 N1 wieuvisUszendinaliansiaudeya wagwuiteyasen

Juyadeuiievas 70 ganmiadeuiosay 20 uazyavaaauiosay 10
maveassuunduasingy laun ngud 1 Idaandnenssu VGG16 uax
VGG19 Taglausuusa uaznguil 2 YSuusistu Fully Connected ¥4
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2048-1024-512-256-128-60-32-16-8 niun) Isiuadifian Inelensusiuen
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Abstract: According to data from the Bureau of Epidemiology, between January 1 and October
31, 2023, a total of 239,197 cases of pneumonia or lung inflammation were reported. Over
the past five years (2018-2022), the average number of cases was approximately 20,000 per
month, with a continuously increasing trend. Early detection and treatment of pneumonia
can significantly reduce mortality rates. This study proposes a classification model for
pneumonia based on chest X-ray images using Convolutional Neural Networks (CNNs),
specifically the VGG16 and VGG19 architectures, in conjunction with the transfer learning
technique. The Chest X-Ray Images (Pneumonia) dataset, consisting of 5,232 images (4,273
pneumonia cases and 1,583 normal cases), was used. Data augmentation techniques were
applied, and the dataset was divided into 70% training, 20% validation, and 10% testing sets.
The experiments were divided into two groups: Group 1 employed the VGG16 and VGG19
architectures, while Group 2 utilized these architectures with transfer learning and customized
Fully Connected (FC) layers. In Group 1, the VGG16 achieved an accuracy of 95.42% with a
loss value of 0.18, while VGG19 achieved an accuracy of 94.89% with a loss of 0.21. In Group
2, the best performance was achieved using the VGG16 architecture with customized fully
connected (FC) layers, consisting of nine layers with 2048, 1024, 512, 256, 128, 64, 32, 16, and
8 nodes, respectively. This configuration achieved the highest accuracy of 97.83% and the
lowest loss of 0.11. Compared to the VGG16, the model achieved a 2.41% improvement in
accuracy and a 0.07 reduction in loss. When compared to the unmodified VGG19, accuracy

improved by 2.94% and loss decreased by 0.10.

1. U1 (Introduction) ﬁLLuﬂﬁmqﬁumaamm (Department of Disease
Control, 2023) N15M573319NBLfidNade
15AUBAUINYBILNNEAILNITA18AINAILTIE
1809 (Chest X-Ray) flUszansanundduuas
Tutlagtunsiannveameluladiieuivimihi
annsosusasdnLenlsaosdunmeeEng

lsatanuinnseUansniau (Pneumonia)
Lﬁmmﬂmiaﬂﬁaﬁqaauwaﬂ (Alveoli) ihuni
Ainnidelfauasuuadise wu Wol3alalsu
2019 (COVID-19) Tuvioaumelanazanwagns
Sniavvesonviliiinnsavauvesivain
nangegslunasnaumela o1avililAnng
ssuumeladumanuasdeialdmulivinlulunn
434918 (Department of Disease Control, 2022)
wazanunsadlulsemalnglud 2566 Yayaann

slaglgisn1svesrauiune Al (Computer
Vision) 6'?}\1LﬁuLLmuawﬁamaqﬂmmeizawﬁ (AN) 7
fimududeunarinnusaniilunsussanana
FslumadiamsvhauvesnsBeudiBsdn (Deep
Learning) fmafirnSauuusnaesduy fiaunse

ABITEUIAINGINUIT SEUINTIUN 1 Uns1AY - 31 . - e o Y
nldlunsiieseiuaganuendeyaainguam

aa1ew 2566 TfUaesuau 239,197 1 Andu
9n51N15UY 361.48 518meUs¥Y¥INT 100,000
8 warlung 5 Uik (2561 - 2565) Tt
Wasieuay 20,000 518 SIEIA8TIn 224 Aulay

waznteuunaatudagiumslaseigdsyam
LﬁEJiJLLUUﬂE]uI’JQ‘ﬁ'u (Convolutional Neural
Networks: CNNs) tJulassinglasuanuiley
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wazilAuaansalunIsainAMENwuEALYeY
sUnwldodedivszansnmuagBnianisdie
Tounnu3 (Transfer Learning) umafianilai
lesumnudeaiteanailunisBeuiveandes
wazmnzdmiudeyaiifivuialillvgunn Tne
Tdenidmin (Weight) fildsunadeusliaammii
wdaldu Falaumuzausunisthaldnu
Tugpdeyafvualalngunngy deyanisnis
wnngffusunalldwezann (man, Arabnia, &
Rasheed, 2023) Tnawuuiansildsuaruieui
wlglunisanelouninus wu Xception, VGG16,
VGG19, ResNet, ResNetV2 tugdu lassasnevas
WUUs1a9d VGG16, VGG19 fidnuusiimiloutu
waziinuuansnslutuvesuuusassildd sy
nsdnnaidnunzisuveiayail VGG16 axilifles
16 $u uay VGG19 9zdlifies 19 Fu Hauansly
it 3 Tassadswenuusians ConvNet vie
VGG16 way VGG19 Tuda D wag E

unanuisaiauenuusiasslunis
aamlsalanuiunielsnlondnlauanaINAIm
1ONGL5E95299n9n Mendeley data (Kermany,
Zhang, & Goldbaum, 2018) \ugndeyatlésu
Adenluunaudieg wazgadoyaild

Transfer learning
VGG16, VGG19

- trainable is None
- include top is False

Purpose
Methodology

Classify Layer
Fully connected
6 patterns used in the

experiment.

weknsvwiuled kaggle.com ﬁﬁﬁmaﬂwam
lulduleemasiiouas 200 ads Tnely
yadeyauszneulusommdndisdnseniisey
nsiulsavanuan (Pneumnonia) siaviam 5,232
A wuseandu laidulsa (Normal) $1uau 1,583
A wasfivsuanitladunaviadulsavanu
1 4,273 anuagldivalianisiasudeya
(Data Augmentation) Lamz‘ﬁagaﬁhjmﬂiﬂ
Lﬁaﬁﬂﬁﬂ’immﬁﬁaaﬂaﬁwhﬁ’uﬂgqamehu Toely
Tassveyszamitenuwuuasuligduleun
an1tlmenssy VGG16, VGG19 titetunld
swdumatinnisatglouadnug lauwuenis
naassoonidu 2 ngu nguil 1 manaasdlagld
aninenssu VGG16, VGG19 Taediliinsusu
usislaq uazngumsnaaosdl 2 Mirandnenssu
VGG16, VGG19 Falduauilennazlseaninin
lusgausiug uldlagnisarglouninuiuag
USuusslutu Fully connected (FC) Tnwin
sUnuUimuINsLfis/ans1uau Node Tunis
NaeY 6 JUKUU Askanstuntndsenau 1 laund
1) nsifisiuressuau Node ashiane 2) N9
\inTuressiuan Node asiiaueuazanaogis
diauawhfunsiaty 3) MsansiuIuves

Pneumonia

Awusznau 1 E‘U LUUNISHRILLUUTI8D9UIUNAIIN
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Node asinaue 4) s1uruves Node Wi 5) Pooling) Fuit 3 %y’uﬁamismuwamujzﬁ (Fully
Umvee Node @duiu (@99A1) 6) 1uuves  Connected Layer) Lﬁu%uﬁm%’umﬁm%ga
Node iinuazanlsitviiiuain (Cherdsom &  udnwar 1 fAudnideyanng nuaidey
Kanarkard, 2023) fiauansluninuseneu 8 ddefuimuadandunmi 2 Tassad

. Uszamifiguuwuuaeuligdu (Sengupta et al,,
2. NuuazeuIeNniiervas  200)

(Materials and Methods)
2.2 VGG-Net Architecture

2.1 1A59918Ussa MR gURUUADUY
T’JQ%"U (Convolutional Neural
Networks: CNNs)

an1Unenssu VGG-Net %138 VGG (Visual
Geometry Group) gAWRILINIAINIATIYY
Usvannigauuumeuligtu laengudnide Visual

Wulessrelaiuanuiivunaziinng  Geometry Group 91U Inends Oxford
aunsolumsarnnasnvazsuesguamldeis  Falagiuldfuanuiouldun VGG16 way
fiussavsnm lassaiauseneuluie 3 duduil - VG619 mnean 16 uay 19 Fesuaudures
1 funoulagdu (Convolutional Layer) uduii  miarnandnunzvestoyaroudngiunmsduun
Mdmiunsatanudnuassuesdeys Feature  doyadauandunimuszneud 3 fnumniines
Extraction) 4ufl 2 %uwuaf?ﬁ (Pooling Layer) 138 a1un1s1iwesuay 144 a1un1s1ienes
Wududmiumsasvuavesdoyaladliinedin  awdiiu Sndadfsldldyndoua ImageNet
f199 eun msidienAwnniian (Max pooling)  wldlunisBsuddretuesanndnenssuiie
nsidentiesiign (Min Pooling) mstdensasan  IiluszanSamunBetu (Karen & Andrew,
(Sum Pooling) wavn1sdenaade (Average  2015)

Pooling Flatten Full Connection

Convolution

Pooling

Convelutn F@ |

|| O

== |§7
Output
\ ) \ )\ J
| ! |
Input Data layer 1 layer 2 .
( Convolution + Pooling ) ( Convolution + Pooling ) Classifier

awUsznauil 2 Tnssadsuszanmifisnnuuneulagiiu (Sengupta et al., 2020)
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ConvNet Configuration
A A-LRN B C D E
11 weight | 11 weight | 13 weight | 16 weight | 16 weight | 19 weight
layers layers layers layers layers layers
input (224 x 224 RGB image)

conv3-64 conv3-64 conv3-64 conv3-64 conv3-64 conv3-64
l LRN conv3-64 conv3-64 conv3-64 ‘ conv3-64

maxpool
conv3-128 | conv3-128 | conv3-128 | conv3-128 | conv3-128 | conv3-128
’ ‘ conv3-128 | conv3-128 ’ conv3-128 ’ conv3-128

maxpool
conv3-256 | conv3-256 | conv3-256 | conv3-256 | conv3-256 | conv3-256
conv3-256 | conv3-256 | conv3-256 | conv3-256 | conv3-256 | conv3-256
convl-256 | conv3-256 | conv3-256
conv3-256

maxpool
conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512
conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512
convl-512 | conv3-512 | conv3-512
conv3-512

maxpool
conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512
conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512
convl-512 | conv3-512 | conv3-512
conv3-512

maxpool

FC-4096

FC-4096

FC-1000

soft-max

mwﬂsxnauﬁ 3 laseasaueanuus1aad ConvNet (VGG) (Karen & Andrew, 2015)

2.3 n1sanglauadus (Transfer
Learning)

watiansaglouanuslaglduuuiges
flssunsSeudmemthlineunds (Pre-trained
Model) 9nyndoyadus Alssuamdounsy
ImageNet Aififoyasegsdudoya 1.2 d1u
AMNKAEIIIWIN 1000 VAV UBNIINATAR
wanlumMsiteudvealuuaaua Svihliwuy
$raveiiUsEavB ANty (Singh et al., 2023b)
TnidunniAdmdnuldluniateuives
usiazduiuyndayalai

2.4 n1suusdayanieds K-Fold
Cross Validation

wedamsussieyaiiielidmsunamasey
wuudasiiotlostunisiin Bais veauuudians
ﬁﬂ’@um%ﬂ%LLﬂQGﬁayjaﬁﬁﬁﬂmuwhﬁ’uaamﬂu
Fruungy (K) Afiosnsidu 5, 10 (K=5, K=10)

lnensgudoya wueenduyndoyaseuiiay
yndayanaaeunazluniaznguioyalztoys
Tugadoyasouiuazyadeyanaasuiiiniig
uansefufsuansnmUSENBUT 6 NSEUIUNNS
m3dnwteuyateya luidenisulsdeyadmiu
nsnageu (K=5)

2.5 nsiasudaya (Data
Augmentation)

wadiamsiaiudeyavzenisifind iy
foya nsdiffldnnudoyatiesliifivmesionis
thanllunsBousvesuuuiians deyailed
mm‘wmﬂwmauwnéq%uLﬁaﬂaﬂﬁuﬂzyuw Overfit
sminennsiSouivesuuudiassuaziiieliiy
araiugh Ussdvsnmliuuudaesiiimuntu
nsidenldisnisiaSudeyaidu My uAImAY
D4FNTIRBINT NMTFANAITTUNILTRIAIMN (Noise)
Tudnvazsng nMsaaviieliiuas Msiaasey
A (Crop) sty fadinsifsdeyslnemaiing
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AoadanldlIsNsNIAINULNNTEN F5015N1EILN
lFesiilonianiziiniuasevestoyatiug

2.6 9TUIAYNLNYIVD9

TunsAumlsavanuinees Chouhan
et al. (2020) louuinaswingg ulgausiuiu
wialian139 Ensemble model fithuuusiass
wnmmisuusiasstelunswennsel Taun
AlexNet, DenseNet121, InceptionV3, ResNet18
uaz GoogleNet wagldyatoyaiusunudoya
TdnsmanatsuuldwinduRe 4,273 A
fvsvonindulsauazliidulsn 1,583 am
wuusassiiviauelasunnuwiugiosas 96.40

mMyitadulsalenulnuey Zhang et al.
(2021) TauausLUUTIaR9INNSUSULATBY
wuudaesnannenssu VGG16 fnnuuiiugn
fpraz 96.06 WlowSouifisutuuuusiassan
aondnenssu VGG16 Aladlesunsusuusiedia
wiugnspeag 94.35 wuuitassanaatnenssy
Xception dAuliug1sovaz 96.06 WUUTRBS
nanUnenssy MobileNet finnuusdugsovay
95.473 wLUUI1a99Nan1UReNTIU ResNet121
fanuudugiesay 87.35

NIULEUDLUUINGDIVBY Racic et al.
(2021) fiwmumnanlassisUszamiieuwuy
rouligiu Tagliyndeyaiivsinadeyaiaes
panalduinduldud 4,273 amddulsauay
Flaidulsm 1,583 o Sannuwtiugivewuy
dnassdovaz 88.90

MMTIATIZALIATBS Singh et al. (2023b)
TadauswuuIIansnlasgUsyamiioy
wuupoulgtu wazuuudiassiieleunnui
lAuA VGG16, VGG19, ResNet50, InceptionV3,
Xception, InceptionResNetV2, NasNetlLarge
IpnanuuludnSeaz 92.14, 89.90, 84.24, 89.42,

86.64, 86.17, 88.14 MNUAIAU EIULUUINADY
fivnauefio CNN flanuwiugrdosas 95.47
uarldendayaiufinudeyaisaosnaaldud
4,273 amidulseuaziilidulsa 1,583 nm

UNAIUYBY Mabrouk et al. (2022)
Tadnauesnisuuudassn1sIwunUszLIAN
Isavoauinlagldinailn Ensemble Learning
iloananudrteuresteyalaglduuudians
MobileNetV2, DenseNet169, Vision Transformer
(vim) MHendayaivinndeyaisaesnaraiisiuiy
Flaivindude 4,273 awidulseuaziilifu
15A 1,583 AN WANNSVILUNNUILUUINADS
MobileNetV2, DenseNet169 Lay Vision
Transformer (VIT) #ilaildinadia Ensemble
Learning wudndimnuudiuegniovas 91.35,
90.87, 92.47 waziiloth 3 wuusasunldsuiu
wiatla Ensemble Learning wuAI13AMMLIIUEN
Jowaz 93.91

A15R5AMLsAUBAUINYDS Varshni
et al. (2019) laldlassvreUssamiteunuy
AauligtuluguuuuYeIN1sYin pre-trained
Inelduuudiany Xception, VGG16, VGG-19,
ResNet-50, DenseNet-121 wa¥ DenseNet-169
Tumsaiadeyauazilunensallagld Random
Forest, K-nearest Neighbors, Naive Bayes Wag
Support Vector Machine (SVM) Fananuinnis
19911 ResNet-50 3uAU SYM (rbf Kermnel) T
Ha AUC winiu 0.7749 Fudledisusunuusiass
VGG16 wag VGG19 fanuuani1svesAl AUC
Usguad 0.0899

TunsAnwived (Shankar et al., 2023)
laSeuifisunuudnasswes machine learing
models laun Logistic Regression, KNN,
Decision Tree, Random Forest, Naive Bayes,
and Support Vector Machines way deep
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learning models Town CNN, VGG16, ResNet LLay
Uinawestoyafiiulsauaglifulsafidnny
Useanal 1,200 mseranadadunisansiuau
Feyalsiisaosaaadiviinniiiiu wuhssws
machine learning models Wag deep learning
models Mifinnuuanarstuanndiothunldon
sFwiifleSauiisuanuwiugmuinlaseiy
Uszamieunuueoulgiuiiugulinasesay
89.74 VGG16 lviasosas 75.80 waz ResNet
Tinadovay 88.14 Fslsinadiunnnit Machine
Learning Models

WAEN1IANYIVS (Singh et al., 2023a)
TaauauwuuTnans QCSA network (Quaternion
Channel-Spatial Attention Network) Usuna
mauamaammammmuwluLmﬂuﬁa 4,273
mwmﬂuiimawimﬂuiiﬂ 1,583 A TAmaa
wilughieeay 94.53 wavynanuseuiisuiuiuy
$1a093U7 WU VGGL6 waz VGGL9 Taauusiug
Sovay 92.14 way 90.22 MUAIAU

Tun1sseylsavenuinves (Chiwariro
& Wosowei, 2023) ladiuudnassanlasedng
Uszannifiguuuumeuligdu (Convolutional
Neural Networks : CNN) anlglaun VGG19,
VGG16, ResNet50 gy InceptionNet v3 1ne
14 YoLo v5 TunsAummuiusesnsiialse
wihths w1 VGG16 Slmnuwiugrdosas 88.00
war VGG19 fiauutugiiovay 80.00 dau
ResNet50 wag InceptionNet v3 fianuusiugn
Sagay 73.00 way 79.00 AuanU

Iumiizqkmaﬂ (Papadimitriou, Kana-
vos, & Maragoudakis, 2023) 1@uallUUINRDS
nnlassneUszamifisuuuuneulagiuiiiaun
Fuieaiillaseadne 3 sUkuukagsdwaslunis
naaoswanseiu unsuiuseureInsSeu
% (Epoch) 5, 10, 20, 30, 40, 50 $MIUVBTOYA

ﬁiﬁﬂumiﬁauﬁmiau (Batch size) 128, 256,
512, 1024 lneldyadoyaiivsinadeyaiaes
panafisunuiiliviniude 4,273 amildulse
wazdlaifulsn 1,583 a1 wuinwuusaed
fildadfigaiinnuusiudi¥esas 95.59 Taseadng
sULUUT 2 Epoch fie 50 wa Batch size winifu
128

ad

3. yadayauazisnis (Materials
and Methods)

3.1 L1ASP9H0

ASeTldlausna Keras odih 2 uas
Tensorflow TUNIINAILILUUTIADIAIBATY
Python demeufiamasala CPU Intel Core i5-
10400F MaeANNIMan 32 GB #ieUsziig
NansMFN Nvidia RTX 3060 (12GB) s¥uulf)un
113 Ubuntu 139394 20.04 LTS

3.2 Yadoyauaznisinseudaya

mMsdanduyateyaiiionsiauiuuy
aedlaiimnain Mendeley data (Kermany,
Zhang, & Goldbaum, 2018) L‘flwqm%'agaﬁ
#¥uaudeuluunanusineg wasyateyad
Ieneunsuuiuled kaggle.com ﬁﬁ@’maﬂwam
illdlnendedouar 200 afa Tnelu
yadoyausznaulusenimdndisdnsigen

Do

fiszynadulsavenuan (Pneumonia) v
5,232 aw fiegradeyananslunimyseneuy
§ 4 fuuy 4 ANAEFIEENTBININIINAMN
wadisdlduanslsalonuiu wag 4 Amenuan
Aonmfiuanilsavonuin Tnsuvsoendu
Amdndisgnsaseniivauenitung (Normal)
1 1,583 AN waivavoninlduniviordu
1salanuln (Pneumonia) I1U3U 4,273 AN

= & I Ao v Y
Fansaeangudnudeyaliviniu (mbalanced
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Data) 3slstimaliansiasudayaianienautaya
Usuaniunddnuau 1,583 a1 Wil
faaosssan Seneuasldinadaninaiudoya
lauustayadmivganaaaunisiseul 10%
Wudnnu 428 a9 ndurunmiesiin
wdaainnsiasudeyadiuin 4,273 A Lile
Uean1sriu Bias 1nyadoya laslddenldisnis
NUNN 15 83 (Rotation) NSAGUAMNLUY
uol (Horizontal Flip) MINEUAMILUULLIAS
(Vertical Flip) N13gunIn 20% (Zoom) N3
Tanmilsiiin 30 a9 (Shear) lngnisidentd
Wit 5 suuvuiilieiednunsfianiniu

fhegrsnwitisuendtuni luuanslsa (Normal)

YOINUMMENTLsENTeNTIH LTS Tneuans
frogndlunimdsznoud 5 fisiuunimiavas
8,546 a1 vinsuusIuIudeyadmniuns
asenisiseusvesuudiaendu Training Set
Jowar 70 97U 2,991 AW Validation Set
Souay 20 91U 854 NN Test Set Savay 10
T1UIU 428 2N Yeusiazngutayaariin1si
k-Fold Cross-Validation (K=5) laeldnisdn
nautoyaannsdulsiduyadeyalvaifi 5 ndu
Lﬁ@iﬁsﬁayjaﬁmiﬂssms@hashmﬁﬂLamaLLas
P madeuUsans e UsaesilaRau
u wanslunmuszneud 6

awusznau 4 fMegnmdndisgnsienanyadeyaiuandsavenuiy (fuan) uaghivandsa
Uaauau (AuuL) (Kermany, Zhang, & Goldbaum, 2018)

fegenmnisiaiudeya (Data Augmentation)

aMUsEnau 5 fMegnmdndisgnsienainnsiasudeya
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ﬁuaﬁ'uqniaga (Master Dataset)

NORMAL =1,583 ** Split Data 428 item
PNEUMONIA = 4,273 for Test set 10%
Total =5,232 from NORMAL class

https://data.mendeley.com/datasets/rscbjbr9sj/2

> msia3udaya (Data Augmentation)

Rotation, Horizontal Flip, Vertical Flip,

Zoom 20%, Shear 30% .
** Augmentation for

NORMAL class only
NORMAL = 4,273
PNEUMONIA = 4,273
Total = 8,546

l

nMsuustayadmiunisnageu (K=5) R n1suustayad1miuns Train Model
=N e v " —
T K2 o o K4 Training set Validation set Test set
L S llmalt 70% 20% 10%
m;;:z set Validation set Ks
2991 o5 NORMAL 2,991 854 428
PNEUMONIA 2,991 854 428
k-fold Cross-Validation (K=5)
AMNUIENBY 6 NTLUIUNTNTIAWTELYATRYA
M3l mswdsdeyadmiunisiseuivesiuuinges
yadoya ngutaya Jewar  dwoudoya suVevan
Training set Unk (Normal) 70 2,991 5,982
Tsavanuin (Pneumonia) 2,991
Validation set  Un@ (Normal) 20 854 1,704
IsAauanuIn (Pneumonia) 854
Test set Unf (Normal) 10 428 856
1salenuan (Pneumonia) 428

3.3 N152AUSLANS AN

MIINUTEANTANVBILUUTIADY bt
M3InAIANULLILET (Accuracy) 1Y

TP+TN
TP+TN+FP+FN

Accuracy =

Tnedl TP A Anfinennsalgnioadeuan
TN e Aiineinsalgnéeadsay FP Ao Al
wgnsaliananidsuan FN Ao Adimennsel
AananaLde waznsinanugayde (Loss Function)
fio dleituiliiasrorvieseninefininanisal

fuarfuviadddusuudiasanisiFouives
1303 (Machine Learning) Annsgaydeay
ymihidususdusyannmusauuudiaes
TnAnsgadosnasmneninuituuuinass
yhandldusiugunnty

3.4 NSTUIUNISHNEDULUUINADY

ASYUIUNTAS WUV AR ABLUIDDN
I3 5 % a‘l’ n:l'
WuTunauaall Nianaluninysenau 7

1. ilawleudayaiazuustoyaiiialid
ANMUNSDUAMSUNITASWUUI1ADS
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2. Benldanuilendy ImageDataGenerator
iieudasteyavesgunmlifuuuy One-hot
Encoding vifiniwa (Pixel) vasgunmienag
FEWIN9 0 uaw 1

3. Benlguilandu flow from directory
\ednnTeudayatuneuanineneudignseuiunis
a3uuunaedlae M vuATWIAYEININTINDINTS
(target_size) Wl 224 * 224 AW IPVBIR I
teyanldlunisiseuiusagseu (batch_size)
wazAruaUkuuvesyndaya (class_mode)
<) .
vJulkuu binary

4. igtumeunsSeudvesiuudiaes
Tnemmuali loss function tHuwuu binary
crossentropy Wag optimizer A9 Adam 11U
59UNTLT8US (epoch) 15 50U

5. Tunsguiunisiseuslunsayseu
(Epoch) agfimsuiuusisansngg AlunsiFeus
WU weights, loss kagNauULtNETEUNISISEUS
dalu FaazldnanisiFoudaianuusudiuay
Auaydslunsarseuveinsiious

6. WaATUTAUMSISEUIIY 1 ATa 15
sou Azthumaaeuiuyateya k-Fold Cross-
Validation (K=5) filotn3euld feaglinansieus

AP LAY ALE LY

3.5 sUuuUULazIsN1IMARDY

N1900NLUUNTNARABILALUINITVIAADS
B 2 nu nauit 1 vaaedlagldaoinenssuiiy
sildsunruiounagiualiy 2 aondaonssu
16U VGG16 uaz VGG19 filildfinisusuuss
nauil 2 neaedlagthantlnenssuug il
VGG16 waz VGG19 unldlaematianisanalou
foya uagUSuusisdu Fully Connected Bt
sULUUMSALINSis/ang 119 Node Tunns
yaaos 6 JULUU Tiud 1) Mafisturessiu
Node asinase 2) nssinturessuau Node
dilianeunzanategediaNe ULy
3) M3ansILILTes Node dxiase 4) 1uiuves
Node Wfiu 5) 371u7UY03 Node aduniu (ao9
A1) 6) $1uruTe Node Liinuaranliviiiuain
(Cherdsom & Kanarkard, 2023) au@adlunin
Us2nau 9 wazfinuanisdineslun1svnasy
évesvis 2 ngunsvnaesldud Optimizer Ao
Adam Learning Rate fi@ 0.001 (Andaduves
Optimizer Adam) Batch Size f® 64 Waz Epoch
A9 15 50U Aauanslunmusznau 8

N158519uUUT1a849 (Model for Pneumonia detection)

1 Epoch
Re-Training Validation
’7 weights Result <—‘
Training set
70% i
Validation set Train
20% model

Test set

15 Epoch
Complete
TTERTTEATTE
TTEET TR
. Model
- e k—foldCross—Vlllidation (K=5)
Average
Evaluation
Result

10%

ANUTENBU 7 TURDUNT

5E8UIVRMUUTIARY
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Experimental Group 1

VGG16

FC - Prediction e
or
Layer p .
VGG19 neumonia
Parameter
{ Optimizer = Adam
Experimental Group 2 : Learning Rate = 0.001
: Batch Size = 64
i Epoch =15
PurposeMethodology e
Classify Layer Fully connected 6 patterns
used in the experiment.
VGGL6  ~ ¢ o D e
i FC-Prediction | Nofmial
> > or
Layer : p "
VGG19 neumonia

AwusEnau 8 JULUULANGNN1INARBY 2 NGY

awdsznau 9 gﬂLmumsﬁmmmit,ﬁu/ami’mu Node (Cherdsom & Kanarkard, 2023)

4. Han15938 (Experimental Result) u output lumsnennsefisawiniu fuandy

. as1e 2 deyalumsiauaninaannsagou
4.1 HaMIINARDINGUN 1 NINARBY  giyaygusiug Avmnugades wazandoauy

P
lagldaandaenssuiugiu (VGG16, 1m3514 (Standard Deviation) TavsAnaas
VGG19) VeI UG aEANUGYFEIINYATaYA

Iuﬂﬁmamﬂfcj:uﬁ 19nsunaadlagly  nadaU (Test Set) waznindsznau 10 Wand
antonsauiuguilliineuuussdusneg  AMNLILE wasAAugydsIngadeya

YBIMUUTIARY BN Fully Connected 1y~ IAFBUNN 2 LUUIIRDY
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M2 WaNIAaeInaNdl 1 Maaedasldanlnenssunugiu
Test set Validation set (K=5)
LUUSE89 ARy mm:m ANDBUY ANdgUY ALay ALadY
(Model) HaUYN geyLae UINTFUY UINIFIU (Average  (Average
(Accuracy) (Loss) (SD (SD Loss) Accuracy) Loss)
Accuracy)
P1 VGG16 95.42 0.18 0.007 0.017 95.06 0.08
P2 VGG19 94.89 0.21 0.013 0.025 94.71 0.09
== //,//, — =
X P ,
7\\\ -

Epoch (otal = 191

AMNUsENBU 10 Lansr1Auuiugl (1e) Lazrianuayids (137) veswuudnaeddunisa 2

Inglunaduil # 52y P1-P2 Fathuuans
lupsmiaanuusugiazAnugadslunin
Usznau 10

4.2 Nam'i‘vmamnau‘w 2 n1sUsu
meu Fully connected

naveaeanguil 2 ldhantnenseu
VGG16 wag VGG19 anldlunswamnifisids
Tuduwes Fully Connected Tngldguuuy 6
suuvulagldnisaigloudeyanazldsuuuy
n3UFuusaduILvun (Node) Aauandluniss
3-8 %’ﬁamalummmemamﬂmimaa‘u
AP AnIgYdEs uay Andoauy
1MSEIL T LaAETeIAILAILSY uas
Augds 1Ingadeyanagdou

sUWUUT 1 M3tfia@uresduiu Node
adaue nansvaaedlaiandlunisne 3 Suay

3 senslunnaziuudadlagldaaUnenssy
VGG16 waz VGG19 (3 drsufidearuuiug
1n7ign) wazAmUsEney 11 uansAnANLLLLE
LLazmmmquﬁamﬂsqm'fau”amaavﬁgq 6
LUUI1a99

;nJLLUUﬁ 2 Mstfiuturess Iy Node
aELoLazanasoEsaELeIAUNNSTLTY
nan1snnasdlalanslun1se 4 91U 3 51813
Tuudazuuusiass (3 a1duidArAnuiug
WINTgn) wazamUszneu 12 wandan
ANLIUEGT LazAIAUgLdsIINYATYE
VAFOUTA 6 LUUTIADS

gULLUUﬁ 3 N19aR91UIUVBY Node
arinane wan1svaasdlduandlumisng 5 Suau
3 sren7slunsazkuusIass (3 drduiiden
ANULINEINNTIAR) LAEAMUTENDY 13 LAR
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AIANLINEY UazA1AIgLEEAINYATeYA
NAADUIY 6 LUUTIADY

giJLLUUﬁ 4 97uuved Node WiLAL
Han1sAaedlalandlunIse 6 U 3 518A13
Tuufazuusiass (3 ardufiiAnnuwaiug
mmﬁqm) warAInUseneu 14 LaAAN
AVILILEN UagAANUadgNYAteLavIaaeY
W1 6 wuUsaes

sUMUUT 5 9113Uv09 Node aquriy
(a99A7) HaN15NAaBIlALanIlLAISIa 7 U

3 swmshuisiaziuuiiana (3 s
whugunniian) wazamusznau 15 uansena
wiugh wavArANUgydsINYadeyanaaey
74 6 wuudass

sULUUTl 6 $1uuves Node Linuas
anliinduan wan1svaaeslalandlunisg
8 91U 3 T1ENTIULFAAZLUUTIEDY (3 819U
AfArAmiugmINTian) waznmUsERoU
16 uansA1ANULiugT LavAAagade 91N
ﬁ;m%’agamaauﬁgﬂ 6 LUUINADY

M3 WHANMINARBINGUT 2 M5UTULAITY Fully Connected JUWUUTM 1
. Test set Validation set (K=5)
A1UIU ]
. Iy Hanes AAY AU Audsavy - dndos Aade Aade
# 1899 YU Fully . UIATFIY MUY
(Model) connected (ALmuEJ'I ) ?ﬁm; (SD UINIZU ;\Average) (Ali/era)ge
ccurac ccurac 0ss
(Fo) Y Accuracy) (SD Loss) 4
(Loss)

P1 VGGl6 64 97.54 0.11 0.005 0.027 97.00 0.07
64-128-256-

P2 VGG16 512-1024- 97.18 0.07 0.007 0.029 97.10 0.09
2048
64-128-256-

P3  VGG16 96.07 0.23 0.007 0.024 96.89 0.09
512-1024
64-128-256-

P4 VGG19 512 97.30 0.09 0.009 0.022 97.07 0.08

P5  VGG19 64 96.72 0.16 0.010 0.036 96.61 0.10
64-128-256-

P6  VGG19 512-1024- 96.60 0.13 0.009 0.062 96.14 0.14
2048

*Inglumeodudl # szy P1-P6 Fahanuandunsnaauuuguazianugadslunmysenau 11
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Pattems 1 - Experimental Group 2 | Accuracy (Test Set) Patterns 1 - Experimental 1 Group 2 | Loss (Test Set)

Epoc (otat = 15) Epoch (ol = 19)

AMUsENaU 11 wansrAuuiugl (o) wazAinnugagides (191) vesuuudiaeduniie 3

M4 HANIIAARINGNT 2 N1sUTuLAITY Fully Connected guuuu# 2

i Test set Validation set (K=5)
MUY DA
WUy Tnunves , Mo Andeau o o —
# $1a94 M) Fully ﬂ'“:"l']jﬁ»l - AT WUY ALRRY ALRA8Y
(Model)  connected Laiuen Q'?U.,Lﬁﬂ (SD um3g  (Average  (Average
(FO) (Accuracy) (Loss)  Accuracy) (5D Accuracy) Loss)
Loss)
64-128-256-
512-1024-
P1  VGG16 2048-1024- 97.54 0.11 0.011 0.022 97.10 0.09
512-256-128-
64
64-128-256-
P2  VGG16 97.18 0.07 0.015 0.053 96.50 0.11
128-64
64-128-256-
P3  VGG16 512-256-128- 96.07 0.23 0.005 0.018 97.01 0.08
64
64-128-256-
512-1024-
P4 VGG19 2048-1024- 97.30 0.09 0.006 0.019 97.00 0.08
512-256-128-
64
64-128-256-
P5  VGG19 512-256-128- 96.72 0.16 0.010 0.029 96.03 0.10
64
P6  VGG19 64-128-64 96.60 0.13 0.022 0.058 95.28 0.13

*Tnglumedudl # szy P1-P6 Fathuuanduninmanuuiuguazianugydsiunmyssnay 12
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Pattemns 2 - Experimental Group 2 | Accuracy (Test Set) Pattens 2 - Experimental Group 2 | Loss (est Set)

Epoch (st = 151 Epoch (st = 15

MwUsEnau 12 uanmiaduuwiug (4e) wazAnugads (¥31) vesuuudnaeddunisn 4

M35 HANTNARBINGUN 2 N1sUTULAITY Fully Connected §UWUUT 3

. Test set Validation set (K=5)
U .
WU YBITU . . dutloquy U o L
H 5'1?1?.]\1 Fully ﬂ'lf:'l'J’ﬂ]&l ﬂ'lﬂ';]&l Nﬁﬂ‘iﬂ'\u LUUY ALRA[Y zﬁLQaﬁl
(Model)  connected waiugn geude (5D msge  (Average  (Average
(Fo) (Accuracy) (Loss) (SD Accuracy) Loss)
c Accuracy)
Loss)
2048-1024-
P1  VGG16 512-256-128- 97.83 0.11 0.004 0.014 97.61 0.09
64-32-16-8
P2 VGG16 2048-1024 97.54 0.12 0.013 0.068 96.64 0.11
2048-1024-
P3  VGG16 512-256-128- 97.48 0.11 0.013 0.063 96.59 0.10
64
2048-1024-
P4 VGG19 512 97.38 0.10 0.011 0.019 96.64 0.09
2048-1024-
P5  VGG19 97.30 0.09 0.021 0.114 95.93 0.13
512-256
2048-1024-
P6  VGG19 512-256-128- 97.24 0.08 0.010 0.028 96.66 0.10
64-32-16

*Tnglumeodudl # szy P1-P6 Fahuuandunnmanuuiuguazianugydslunmysenay 13
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Patters 3 - Experimental Group 2 | Accuracy (Test Set)

Patterns 3. Experimental Group 2 | Loss (st Set)

Epoch (oval = 15)

AUsEnau 13 wansr1nukiugl (Ge) wazAinuggde (191) veswuudiaedlunisne 5

MTN 6 HANTNARBINGUT 2 N15UTULAetY Fully Connected JUwUU# 4
Test set Validation set (K=5)
duaulvun . o Andes o
WUU et Full . A Andesuu Anafe 4
#3199 utty AN ANLRAY
ted o AN UINTFIUY (Average
(Model) ~ connecte bhaiuein o - UIATFUY (Average
ode (Fo) LRIGE] (sb “ Accu-
¢ (Accuracy) ¥ (SD Loss)
(Loss)  Accuracy) racy)
Loss)
20248-20248-
P1  VGG16 97.59 0.13 0.013 0.030 96.61 0.10
20248
P2 VGG16 128-128-128 97.59 0.13 0.010 0.026 97.10 0.09
P3  VGG16 512-512-512 97.24 0.12 0.018 0.919 96.64 0.49
P4 VGG19 128-128-128 97.24 0.09 0.027 0.094 95.56 0.14
P5  VGG19 64-64-64 97.07 0.10 0.014 0.028 96.75 0.09
20248-20248-
P6  VGG19 96.60 0.15 0.008 0.013 96.05 0.10

20248

*Inglumeodudl # szy P1-P6 Fahanuandunsnaauuiuguazianugydslunmyseneun 14

Patterns 4 - Experimental Group 2 | Accuracy (Test Set)

Patterns 4 - Experimental Group 2 | Loss (Test Set)

AUsENaU 14 wansr1nuuiugl (He) wazAinuggde (191) veswuudiaedlunisn 6




Pneumonia Detection from Chest X-ray Images using Convolutional... MImTIensasaunALasmalulagussgnd, 7(2): 2568

Journal of Applied Informatics and Technology, 7(2): 2025

422

Pongsathorn Chedsom

MIN T HANMINARBINGUT 2 MIUTULAIYU Fully Connected JUWUUT 5

MUY Test set Validation set (K=5)
Wunves . . o
HuUU z . A Andesiun  Adeq .4 .
" o U AR ALRAY ALRAY
M@ Full o AN WINTFIY iy
(Model) Uity WU o (Average  (Average
ode d BRIGE] (SD UINTFIU
connected  (Accuracy) ©° = Accuracy) Loss)
(FO) (Loss) Accuracy) (SD Loss)
128-64-
P1 VGG16 128-64- 97.59 0.12 0.012 0.025 96.78 0.09
128-64
512-256-
P2 VGG16 512-256- 97.48 0.16 0.013 0.042 96.38 0.11
512-256
256-128-
P3 VGG16 256-128- 97.42 0.10 0.010 0.027 95.23 0.15
256-128
128-64-
Pa VGG19 128-64- 97.24 0.12 0.011 0.026 96.36 0.10
128-64
32-16-32-
P5 VGG19 97.24 0.10 0.009 0.026 96.61 0.09
16-32-16
256-128-
P6 VGG19 256-128- 96.72 0.13 0.027 0.088 94.46 0.16
256-128

*Inglumedudl # szy P1-P6 Fahwuansdunsnmanuwiuguazaaugydalunmusenay 15

Patterns 5 - Experimental Group 2 | Accuracy (Test Set) Patterns 5 - Experimental Group 2 | Loss (Test Set)

epoch (el = 151 epoch (ot = 151

mMwdsznau 15 uaniinnuwiug (§e) uazAaugands (111) vesuuudiaedumsne 7
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M8 WANMINARBINGUT 2 NMIUTULAITU Fully Connected JULUUT 6

. Test set Validation set (K=5)
Furulvun . .
. y , , Andoauy  Andes o o
HUURIARY  YITU Fully  gapgny Araony S oy Aade Aade
(Model)  connected waiuen goude - (Average  (Average
(Fo) (Accuracy)  (Loss) (5D gy Accuracy) Loss)
4 Accuracy)  (SD Loss) Y
32-2048-32-
P1 VGG16 16-8 97.65 0.13 0.004 0.012 97.01 0.09
2048-32-
P2 VGG16 97.36 0.10 0.007 0.016 96.87 0.10
2048-32-16
128-128-128-
P3 VGG16 128-64-128- 97.36 0.13 0.007 0.013 97.15 0.09
64-128-64
64-128-256-
P4 VGG19 512-2048- 97.24 0.11 0.019 0.042 96.38 0.10
20248-20248
128-128-128-
P5 VGG19 128-64-128- 97.07 0.11 0.023 0.072 96.00 0.12
64-128-64
2048-1024-
512-256-128-
P6 VGG19 96.59 0.11 0.016 0.037 96.19 0.11
64-32-16-8-
444

*Inglumeodud # szy P1-P6 Fuhuuandunsmanuusiuguazaaugydalunmusenay 16

Pattens 6 - Experimental Group 2 | Accuracy (Test Set)

Patterns 6 - Experimental Group 2 | Loss (Test Set)

Mwdsznay 16 uaninuwiug ($e) uazAaugands (11) vesuuudiaedumnsne 8
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M99 9

™ = ) dl
LWIHULNYUNANITNARDINUUNAINUDU

819849 (Reference)

LUUINaed (Model)

ANAULUET (Accuracy)

(Chouhan et al., 2020) Ensemble model 96.40
[AlexNet, DenseNet121, InceptionV3,
GoogleNet, and ResNet18]
(Zhang et al., 2021) Xception 96.06
MobileNet 95.47
VGG16 94.35
ResNet50 92.80
ResNet121 87.35
Racic et al. (2021) CNN 88.90
(Singh et al., 2023b) CNN 95.47
VGG16 92.14
VGG19 89.90
ResNet50 84.24
InceptionV3 89.42
Xception 86.64
InceptionResNetV2 86.17
NasNetlLarge 88.14
(Mabrouk et al., 2022) Ensemble model 9391
[MobileNetV2,DenseNet169,Vision
Transformer (VIT)]
MobileNetV2 91.35
DenseNet169 90.87
Vision Transformer (VIT) 92.47
(Shankar et al., 2023) CNN 89.74
VGG16 75.80
ResNet 88.14
(Singh et al., 2023a) QCSA 94.53
VGG16 92.14
VGG19 90.22
(Chiwariro & Wosowei, 2023) VGG16 88.00
VGG19 80.00
ResNet50 73.00
InceptionNet 79.00
(Papadimitriou et al., 2023) CNN 95.59
IR VGG16 95.42
VGG19 94.89
VGG16 + FC (Undua) 97.83
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d3UNan1INNag

PNMIHAUILUUTNABIIUNITATIIM

TsaUanulnaINAINLBNTLSENI 1900 a1y

TAssngyUsgamitenwuunauligduleun
anUnenssu VGG16, VGG19 iietianldsau
ﬁumﬂﬁﬂmimdaummi (Transfer Learning)
wsnsveaeseontdu 2 ngu nguil 1 A
Tneldaandnonssu VGG16 uay VGGL9 el
laifinsuuusislas uagngud 2 dianitlnenssu

VGG16 uaz VGG19 wnldlaensaeleuninui
wagUsulmstu Fully Connected (Fc) Tagly

susuulunsUTuusisluug 6 sULUY anyndeya
U499 (Kermany, Zhang, & Goldbaum, 2018)
wazdlin1391 k-fold Cross-Validation (K=5) fiu
yadoyadituaiisuaznageunuuiians
Ineusay Fold uwuadeyasanilu 70:20:10
(Training Set : Validation Set : Test Set)

ﬂaj:umsmaaqﬁ | eaesdandmenssy
VGG16 way VGG19 ldmanuusiugiilndides
fufieforay 95.42 uay 94.89 WaiFeuiisuiu
auusiuglunsiuuusiaesisaedluldnu
Fuunaudug wuanudanuwdugaily
wansinsfuegafifedifguintdn waziile
Wisuieuiiansannenssunuinandesuy
1m3511 (Standard Deviation) #3In1505¥37¢
Fliiunnsnsfunniinfivesananuusiugt 0.006
yosrnAgads 0.008 uazAads (Average)
YBIANAIULIUET 0.36 VBIAIAINGYLEE 0.01

nqunIsnaaedi 2 tunisiaun
isdaludunes Fully connected Tngldinaia
nsigleunnuiananilnenssu VGG16 uay
anUnenssu VGG19 91w 6 sUluy

o P :
sUsuL? 1 Tunsmaaesianuanudn
wuuiIaesiildnafiignde VGG16 + FC (64)
~ = & o = v
Wewmilsguldranuudugiadissesay 97.77

wazArAugadesosar 0.08 uaziilinad
Youfignfio VGG16 + FC (64-128-256-512)
laAiAuLuggafisiosay 93.87 uagan
wgaydeiusnnisioras 241 wasidlaieuiiiou
nundsrervnavesANLiuggeisTesay
3.9 uagArAadsInteSeray 2.33 uay
mLﬁmmummgm (Standard Deviation) #in13
nszeslsiunnssfuannindiAngaged 0.010
wawifosiigail 0.005 druA1ads (Average) 193
AAnuusiughgeiiandie 97.10 silgndo 96.14
yesrANgAsgefigafo 0.14 ffigade
0.08 BnviadlathAmmiuusiugunusudeut
AnedsAnuuiugudfinnuuaneslaiunntn
laAiu 0.82 TneladuudiAauisug g
Tugtnuuiidonisdielounrmiveauuudiaos
VGG19

sUuuUl 2 Tunsveaosiavmanuiy
wuuiaesiilduaffigndie VGG16 + FC (64-128-
256-512-1024-2048-1024-512-256-128-64)
laAauiugaadieiosay 97.54 uagan
Anugaudeiesay 0.11 uazilldnatiosdian
A9 VGG16 + FC (64-128-256-512-1024-512-256-
128-64) ArAuwUgEdeTegay 96.07 uay
Aewgyideiiuannisiesas 0.23 uaziile
Wigugunuindlssusrinavesanuiiugn
Jowaz 1.47 uagmanugaideiinieiosay 0.12
LLavmfjENLuummmu:ﬁmiﬂsvmmﬁ’ﬂml,mﬂsmﬁu
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Input layer Features Extraction Layer

Transfer learning
VGG16

Input Data 224%224
FC:2048
FC:1048

- trainable is None
- include top is False

FC:512

Fully connected Layer : Predictions layer

ECE256
FC:8

FC:128

FC: 64

FC:32

FC:16
OUTPUT: 2
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5. anUsiewa (Discussion)
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nguil 1 maveaedagldaandnenssy VGG16
uaz VGG19 Tasitlaifinmsusuussla uaznguil 2
andnenssy VGG16 way VGG19 wildlag
msthelauamuduasyFuusisy Fully connected
(FO) 6 gunuuLileliuaLAnc1sveIYes
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fnaruuiughiiintueeniitdndy Sy
mannaedlunIsUFuusiai 6 sUuuy Tasgadeya
S uunwTvLe 8,546 NI YINANSHUIIIUIY
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\Ju Training set Soway 70 §1uad 2,991 A
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6. #5Unan15338 (Conclusion)
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