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บทคัดย่อ: จากข้อมูลของกองระบาดวิทยา พบว่าในช่วงวันที่ 1 มกราคม ถึง 
31 ตลุาคม พ.ศ. 2566 มผีูป้ว่ยโรคปอดบวมหรอืปอดอกัเสบจำ�นวน 239,197 
ราย และในช่วง 5 ปทีีผ่่านมา (พ.ศ. 2561–2565) มจีำ�นวนผู้ป่วยเฉลีย่เดอืนละ 
20,000 ราย โดยมีแนวโน้มเพิ่มขึ้นอย่างต่อเนื่อง การวินิจฉัยและรักษาตั้งแต่
ระยะเริ่มต้นสามารถช่วยลดอัตราการเสียชีวิตได้อย่างมีนัยสำ�คัญ งานวิจัยนี้
จึงเสนอแบบจำ�ลองการจำ�แนกโรคปอดบวมจากภาพเอ็กซ์เรย์ทรวงอกโดยใช ้
โครงข่ายประสาทเทียมแบบคอนโวลูชัน ได้แก่ VGG16 และ VGG19 ร่วมกับ
เทคนคิการถา่ยโอนความรู้โดยใชช้ดุขอ้มลู Chest X-Ray Images (Pneumonia)  
จำ�นวน 5,232 ภาพ ซึ่งประกอบด้วยภาพผู้ป่วย 4,273 ภาพ และภาพไม่เป็น
โรค 1,583 ภาพ พรอ้มทัง้ประยกุตเ์ทคนคิการเสรมิขอ้มลู และแบง่ขอ้มลูออก
เป็นชุดเรียนรู้ร้อยละ 70 ชุดตรวจสอบร้อยละ 20 และชุดทดสอบร้อยละ 10 
การทดลองแบ่งเป็นสองกลุ่ม ได้แก่ กลุ่มที่ 1 ใช้สถาปัตยกรรม VGG16 และ 
VGG19 โดยไม่ปรับแต่ง และกลุ่มที่ 2 ปรับแต่งชั้น Fully Connected ของ
โมเดลร่วมกับการถ่ายโอนความรู้ ผลการทดลองกลุ่มที่ 1 พบว่า VGG16 ให้
ความแม่นยำ�ร้อยละ 95.42 และค่าความสูญเสีย 0.18 ส่วน VGG19 ให้ความ
แม่นยำ�ร้อยละ 94.89 และค่าความสูญเสีย 0.21 สำ�หรับกลุ่มที่ 2 พบว่า  
VGG16 พร้อมปรับแต่งชั้น Fully Connected จำ�นวน 9 ชั้น (ประกอบด้วย 
2048-1024-512-256-128-64-32-16-8 โหนด) ใหผ้ลดทีีส่ดุ โดยมคีวามแมน่ยำ�
ร้อยละ 97.83 และค่าความสูญเสีย 0.11 เมื่อเปรียบเทียบกับ VGG16 และ 
VGG19 ที่ไม่ปรับแต่ง พบว่าความแม่นยำ�เพิ่มขึ้นร้อยละ 2.41 และ 2.94 ตาม
ลำ�ดับ ขณะที่ค่าความสูญเสียลดลง 0.07 และ 0.10 ตามลำ�ดับ 
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1. บทนำ� (Introduction)

	 โรคปอดบวมหรอืปอดอกัเสบ (Pneumonia) 
เกดิจากการตดิเชือ้ท่ีถงุลมฝอย (Alveoli) เป็นภาวะท่ี
ทีเ่กดิจากเชือ้ไวรสัและแบคทเีรยี เช่น เช้ือไวรัสโคโรนา 
2019 (COVID-19) ในท่อลมหายใจและลักษณะการ
อักเสบของปอดทำ�ให้เกิดการสะสมของน้ำ�หลาก
หลายอย่างในหลอดลมหายใจ อาจทำ�ให้เกิดภาวะ
ระบบหายใจลม้เหลวและเสยีชีวติไดพ้บไดท้ัว่ไปในทกุ 
ชว่งอายุ (Department of Disease Control, 2022) 
และสถานการณใ์นประเทศไทยในป ี2566 ขอ้มลูจาก
กองระบาดวิทยาพบวา่ ระหวา่งวนัที ่1 มกราคม - 31 
ตุลาคม 2566 มีผู้ป่วยจำ�นวน 239,197 ราย คิดเป็น
อัตราการป่วย 361.48 รายต่อประชากร 100,000 
ราย และในช่วง 5 ปทีีผ่า่นมา (2561 - 2565) มผีูป่้วย
เฉลี่ยเดือนละ 20,000 ราย มีผู้เสียชีวิต 224 คนและ 

มแีนวโนม้สงูขึน้ตลอดเวลา (Department of Disease  
Control, 2023) การตรวจร่างกายเพื่อวินิจฉัย 
โรคปอดบวมของแพทย์ด้วยการถ่ายภาพด้วยรังสี
เอ็กซ์ (Chest X-Ray) มีประสิทธิภาพมากยิ่งขึ้นและ
ในปจัจบุนัการพฒันาของเทคโนโลยมีีความกา้วหนา้ที่
สามารถอา่นและคดัแยกโรคเบือ้งตน้จากภายถา่ยเอก็ซ์
เรยโ์ดยใชว้ธิกีารของคอมพวิเตอรวิ์ทศัน ์(Computer 
Vision) ซึ่งเป็นแขนงหนึ่งของปัญญาประดษิฐ์ (AI) ที่
มีความซบัซอ้นและมีความรวดเรว็ในการประมวลผล 
ซึง่ในเทคนคิการทำ�งานของการเรียนรู้เชิงลึก  (Deep 
Learning) มีเทคนิคหรือแบบจำ�ลองอื่นๆ ที่สามารถ
นำ�มาใชใ้นการวเิคราะหแ์ละคดัแยกขอ้มลูจากรปูภาพ
และที่นิยมมากที่สุดในปัจจุบันคือโครงข่ายประสาท
เทียมแบบคอนโวลูชัน (Convolutional Neural 
Networks: CNNs) เป็นโครงข่ายได้รับความนิยม

Abstract: According to data from the Bureau of Epidemiology, between January 1 and October 
31, 2023, a total of 239,197 cases of pneumonia or lung inflammation were reported. Over 
the past five years (2018–2022), the average number of cases was approximately 20,000 per 
month, with a continuously increasing trend. Early detection and treatment of pneumonia  
can significantly reduce mortality rates. This study proposes a classification model for  
pneumonia based on chest X-ray images using Convolutional Neural Networks (CNNs),  
specifically the VGG16 and VGG19 architectures, in conjunction with the transfer learning 
technique. The Chest X-Ray Images (Pneumonia) dataset, consisting of 5,232 images (4,273 
pneumonia cases and 1,583 normal cases), was used. Data augmentation techniques were 
applied, and the dataset was divided into 70% training, 20% validation, and 10% testing sets. 
The experiments were divided into two groups: Group 1 employed the VGG16 and VGG19 
architectures, while Group 2 utilized these architectures with transfer learning and customized 
Fully Connected (FC) layers. In Group 1, the VGG16 achieved an accuracy of 95.42% with a 
loss value of 0.18, while VGG19 achieved an accuracy of 94.89% with a loss of 0.21. In Group 
2, the best performance was achieved using the VGG16 architecture with customized fully 
connected (FC) layers, consisting of nine layers with 2048, 1024, 512, 256, 128, 64, 32, 16, and 
8 nodes, respectively. This configuration achieved the highest accuracy of 97.83% and the 
lowest loss of 0.11. Compared to the VGG16, the model achieved a 2.41% improvement in 
accuracy and a 0.07 reduction in loss. When compared to the unmodified VGG19, accuracy 
improved by 2.94% and loss decreased by 0.10.
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และมีความสามารถในการสกัดคุณลักษณะเด่นของ
รูปภาพได้อย่างมีประสิทธิภาพและอีกท้ังการถ่าย
โอนความรู้ (Transfer Learning) เป็นเทคนิคหนึ่งที่
ได้รับความนิยมเพื่อลดเวลาในการเรียนรู้ของเครื่อง
และเหมาะสำ�หรับข้อมูลที่มีขนาดไม่ใหญ่มาก โดย
ใชค้า่น้ำ�หนกั (Weight) ทีไ่ดรั้บการเรียนรู้ไวล้ว่งหน้า
แลว้มาใชง้าน ซึง่มีความเหมาะสมกบัการนำ�มาใชง้าน
ในชุดข้อมูลที่มีขนาดไม่ใหญ่มากเช่น ข้อมูลทางการ
แพทย์ที่มีปริมาณไม่เยอะมาก (Iman, Arabnia, & 
Rasheed, 2023) โดยแบบจำ�ลองทีไ่ดร้บัความนยิมนำ�
มาใช้ในการถ่ายโอนความรู ้เชน่ Xception, VGG16, 
VGG19, ResNet, ResNetV2 เปน็ตน้ โครงสรา้งของ
แบบจำ�ลอง VGG16, VGG19 มีลักษณะที่เหมือนกัน
และมคีวามแตกตา่งในชัน้ของแบบจำ�ลองทีใ่ชส้ำ�หรบั
การสดัคณุลกัษณะเดน่ของขอ้มลูที ่VGG16 จะมเีพยีง 
16 ชั้น และ VGG19 จะมีเพียง 19 ชั้น ดังแสดงใน
ภาพที่ 3 โครงสร้างของแบบจำ�ลอง ConvNet หรือ 
VGG16 และ VGG19 ในข้อ D และ E

	 บทความน้ีจึงนำ�เสนอแบบจำ�ลองในการ
ตรวจหาโรคปอดบวมหรอืโรคปอดอกัเสบจากจากภาพ
เอก็ซเ์รยท์รวงอกจาก Mendeley data (Kermany, 
Zhang, & Goldbaum, 2018) เปน็ชดุขอ้มลูทีไ่ดร้ับ 
ความนิยมในบทความต่างๆ และชุดข้อมูลนี้ได้ 

เผยแพร่บนเว็บไซต์ kaggle.com ท่ีมีผู้ดาวน์โหลด 
นำ�ไปใช้งานโดยเฉลี่ยเดือนละ 200 คร้ัง โดยใน 
ชดุขอ้มูลประกอบไปดว้ยภาพเอก็ซเ์รยท์รวงอกทีร่ะบุ
การเป็นโรคปอดบวม (Pneumonia) ทั้งหมด 5,232 
ภาพ แบง่ออกเปน็ ไมเ่ปน็โรค (Normal) จำ�นวน 1,583 
ภาพ และที่บ่งบอกว่าไม่ปกติหรือเป็นโรคปอดบวม 
จำ�นวน 4,273 ภาพและใช้เทคนิคการเสริมข้อมูล 
(Data Augmentation) เฉพาะข้อมูลที่ไม่เป็นโรค 
เพื่อทำ�ให้ปริมาณข้อมูลที่เท่ากันทั้งสองส่วน โดยใช้ 
โครงข่ายประสาทเทียมแบบคอนโวลูชันได้แก่
สถาปัตยกรรม VGG16, VGG19 เพื่อนำ�มาใช้ 
ร่วมกับเทคนิคการถ่ายโอนความรู้ ได้แบ่งการ
ทดลองออกเป็น 2 กลุ่ม กลุ่มที่ 1 การทดลองโดยใช้
สถาปัตยกรรม VGG16, VGG19 โดยที่ไม่มีการปรับ
แตง่ใดๆ และกลุม่การทดลองที ่2 ทีน่ำ�สถาปตัยกรรม 
VGG16, VGG19  ซึง่ไดร้บัความนยิมและประสทิธภิาพ 
ในระดับต้นๆ มาใช้โดยการถ่ายโอนความรู้และ 
ปรับแต่งในชั้น Fully connected (FC) โดยนำ� 
รูปแบบพัฒนาการเพ่ิม/ลดจำ�นวน Node ในการ
ทดลอง 6 รูปแบบ ดังแสดงในภาพประกอบ 1 ได้แก่ 
1) การเพิ่มขึ้นของจำ�นวน Node สม่ำ�เสมอ 2) การ
เพิ่มขึ้นของจำ�นวน Node สม่ำ�เสมอและลดลงอย่าง
สม่ำ�เสมอเท่ากับการเพ่ิมข้ึน 3) การลดจำ�นวนของ 

3 

 

นํามาใชงานในชุดขอมูลที่มีขนาดไมใหญมากเชน ขอมูลทางการแพทยที่มีปริมาณไมเยอะมาก (Iman, Arabnia, & 
Rasheed, 2023) โดยแบบจําลองที่ไดรับความนิยมนํามาใชในการถายโอนความรู เชน Xception, VGG16, VGG19, 
ResNet, ResNetV2 เปนตน โครงสรางของแบบจําลอง VGG16, VGG19 มีลักษณะที่เหมือนกันและมีความแตกตางในช้ันของ
แบบจําลองที่ใชสําหรับการสัดคุณลักษณะเดนของขอมูลที่ VGG16 จะมีเพียง 16 ช้ัน และ VGG19 จะมีเพียง 19 ช้ัน ดังแสดง
ในภาพที่ 3 โครงสรางของแบบจําลอง ConvNet หรือ VGG16 และ VGG19 ในขอ D และ E 

บทความนีจ้ึงนําเสนอแบบจําลองในการตรวจหาโรคปอดบวมหรือโรคปอดอักเสบจากจากภาพเอ็กซเรยทรวงอกจาก 
Mendeley data (Kermany, Zhang, & Goldbaum, 2018) เปนชุดขอมูลที่ไดรับความนิยมในบทความตาง ๆ และชุด
ขอมูลนี้ไดเผยแพรบนเว็บไซต kaggle.com ที่มีผูดาวนโหลดนําไปใชงานโดยเฉลี่ยเดือนละ 200 ครั้ง โดยในชุดขอมูลประกอบ
ไปดวยภาพเอ็กซเรยทรวงอกที่ระบุการเปนโรคปอดบวม (Pneumonia) ทั้งหมด 5,232 ภาพ แบงออกเปน ไมเปนโรค (Normal) 
จํานวน 1,583 ภาพ และที่บงบอกวาไมปกติหรือเปนโรคปอดบวม จํานวน 4,273 ภาพและใชเทคนิคการเสริมขอมูล (Data 
Augmentation) เฉพาะขอมูลที่ไมเปนโรคเพื่อทําใหปริมาณขอมูลที่เทากันทั้งสองสวน โดยใชโครงขายประสาทเทียมแบบคอน
โวลูชันไดแกสถาปตยกรรม VGG16, VGG19 เพื่อนํามาใชรวมกับเทคนิคการถายโอนความรู ไดแบงการทดลองออกเปน 2 
กลุม กลุมที่ 1 การทดลองโดยใชสถาปตยกรรม VGG16, VGG19 โดยที่ไมมีการปรับแตงใดๆ และกลุมการทดลองที่ 2 ที่นํา
สถาปตยกรรม VGG16, VGG19  ซึ่งไดรับความนิยมและประสิทธิภาพในระดับตน ๆ  มาใชโดยการถายโอนความรูและ
ปรับแตงในช้ัน Fully connected (FC) โดยนํารูปแบบพัฒนาการเพิ่ม/ลดจํานวน Node ในการทดลอง 6 รูปแบบ ดังแสดงใน
ภาพประกอบ 1 ไดแก 1) การเพิ่มขึ้นของจํานวน Node สม่ําเสมอ 2) การเพิ่มขึ้นของจํานวน Node สม่ําเสมอและลดลงอยาง
สม่ําเสมอเทากับการเพิ่มขึ้น 3) การลดจํานวนของ Node สม่ําเสมอ 4) จํานวนของ Node เทาเดิม 5) จํานวนของ Node 
สลับกัน (สองคา) 6) จํานวนของ Node เพิ่มและลดไมเทากันจาก (Cherdsom & Kanarkard, 2023)  ดังแสดงใน
ภาพประกอบ 8  
 

 
ภาพประกอบ 1 รูปแบบการพัฒนาแบบจําลองของบทความ 

 
2. ทฤษฎีและงานวิจัยที่เก่ียวของ (Materials and Methods) 
 
2.1 โครงขายประสาทเทียมแบบคอนโวลูชัน (Convolutional Neural Networks: CNNs)  

เปนโครงขายไดรับความนิยมและมีความสามารถในการสกัดคุณลักษณะเดนของรูปภาพไดอยางมีประสิทธิภาพ 
โครงสรางประกอบไปดวย 3 ช้ัน ช้ันที่ 1 ช้ันคอนโวลูชัน (Convolutional Layer) เปนช้ันที่ใชสําหรับการสกัดคุณลักษณะเดน
ของขอมูล (Feature Extraction) ช้ันที่ 2 ช้ันพูลลิ่ง (Pooling Layer) เปนช้ันสําหรับการลดขนาดของขอมูลโดยใชเทคนิคตาง ๆ 

ภาพประกอบ 1 รูปแบบการพัฒนาแบบจำ�ลองของบทความ
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Node สม่ำ�เสมอ 4) จำ�นวนของ Node เท่าเดิม 5) 
จำ�นวนของ Node สลับกัน (สองค่า) 6) จำ�นวนของ 
Node เพิ่มและลดไม่เท่ากันจาก (Cherdsom & 
Kanarkard, 2023) ดังแสดงในภาพประกอบ 8 

2. ทฤษฎีและงานวิจัยที่เกี่ยวข้อง  
(Materials and Methods)

2.1 โครงข่ายประสาทเทียมแบบคอน
โวลูชัน (Convolutional Neural 
Networks: CNNs) 

	 เป็นโครงข่ายได้รับความนิยมและมีความ
สามารถในการสกดัคณุลกัษณะเด่นของรปูภาพไดอ้ยา่ง
มปีระสทิธภิาพ โครงสรา้งประกอบไปด้วย 3 ชัน้ ชัน้ที ่
1 ชัน้คอนโวลชูนั (Convolutional Layer) เปน็ชัน้ที่
ใชส้ำ�หรบัการสกดัคณุลกัษณะเดน่ของขอ้มูล (Feature 
Extraction) ชั้นที่ 2 ชั้นพูลลิ่ง (Pooling Layer) 
เป็นชั้นสำ�หรับการลดขนาดของข้อมูลโดยใช้เทคนิค
ต่างๆ ได้แก่ การเลือกค่ามากที่สุด (Max pooling)  
การเลือกน้อยที่สุด (Min Pooling) การเลือกผลรวม 
(Sum Pooling) และการเลือกค่าเฉลี่ย (Average 

Pooling) ชั้นที่ 3 ชั้นเชื่อมโยงแบบสมบูรณ์ (Fully 
Connected Layer) เป็นชั้นสำ�หรับการรวมข้อมูล
เป็นลักษณะ 1 มิติแล้วนำ�ข้อมูลทุกๆ โหนดเชื่อม 
เข้าด้วยกันทั้งหมดดังแสดงในภาพที่ 2 โครงสร้าง
ประสาทเทียมแบบคอนโวลูชัน (Sengupta et al., 
2020)

2.2 VGG-Net Architecture 

	 สถาปตัยกรรม VGG-Net หรอื VGG (Visual  
Geometry Group) ถูกพัฒนามาจากโครงข่าย
ประสาทเทยีมแบบคอนโวลูชนั โดยกลุ่มนักวจิยั Visual  
Geometry Group จากมหาวิทยาลัย Oxford  
ซึ่งปัจจุบันได้รับความนิยมได้แก่ VGG16 และ  
VGG19 หมายเลข 16 และ 19 คือจำ�นวนช้ันของ 
การสกดัคณุลกัษณะของขอ้มูลกอ่นเขา้สูช่ัน้การจำ�แนก
ขอ้มลูดงัแสดงในภาพประกอบที ่3 มจีำ�นวนพารามเิตอร ์
138 ล้านพารามิเตอร์และ 144 ล้านพารามิเตอร์ 
ตามลำ�ดับ อีกทั้งยังได้ใช้ชุดข้อมูล ImageNet  
มาใช้ในการเรียนรู้ล่วงหน้าของสถาปัตยกรรมเพื่อ
ให้มีประสิทธิภาพมายิ่งขึ้น (Karen & Andrew,  
2015)

4 

 

ไดแก การเลือกคามากที่สุด (Max pooling) การเลือกนอยที่สุด (Min Pooling) การเลือกผลรวม (Sum Pooling) และการเลือก
คาเฉลี่ย (Average Pooling) ช้ันที่ 3 ช้ันเช่ือมโยงแบบสมบูรณ (Fully Connected Layer) เปนช้ันสําหรับการรวมขอมูลเปน
ลักษณะ 1 มิติแลวนําขอมูลทุก ๆ โหนดเช่ือมเขาดวยกันทั้งหมดดังแสดงในภาพที่ 2 โครงสรางประสาทเทียมแบบคอนโวลูชัน 
(Sengupta et al., 2020) 
 

 
ภาพประกอบท่ี 2 โครงสรางประสาทเทียมแบบคอนโวลูชัน (Sengupta et al., 2020) 

 
2.2 VGG-Net Architecture  
    สถาปตยกรรม VGG-Net หรือ VGG (Visual Geometry Group) ถูกพัฒนามาจากโครงขายประสาทเทียมแบบ
คอนโวลูชัน โดยกลุมนักวิจัย Visual Geometry Group จากมหาวิทยาลัย Oxford ซึ่งปจจุบันไดรับความนิยมไดแก VGG16 และ 
VGG19 หมายเลข 16 และ 19 คือจํานวนช้ันของการสกัดคุณลักษณะของขอมูลกอนเขาสูช้ันการจําแนกขอมูลดังแสดงใน
ภาพประกอบที่ 3 มีจํานวนพารามิเตอร 138 ลานพารามิเตอรและ 144 ลานพารามิเตอรตามลําดับ อีกทั้งยังไดใชชุดขอมูล 
ImageNet มาใชในการเรียนรูลวงหนาของสถาปตยกรรมเพื่อใหมีประสิทธิภาพมายิ่งขึ้น (Karen & Andrew, 2015) 
 

ภาพประกอบที่ 2 โครงสร้างประสาทเทียมแบบคอนโวลูชัน (Sengupta et al., 2020)
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2.3 การถ่ายโอนความรู้ (Transfer 
Learning)

	 เทคนคิการถา่ยโอนความรูโ้ดยใชแ้บบจำ�ลอง
ที่ได้รับการเรียนรู้ล่วงหน้าไว้ก่อนแล้ว (Pre-trained 
Model) จากชุดข้อมูลอื่นๆ ที่ได้รับความนิยมเช่น 
ImageNet ที่มีข้อมูลตัวอย่างจำ�นวนข้อมูล 1.2 ล้าน
ภาพและมีจำ�นวน 1000 หมวดหมู่ นอกจากจะลด
เวลาในการเรียนรู้ของแบบจำ�ลองแล้ว ยังทำ�ให้แบบ
จำ�ลองมปีระสทิธิภาพมากข้ึน (Singh et al., 2023b) 
โดยเป็นการนำ�ค่าน้ำ�หนักมาใช้ในการเรียนรู้ของ 
แต่ละชั้นกับชุดข้อมูลใหม่ๆ 

2.4 การแบ่งข้อมูลด้วยวิธี K-Fold 
Cross Validation

	 เทคนคิการแบ่งข้อมลูเพือ่ใชส้ำ�หรบัการทดสอบ
แบบจำ�ลองเพือ่ปอ้งกนัการเกดิ Bais ของแบบจำ�ลอง
ที่พัฒนาขึ้นโดยแบ่งข้อมูลที่มีจำ�นวนเท่ากันออกเป็น
จำ�นวนกลุ่ม (K) ที่ต้องการเช่น 5, 10 (K=5, K=10) 

โดยการสุ่มข้อมูล แบ่งออกเป็นชุดข้อมูลเรียนรู้และ 
ชุดข้อมูลทดสอบและในแต่ละกลุ่มข้อมูลจะข้อมูล 
ในชุดข้อมูลเรียนรู้และชุดข้อมูลทดสอบที่มีความ 
แตกต่างกันดังแสดงภาพประกอบที่ 6 กระบวนการ
การจดัเตรียมชดุขอ้มลู ในหวัขอ้การแบง่ขอ้มลูสำ�หรับ
การทดสอบ (K=5)

2.5 การเสริมข้อมูล (Data  
Augmentation)

	 เทคนิคการเสริมข้อมูลหรือการเพิ่มจำ�นวน
ข้อมูล กรณีที่มีจำ�นวนข้อมูลน้อยไม่เพียงพอต่อการ 
นำ�มาใช้ในการเรียนรู้ของแบบจำ�ลอง ข้อมูลที่ได้มี
ความหลากหลายมากยิง่ขึน้เพือ่ปอ้งกนัปัญหา Overfit  
ระหว่างการเรียนรู้ของแบบจำ�ลองและเพื่อเพิ่ม 
ความแมน่ยำ� ประสทิธภิาพใหแ้บบจำ�ลองทีพ่ฒันาข้ึน  
การเลอืกใชว้ธิกีารเสรมิขอ้มลูเชน่ การหมนุภาพตาม 
องศาทีต่อ้งการ การเพิม่การรบกวนของภาพ (Noise) 
ในลักษณะต่างๆ การลดหรือเพิ่มแสง การตัดครอป
ภาพ (Crop) เปน็ตน้ ทัง้นีก้ารเพิม่ขอ้มลูโดยเทคนิคนี้

5 

 

 
ภาพประกอบท่ี 3 โครงสรางของแบบจําลอง ConvNet (VGG) (Karen & Andrew, 2015) 

 
 
 
2.3 การถายโอนความรู (Transfer Learning) 

เทคนิคการถายโอนความรูโดยใชแบบจําลองที่ไดรับการเรียนรูลวงหนาไวกอนแลว (Pre-trained Model) จากชุด
ขอมูลอื่น ๆ ที่ไดรับความนิยมเชน ImageNet ที่มีขอมูลตัวอยางจํานวนขอมูล 1.2 ลานภาพและมีจํานวน 1000 หมวดหมู 
นอกจากจะลดเวลาในการเรียนรูของแบบจําลองแลว ยังทําใหแบบจําลองมีประสิทธิภาพมากขึ้น (Singh et al., 2023b) โดยเปน
การนําคาน้ําหนักมาใชในการเรียนรูของแตละช้ันกับชุดขอมูลใหม ๆ   

 
2.4 การแบงขอมูลดวยวิธี K-Fold Cross Validation 
    เทคนิคการแบงขอมูลเพื่อใชสําหรับการทดสอบแบบจําลองเพื่อปองกันการเกิด Bais ของแบบจําลองที่พัฒนาขึ้น
โดยแบงขอมูลที่มีจํานวนเทากันออกเปนจํานวนกลุม (K) ที่ตองการเชน 5, 10 (K=5, K=10) โดยการสุมขอมูล แบงออกเปนชุด
ขอมูลเรียนรูและชุดขอมูลทดสอบและในแตละกลุมขอมูลจะขอมูลในชุดขอมูลเรียนรูและชุดขอมูลทดสอบที่มีความแตกตางกัน
ดังแสดงภาพประกอบที่ 6 กระบวนการการจัดเตรียมชุดขอมูล ในหัวขอการแบงขอมูลสําหรับการทดสอบ (K=5) 
 
2.5 การเสริมขอมูล (Data Augmentation) 
    เทคนิคการเสริมขอมูลหรือการเพิ่มจํานวนขอมูล กรณีที่มีจํานวนขอมูลนอยไมเพียงพอตอการนํามาใชในการ
เรียนรูของแบบจําลอง ขอมูลที่ไดมีความหลากหลายมากยิ่งขึ้นเพื่อปองกันปญหา Overfit ระหวางการเรียนรูของแบบจําลอง
และเพื่อเพิ่มความแมนยํา ประสิทธิภาพใหแบบจําลองที่พัฒนาขึ้น การเลือกใชวิธีการเสริมขอมูลเชน การหมุนภาพตามองษาที่
ตองการ การเพิ่มการรบกวนของภาพ (Noise) ในลักษณะตาง ๆ การลดหรือเพิ่มแสง การตัดครอปภาพ (Crop) เปนตน ทั้งนี้
การเพิ่มขอมูลโดยเทคนิคนี้ตองเลือกใชวิธีการที่มีความเหมาะสม วิธีการที่นํามาใชตองมีโอกาสที่จะเกิดขึ้นจริงของขอมูลนั้น ๆ  
   
2.6 งานวิจัยท่ีเก่ียวของ 

ภาพประกอบที่ 3 โครงสร้างของแบบจำ�ลอง ConvNet (VGG) (Karen & Andrew, 2015)
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ต้องเลือกใช้วิธีการที่มีความเหมาะสม วิธีการที่นำ�มา
ใช้ต้องมีโอกาสที่จะเกิดขึ้นจริงของข้อมูลนั้นๆ 

2.6 งานวิจัยที่เกี่ยวข้อง

	 ในการค้นหาโรคปอดบวมของ Chouhan  
et al. (2020) ไดน้ำ�แบบจำ�ลองตา่งๆ มาใชง้านรว่มกบั
เทคนิคการทำ� Ensemble model ที่นำ�แบบจำ�ลอง
มากกวา่หนึง่แบบจำ�ลองมาช่วยในการพยากรณ ์ได้แก่ 
AlexNet, DenseNet121, InceptionV3, ResNet18 
และ GoogLeNet และใช้ชุดข้อมูลท่ีปริมาณข้อมูล
ทั้งสองคลาสมีจำ�นวนท่ีไม่เท่ากันคือ 4,273 ภาพ  
ที่บ่งบอกว่าเป็นโรคและไม่เป็นโรค 1,583 ภาพ  
แบบจำ�ลองทีน่ำ�เสนอได้รบัความแมน่ยำ�รอ้ยละ 96.40 

	 การวินิจฉยัโรคปอดบวมของ Zhang et al. 
(2021) ได้นำ�เสนอแบบจำ�ลองจากการปรับแต่งของ
แบบจำ�ลองจากสถาปตัยกรรม VGG16 มคีวามแม่นยำ�
ร้อยละ 96.06 เมื่อเปรียบเทียบกับแบบจำ�ลองจาก
สถาปตัยกรรม VGG16 ทีไ่มไ่ด้รบัการปรบัแต่งมคีวาม
แมน่ยำ�รอ้ยละ 94.35 แบบจำ�ลองจากสถาปัตยกรรม 
Xception มคีวามแม่นยำ�ร้อยละ 96.06 แบบจำ�ลอง 
จากสถาปตัยกรรม MobileNet มีความแม่นยำ�รอ้ยละ 
95.473 แบบจำ�ลองจากสถาปัตยกรรม ResNet121 
มีความแม่นยำ�ร้อยละ 87.35 

	 การนำ�เสนอแบบจำ�ลองของ Racic et al. 
(2021) ที่พัฒนามาจากโครงข่ายประสาทเทียมแบบ
คอนโวลูชัน โดยใช้ชุดข้อมูลท่ีปริมาณข้อมูลท้ังสอง 
คลาสไม่เท่ากันได้แก่ 4,273 ภาพที่เป็นโรคและ 
ที่ไม่เป็นโรค 1,583 ภาพ มีความแม่นยำ�ของแบบ
จำ�ลองร้อยละ 88.90 

	 การวิเคราะห์โรคของ Singh et al. (2023b)
ได้นำ�เสนอแบบจำ�ลองจากโครงข่ายประสาทเทียม
แบบคอนโวลูชัน และแบบจำ�ลองท่ีถ่ายโอนความรู้
ได้แก่ VGG16, VGG19, ResNet50, InceptionV3, 
Xception, InceptionResNetV2, NasNetLarge  
ไดผ้ลความแม่นยำ�รอ้ยละ 92.14, 89.90, 84.24, 89.42, 

86.64, 86.17, 88.14 ตามลำ�ดับ ส่วนแบบจำ�ลอง 
ที่นำ�เสนอคือ CNN มีความแม่นยำ�ร้อยละ 95.47  
และใช้ชุดข้อมูลที่ปริมาณข้อมูลทั้งสองคลาสได้แก่ 
4,273 ภาพที่เป็นโรคและที่ไม่เป็นโรค 1,583 ภาพ 

	 บทความของ Mabrouk et al. (2022)  
ได้นำ�เสนอการแบบจำ�ลองการจำ�แนกประเภท
โรคปอดบวมโดยใช้เทคนิค Ensemble Learning  
เพื่อลดความซ้ำ�ซ้อนของข้อมูลโดยใช้แบบจำ�ลอง  
MobileNetV2, DenseNet169, Vision Transformer 
(VIT) ใชช้ดุขอ้มูลทีป่รมิาณขอ้มลูทัง้สองคลาสมจีำ�นวน
ที่ไม่เท่ากันคือ 4,273 ภาพที่เป็นโรคและที่ไม่เป็น
โรค 1,583 ภาพ ผลการจำ�แนกพบว่าแบบจำ�ลอง  
MobileNetV2, DenseNet169 และ Vision  
Transformer (VIT) ท่ีไม่ใช้เทคนิค Ensemble 
Learning พบว่ามีความแม่นยำ�ร้อยละ 91.35, 
90.87, 92.47 และเมือ่นำ� 3 แบบจำ�ลองมาใชร้ว่มกับ
เทคนคิ Ensemble Learning พบกวา่มคีวามแมน่ยำ� 
ร้อยละ 93.91 

	 การตรวจหาโรคปอดบวมของ Varshni  
et al. (2019) ได้ใช้โครงข่ายประสาทเทียมแบบ 
คอนโวลูชันในรูปแบบของการทำ� pre-trained 
โดยใช้แบบจำ�ลอง Xception, VGG16, VGG-19, 
ResNet-50, DenseNet-121 และ DenseNet-169 
ในการสกดัขอ้มลูและนำ�ไปพยากรณโ์ดยใช ้Random 
Forest, K-nearest Neighbors, Naive Bayes และ 
Support Vector Machine (SVM) ซึ่งผลพบว่าการ
ใช้งาน ResNet-50 ร่วมกับ SVM (rbf Kernel) ให้
ผล AUC เทา่กับ 0.7749 ซึง่เมือ่เทยีบกับแบบจำ�ลอง 
VGG16 และ VGG19 มีความแตกต่างของค่า AUC 
ประมาณ 0.0899 

	 ในการศึกษาของ (Shankar et al., 2023) 
ได้เปรียบเทียบแบบจำ�ลองของ machine learning  
models ได้แก่ Logistic Regression, KNN,  
Decision Tree, Random Forest, Naive Bayes, 
and Support Vector Machines และ deep  
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learning models ได้แก่ CNN, VGG16, ResNet และ
ปริมาณของข้อมูลที่เป็นโรคและไม่เป็นโรคมีจำ�นวน
ประมาณ 1,200 ภาพต่อคลาสซึ่งเป็นการลดจำ�นวน
ข้อมลูให้ทัง้สองคลาสมปีรมิาณทีเ่ทา่กนั พบวา่ระหวา่ง 
machine learning models และ deep learning 
models ไม่มีความแตกต่างกันมากเมื่อนำ�มาใช้งาน
จริงแต่เมื่อเปรียบเทียบความแม่นยำ�พบว่าโครงข่าย
ประสาทเทียมแบบคอนโวลูชันพื้นฐานให้ผลร้อยละ 
89.74 VGG16 ให้ผลร้อยละ 75.80 และ ResNet 
ให้ผลร้อยละ 88.14 ซึ่งให้ผลท่ีมากกว่า Machine 
Learning Models 

	 และการศึกษาของ (Singh et al., 2023a) 
ไดน้ำ�เสนอแบบจำ�ลอง QCSA network (Quaternion 
Channel-Spatial Attention Network) ปริมาณ
ข้อมูลทั้งสองคลาสมีจำ�นวนที่ไม่เท่ากันคือ 4,273 
ภาพที่เป็นโรคและที่ไม่เป็นโรค 1,583 ภาพ ให้ความ
แมน่ยำ�ร้อยละ 94.53 และนำ�มาปรียบเทียบกับแบบ
จำ�ลองอืน่ๆ เชน่ VGG16 และ VGG19 ได้ความแมน่ยำ�
ร้อยละ 92.14 และ 90.22 ตามลำ�ดับ 

	 ในการระบุโรคปอดบวมของ (Chiwariro 
& Wosowei, 2023) ได้นำ�แบบจำ�ลองจากโครงข่าย
ประสาทเทียมแบบคอนโวลูชัน (Convolutional 
Neural Networks : CNN) มาใช้ได้แก่ VGG19, 
VGG16, ResNet50 และ InceptionNet v3 โดย
ใช้ YoLo v5 ในการค้นหาตำ�แหน่งของการเกิดโรค
เท่านั้น พบว่า VGG16 มีความแม่นยำ�ร้อยละ 88.00 
และ VGG19 มีความแม่นยำ�ร้อยละ 80.00 ส่วน 
ResNet50 และ InceptionNet v3 มีความแม่นยำ�
ร้อยละ 73.00 และ 79.00 ตามลำ�ดับ 

	 ในการระบโุรคของ (Papadimitriou, Kana-
vos, & Maragoudakis, 2023) นำ�เสนอแบบจำ�ลอง
จากโครงขา่ยประสาทเทยีมแบบคอนโวลชูนัทีพ่ฒันา
ข้ึนเองทีมี่โครงสรา้ง 3 รปูแบบและพารามเิตอรใ์นการ
ทดลองที่แตกต่างกัน ได้แก่จำ�นวนรอบของการเรียน
รู้ (Epoch) 5, 10, 20, 30, 40, 50 จำ�นวนของข้อมูล 

ที่ใช้ในการเรียนรู้ต่อรอบ (Batch size) 128, 256, 
512, 1024 โดยใช้ชุดข้อมูลที่ปริมาณข้อมูลทั้งสอง
คลาสมีจำ�นวนที่ไม่เท่ากันคือ 4,273 ภาพที่เป็นโรค
และท่ีไม่เป็นโรค 1,583 ภาพ พบว่าแบบจำ�ลอง 
ทีไ่ดผ้ลดทีีส่ดุมคีวามแมน่ยำ�รอ้ยละ 95.59 โครงสรา้ง 
รูปแบบที่ 2 Epoch คือ 50 และ Batch size เท่ากับ 
128 

3. ชุดข้อมูลและวิธีการ (Materials 
and Methods)

3.1 เครื่องมือ

	 งานวจิยันีใ้ชไ้ลบรารี ่Keras เวอรช์ัน่ 2 และ 
Tensorflow ในการพัฒนาแบบจำ�ลองด้วยภาษา 
Python ซึ่งคอมพิวเตอร์สเปค CPU Intel Core i5-
10400F หน่วยความจำ�หลัก 32 GB หน่วยประมวล
ผลกราฟฟกิ Nvidia RTX 3060 (12GB) ระบบปฏบิติั
การ Ubuntu เวอร์ชั่น 20.04 LTS

3.2 ชุดข้อมูลและการเตรียมข้อมูล

	 การจัดเตรียมชุดข้อมูลเพื่อการพัฒนาแบบ
จำ�ลองได้นำ�มาจาก Mendeley data (Kermany, 
Zhang, & Goldbaum, 2018) เป็นชุดข้อมูลท่ี
ได้รับความนิยมในบทความต่างๆ และชุดข้อมูลนี้ 
ไดเ้ผยแพรบ่นเวบ็ไซต ์kaggle.com ทีม่ผีูด้าวนโ์หลด
นำ�ไปใช้งานโดยเฉลี่ยเดือนละ 200 คร้ัง โดยใน 
ชุดข้อมูลประกอบไปด้วยภาพเอ็กซ์เรย์ทรวงอก 
ที่ระบุการเป็นโรคปอดบวม (Pneumonia) ทั้งหมด 
5,232 ภาพ ตัวอย่างข้อมูลแสดงในภาพประกอบ 
ที่ 4 ด้านบน 4 ภาพคือตัวอย่างของภาพจากภาพ 
เอ็กซ์เรย์ไม่แสดงโรคปอดบวม และ 4 ภาพด้านล่าง 
คือภาพท่ีแสดงโรคปอดบวม โดยแบ่งออกเป็น 
ภาพเอ็กซ์เรย์ทรวงอกท่ีบ่งบอกว่าปกติ (Normal) 
จำ�นวน 1,583 ภาพ และทีบ่ง่บอกว่าไมป่กตหิรอืเปน็
โรคปอดบวม (Pneumonia) จำ�นวน 4,273 ภาพ  
ซึง่ทัง้สองกลุม่มีจำ�นวนขอ้มลูไมเ่ทา่กนั (Imbalanced 
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Data) จงึไดน้ำ�เทคนคิการเสรมิขอ้มลูเฉพาะกลุม่ขอ้มลู
บง่บอกวา่ปกตจิำ�นวน 1,583 ภาพ ให้มจีำ�นวนเทา่กนั
ทั้งสองประเภท ซึ่งก่อนจะใช้เทคนิคการเสริมข้อมูล 
ได้แบ่งข้อมูลสำ�หรับชุดทดสอบการเรียนรู้ 10%  
เป็นจำ�นวน 428 ภาพ จากจำ�นวนภาพท่ีจะเกิด 
หลังจากการเสริมข้อมูลจำ�นวน 4,273 ภาพ เพื่อ
ปอ้งการกนั Bias จากชดุขอ้มลู โดยไดเ้ลอืกใชวิ้ธกีาร 
หมุนภาพ 15 องศา (Rotation) การกลับภาพแนว
นอน (Horizontal Flip) การกลับภาพแบบแนวตั้ง 
(Vertical Flip) การซูมภาพ 20% (Zoom) การ
บิดภาพไม่เกิน 30 องศา (Shear) โดยการเลือกใช้
วิธีท้ัง 5 รูปแบบนี้ได้คำ�นึงถึงลักษณะที่จะเกิดขึ้น 

ของแผน่ภาพเอก็ซเ์รย์ทรวงอกทีใ่ชง้านจรงิ โดยแสดง
ตัวอย่างในภาพประกอบท่ี 5 มีจำ�นวนภาพทั้งหมด 
8,546 ภาพ ทำ�การแบ่งจำ�นวนข้อมูลสำ�หรับการ
สร้างการเรียนรู้ของแบบจำ�ลองเป็น Training Set 
ร้อยละ 70 จำ�นวน 2,991 ภาพ Validation Set 
ร้อยละ 20 จำ�นวน 854 ภาพ Test Set ร้อยละ 10 
จำ�นวน 428 ภาพ ของแต่ละกลุ่มข้อมูลและมีการทำ�  
k-Fold Cross-Validation (K=5) โดยใช้การจัด
กลุม่ขอ้มลูจากการสุม่ใหเ้ปน็ชดุขอ้มลูใหมท่ัง้ 5 กลุม่ 
เพื่อให้ข้อมูลมีการกระจายตัวอย่างสม่ำ�เสมอและ 
นำ�มาทดสอบประสทิธภิาพของแบบจำ�ลองท่ีไดพ้ฒันา
ขึ้น แสดงในภาพประกอบที่ 6 8 

 

 
ภาพประกอบ 4 ตัวอยางภาพเอ็กซเรยทรวงอกจากชุดขอมูลที่แสดงโรคปอดบวม (ดานลาง) และไมแสดงโรคปอดบวม 

(ดานบน) (Kermany, Zhang, & Goldbaum, 2018) 
 

 
ภาพประกอบ 5 ตัวอยางภาพเอ็กซเรยทรวงอกจากการเสริมขอมูล 

8 

 

 
ภาพประกอบ 4 ตัวอยางภาพเอ็กซเรยทรวงอกจากชุดขอมูลที่แสดงโรคปอดบวม (ดานลาง) และไมแสดงโรคปอดบวม 

(ดานบน) (Kermany, Zhang, & Goldbaum, 2018) 
 

 
ภาพประกอบ 5 ตัวอยางภาพเอ็กซเรยทรวงอกจากการเสริมขอมูล 

ภาพประกอบ 4 ตัวอย่างภาพเอ็กซ์เรย์ทรวงอกจากชุดข้อมูลที่แสดงโรคปอดบวม (ด้านล่าง) และไม่แสดงโรค
ปอดบวม (ด้านบน) (Kermany, Zhang, & Goldbaum, 2018)

ภาพประกอบ 5 ตัวอย่างภาพเอ็กซ์เรย์ทรวงอกจากการเสริมข้อมูล
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3.3 การวัดประสิทธิภาพ

	 การวัดประสิทธิภาพของแบบจำ�ลอง ได้นำ�
การวัดค่าความแม่นยำ� (Accuracy) มาใช้ 

	

9 

 

 
ภาพประกอบ 6 กระบวนการการจัดเตรียมชุดขอมูล 

 
 
ตาราง 1 การแบงขอมูลสําหรับการเรียนรูของแบบจําลอง 
ชุดขอมูล กลุมขอมูล รอยละ จํานวนขอมูล รวมท้ังหมด 
Training set ปกติ (Normal) 

โรคปอดบวม (Pneumonia) 
70 2,991 

2,991 
5,982 

Validation set ปกติ (Normal) 
โรคปอดบวม (Pneumonia) 

20 854 
854 

1,704 

Test set ปกติ (Normal) 
โรคปอดบวม (Pneumonia) 

10 428 
428 

 856 

 
 
3.3 การวัดประสิทธิภาพ 
   การวัดประสิทธิภาพของแบบจําลอง ไดนําการวัดคาความแมนยํา (Accuracy) มาใช  

 

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 
 
โดยที่ TP คือ คาที่พยากรณถูกตองเชิงบวก TN คือ คาที่พยากรณถูกตองเชิงลบ FP คือ คาที่พยากรณผิดพลาดเชิง

บวก FN คือ คาที่พยากรณผิดพลาดเชิง     
และการวัดความสูญเสีย (Loss Function) คือ ฟงกชันที่ใชวัดระยะหางระหวางคาที่คาดการณไวกับคาที่แทจริงใน

แบบจําลองการเรียนรูของเครื่อง (Machine Learning) คาการสูญเสียจะทําหนาที่ เปนตัวบงช้ีประสิทธิภาพของ
แบบจําลองโดยคาการสูญเสียต่ําจะหมายความวาแบบจําลองทํางานไดแมนยํามากขึ้น 

 

	 โดยที ่TP คอื คา่ทีพ่ยากรณถ์กูตอ้งเชงิบวก 
TN คือ ค่าที่พยากรณ์ถูกต้องเชิงลบ FP คือ ค่าท่ี
พยากรณ์ผิดพลาดเชิงบวก FN คือ ค่าที่พยากรณ์ 
ผดิพลาดเชงิ และการวดัความสญูเสยี (Loss Function)  
คือ ฟังก์ชันท่ีใช้วัดระยะห่างระหว่างค่าที่คาดการณ์

ไว้กับค่าที่แท้จริงในแบบจำ�ลองการเรียนรู้ของ 
เครื่อง (Machine Learning) ค่าการสูญเสียจะ
ทำ�หน้าท่ีเป็นตัวบ่งชี้ประสิทธิภาพของแบบจำ�ลอง 
โดยค่าการสูญเสียต่ำ�จะหมายความว่าแบบจำ�ลอง
ทำ�งานได้แม่นยำ�มากขึ้น

3.4 กระบวนการฝึกสอนแบบจำ�ลอง

	 กระบวนการสร้างแบบจำ�ลองโดยแบ่งออก
เป็นขั้นตอนดังนี้ ที่แสดงในภาพประกอบ 7

	 1. เมื่อเตรียมข้อมูลและแบ่งข้อมูลเพื่อให้มี
ความพร้อมสำ�หรับการสร้างแบบจำ�ลอง

9 

 

 
ภาพประกอบ 6 กระบวนการการจัดเตรียมชุดขอมูล 

 
 
ตาราง 1 การแบงขอมูลสําหรับการเรียนรูของแบบจําลอง 
ชุดขอมูล กลุมขอมูล รอยละ จํานวนขอมูล รวมท้ังหมด 
Training set ปกติ (Normal) 

โรคปอดบวม (Pneumonia) 
70 2,991 

2,991 
5,982 

Validation set ปกติ (Normal) 
โรคปอดบวม (Pneumonia) 

20 854 
854 

1,704 

Test set ปกติ (Normal) 
โรคปอดบวม (Pneumonia) 

10 428 
428 

 856 

 
 
3.3 การวัดประสิทธิภาพ 
   การวัดประสิทธิภาพของแบบจําลอง ไดนําการวัดคาความแมนยํา (Accuracy) มาใช  

 

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 
 
โดยที่ TP คือ คาที่พยากรณถูกตองเชิงบวก TN คือ คาที่พยากรณถูกตองเชิงลบ FP คือ คาที่พยากรณผิดพลาดเชิง

บวก FN คือ คาที่พยากรณผิดพลาดเชิง     
และการวัดความสูญเสีย (Loss Function) คือ ฟงกชันที่ใชวัดระยะหางระหวางคาที่คาดการณไวกับคาที่แทจริงใน

แบบจําลองการเรียนรูของเครื่อง (Machine Learning) คาการสูญเสียจะทําหนาที่ เปนตัวบงช้ีประสิทธิภาพของ
แบบจําลองโดยคาการสูญเสียต่ําจะหมายความวาแบบจําลองทํางานไดแมนยํามากขึ้น 

 

ภาพประกอบ 6 กระบวนการการจัดเตรียมชุดข้อมูล

ตาราง 1	 การแบ่งข้อมูลสำ�หรับการเรียนรู้ของแบบจำ�ลอง

ชุดข้อมูล กลุ่มข้อมูล ร้อยละ จำ�นวนข้อมูล รวมทั้งหมด

Training set ปกติ (Normal)
โรคปอดบวม (Pneumonia)

70 2,991
2,991

5,982

Validation set ปกติ (Normal)
โรคปอดบวม (Pneumonia)

20 854
854

1,704

Test set ปกติ (Normal)
โรคปอดบวม (Pneumonia)

10 428
428

 856
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	 2. เรียกใชง้านฟังกชั์น ImageDataGenerator  
เพื่อแปลงข้อมูลของรูปภาพให้เป็นแบบ One-hot 
Encoding ให้พิกเซล (Pixel) ของรูปภาพมีค่าอยู่
ระหว่าง 0 และ 1

	 3. เรยีกใชง้านฟงักช่ั์น flow_from_directory  
เพือ่จดัเตรยีมขอ้มลูขัน้ตอนสดุท้ายกอ่นเข้าสูก่ระบวนการ
สรา้งแบบจำ�ลองโดยทีก่ำ�หนดขนาดของภาพทีต่อ้งการ 
(target_size) เป็น 224 * 224 ขนาดของจำ�นวน
ข้อมูลที่ใช้ในการเรียนรู้แต่ละรอบ (batch_size) 
และกำ�หนดรูปแบบของชุดข้อมูล (class_mode) 
เป็นแบบ binary

	 4. เข้าสู่ขั้นตอนการเรียนรู้ของแบบจำ�ลอง 
โดยกำ�หนดให้ loss function เป็นแบบ binary_ 
crossentropy และ optimizer คือ Adam จำ�นวน
รอบการเรียนรู้ (epoch) 15 รอบ

	 5. ในกระบวนการเรียนรู้ในแต่ละรอบ  
(Epoch) จะมีการปรับแต่งค่าต่างๆ ที่ในการเรียนรู้ 
เช่น weights, loss และกลับเข้าสู่รอบการเรียนรู้ 
ถัดไป ซึ่งจะได้ผลการเรียนรู้ค่าความแม่นยำ�และ 
ความสูญเสียในแต่ละรอบของการเรียนรู้ 

	 6. เมื่อครบรอบการเรียนรู้ใน 1 ครั้ง 15 
รอบ จะนำ�มาทดสอบกับชุดข้อมูล k-Fold Cross-
Validation (K=5) ท่ีไดเ้ตรียมไว ้ซ่ึงจะไดผ้ลการเรยีนรู้ 

ค่าความแม่นยำ�และความสูญเสีย

3.5 รูปแบบและวิธีการทดลอง

	 การออกแบบการทดลองไดแ้บง่การทดลอง
เปน็ 2 กลุม่ กลุม่ที ่1 ทดลองโดยใชส้ถาปตัยกรรมพืน้
ฐานที่ได้รับความนิยมและทันสมัย 2 สถาปัตยกรรม
ได้แก่ VGG16 และ VGG19 ท่ีไม่ได้มีการปรับแต่ง 
กลุ่มที่ 2 ทดลองโดยนำ�สถาปัตยกรรมพื้นฐานได้แก่ 
VGG16 และ VGG19 มาใช้โดยเทคนิคการถ่ายโอน
ข้อมูล และปรับแต่งชั้น Fully Connected ซึ่งนำ�
รปูแบบการพฒันาการเพิม่/ลดจำ�นวน Node ในการ
ทดลอง 6 รูปแบบ ได้แก่ 1) การเพิ่มขึ้นของจำ�นวน 
Node สม่ำ�เสมอ 2) การเพิ่มขึ้นของจำ�นวน Node 
สม่ำ�เสมอและลดลงอยา่งสม่ำ�เสมอเทา่กบัการเพิม่ขึน้ 
3) การลดจำ�นวนของ Node สม่ำ�เสมอ 4) จำ�นวนของ 
Node เท่าเดิม 5) จำ�นวนของ Node สลับกัน (สอง
ค่า) 6) จำ�นวนของ Node เพิ่มและลดไม่เท่ากันจาก 
(Cherdsom & Kanarkard, 2023) ดังแสดงในภาพ
ประกอบ 9 และกำ�หนดพารามิเตอร์ในการทดลอง
ได้ของทั้ง 2 กลุ่มการทดลองได้แก่ Optimizer คือ 
Adam Learning Rate คือ 0.001 (ค่าตั้งต้นของ 
Optimizer Adam) Batch Size คอื 64 และ Epoch 
คือ 15 รอบ ดังแสดงในภาพประกอบ 8

10 

 

 
 
3.4 กระบวนการฝกสอนแบบจําลอง 
   กระบวนการสรางแบบจําลองโดยแบงออกเปนขั้นตอนดังนี้ ที่แสดงในภาพประกอบ 7 

1. เมื่อเตรียมขอมูลและแบงขอมูลเพื่อใหมีความพรอมสําหรับการสรางแบบจําลอง 
2. เรียกใชงานฟงกชัน ImageDataGenerator เพื่อแปลงขอมูลของรูปภาพใหเปนแบบ One-hot Encoding   

ใหพิกเซล (Pixel) ของรูปภาพมีคาอยูระหวาง 0 และ 1 
3. เรียกใชงานฟงกช่ัน flow_from_directory เพื่อจัดเตรียมขอมูลขั้นตอนสุดทายกอนเขาสูกระบวนการสราง

แบบจําลองโดยที่กําหนดขนาดของภาพที่ตองการ (target_size) เปน 224 * 224 ขนาดของจํานวนขอมูลที่
ใชในการเรียนรูแตละรอบ (batch_size) และกําหนดรูปแบบของชุดขอมูล (class_mode) เปนแบบ binary 

4. เขาสูขั้นตอนการเรียนรูของแบบจําลอง โดยกําหนดให loss function เปนแบบ binary_crossentropy      
และ optimizer คือ Adam จํานวนรอบการเรียนรู (epoch) 15 รอบ 

5. ในกระบวนการเรียนรูในแตละรอบ (Epoch) จะมีการปรับแตงคาตาง ๆ ที่ในการเรียนรู เชน weights, loss 
และกลับเขาสูรอบการเรียนรูถัดไป ซึ่งจะไดผลการเรียนรูคาความแมนยําและความสูญเสียในแตละรอบ
ของการเรียนรู  

6. เมื่อครบรอบการเรียนรูใน 1 ครั้ง 15 รอบ จะนํามาทดสอบกับชุดขอมูล k-Fold Cross-Validation (K=5)        
ที่ไดเตรียมไว ซึ่งจะไดผลการเรียนรูคาความแมนยําและความสูญเสีย 

 

 
ภาพประกอบ 7 ขั้นตอนการเรียนรูของแบบจําลอง 

 
3.5 รูปแบบและวิธีการทดลอง 
    การออกแบบการทดลองไดแบงการทดลองเปน 2 กลุม กลุมที่ 1 ทดลองโดยใชสถาปตยกรรมพื้นฐานที่ไดรับ
ความนิยมและทันสมัย 2 สถาปตยกรรมไดแก VGG16 และ VGG19 ที่ไมไดมีการปรับแตง กลุมที่  2 ทดลองโดยนํา
สถาปตยกรรมพื้นฐานไดแก VGG16 และ VGG19 มาใชโดยเทคนิคการถายโอนขอมูล และปรับแตงช้ัน Fully Connected ซึ่ง
นํารูปแบบการพัฒนาการเพิ่ม/ลดจํานวน Node ในการทดลอง 6 รูปแบบ ไดแก 1) การเพิ่มขึ้นของจํานวน Node สม่ําเสมอ 2) 
การเพิ่มขึ้นของจํานวน Node สม่ําเสมอและลดลงอยางสม่ําเสมอเทากับการเพิ่มขึ้น 3) การลดจํานวนของ Node สม่ําเสมอ 4) 
จํานวนของ Node เทาเดิม 5) จํานวนของ Node สลับกัน (สองคา) 6) จํานวนของ Node เพิ่มและลดไมเทากันจาก 
(Cherdsom & Kanarkard, 2023) ดังแสดงในภาพประกอบ 9 และกําหนดพารามิเตอรในการทดลองไดของทั้ง 2 กลุม

ภาพประกอบ 7 ขั้นตอนการเรียนรู้ของแบบจำ�ลอง
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4. ผลการวิจัย (Experimental Result)

4.1 ผลการทดลองกลุ่มที่ 1 การทดลอง
โดยใช้สถาปัตยกรรมพื้นฐาน (VGG16, 
VGG19)

	 ในการทดลองกลุม่ท่ี 1 ทำ�การทดลองโดยใช้
สถาปัตยกรรมพื้นฐานที่ไม่ได้มีการปรับแต่งชั้นต่างๆ 
ของแบบจำ�ลอง ซึ่งเพิ่มชั้น Fully Connected เป็น

ชั้น Output ในการพยากรณ์โรคเท่านั้น ดังแสดงใน
ตาราง 2 ข้อมูลในตารางแสดงผลจากการทดสอบ
ค่าความแม่นยำ� ค่าความสูญเสีย และค่าเบี่ยงเบน
มาตรฐาน (Standard Deviation) รวมทั้งค่าเฉลี่ย
ของความแม่นยำ�และความสูญเสียจากชุดข้อมูล
ทดสอบ (Test Set) และภาพประกอบ 10 แสดง
ค่าความแม่นยำ� และค่าความสูญเสียจากชุดข้อมูล
ทดสอบทั้ง 2 แบบจำ�ลอง

11 

 

การทดลองไดแก Optimizer คือ Adam Learning Rate คือ 0.001 (คาตั้งตนของ Optimizer Adam) Batch Size คือ 64 และ 
Epoch คือ 15 รอบ ดังแสดงในภาพประกอบ 8 
 

 
ภาพประกอบ 8 รูปแบบและกลุมการทดลอง 2 กลุม 

 

 
ภาพประกอบ 9 รูปแบบการพัฒนาการเพิ่ม/ลดจํานวน Node (Cherdsom & Kanarkard, 2023) 

 
4. ผลการวิจัย (Experimental Result) 
4.1 ผลการทดลองกลุมท่ี 1 การทดลองโดยใชสถาปตยกรรมพ้ืนฐาน (VGG16, VGG19) 
   ในการทดลองกลุมที่ 1 ทําการทดลองโดยใชสถาปตยกรรมพื้นฐานที่ไมไดมีการปรับแตงช้ันตาง ๆ ของแบบจําลอง 
ซึ่งเพิ่มช้ัน Fully Connected เปนช้ัน Output ในการพยากรณโรคเทานั้น ดังแสดงในตาราง 2 ขอมูลในตารางแสดงผลจากการ
ทดสอบคาความแมนยํา คาความสูญเสีย และคาเบ่ียงเบนมาตรฐาน (Standard Deviation) รวมทั้งคาเฉลี่ยของความแมนยํา
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4.1 ผลการทดลองกลุมท่ี 1 การทดลองโดยใชสถาปตยกรรมพ้ืนฐาน (VGG16, VGG19) 
   ในการทดลองกลุมที่ 1 ทําการทดลองโดยใชสถาปตยกรรมพื้นฐานที่ไมไดมีการปรับแตงช้ันตาง ๆ ของแบบจําลอง 
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ภาพประกอบ 8 รูปแบบและกลุ่มการทดลอง 2 กลุ่ม

ภาพประกอบ 9 รูปแบบการพัฒนาการเพิ่ม/ลดจำ�นวน Node (Cherdsom & Kanarkard, 2023)
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	 โดยในคอลมัน ์# ระบุ P1-P2 ซึง่นำ�มาแสดง
ในกราฟค่าความแม่นยำ�และค่าความสูญเสียในภาพ
ประกอบ 10

4.2 ผลการทดลองกลุ่มที่ 2 การปรับ
แต่งชั้น Fully connected 

	 การทดลองกลุ่มที่ 2 ได้นำ�สถาปัตยกรรม 
VGG16 และ VGG19 มาใช้ในการพัฒนาเพิ่มเติม
ในชั้นของ Fully Connected โดยใช้รูปแบบ 6  
รูปแบบโดยใช้การถ่ายโอนข้อมูลและใช้รูปแบบ 
การปรบัแตง่จำ�นวนโหนด (Node) ดงัแสดงในตาราง 
3 - 8 ซ่ึงข้อมูลในตารางแสดงผลจากการทดสอบ
ค่าความแม่นยำ� ค่าความสูญเสีย และค่าเบ่ียงเบน
มาตรฐาน รวมทั้งค่าเฉลี่ยของความแม่นยำ� และ 
ความสูญเสีย จากชุดข้อมูลทดสอบ

	 รูปแบบที่ 1 การเพิ่มขึ้นของจำ�นวน Node 
สม่ำ�เสมอ ผลการทดลองได้แสดงในตาราง 3 จำ�นวน 

3 รายการในแต่ละแบบจำ�ลองโดยใช้สถาปัตยกรรม 
VGG16 และ VGG19 (3 ลำ�ดับที่มีค่าความแม่นย่ำ�
มากทีส่ดุ) และภาพประกอบ 11 แสดงคา่ความแม่นยำ�  
และค่าความสูญเสียจากชุดข้อมูลทดสอบท้ัง 6  
แบบจำ�ลอง

	 รูปแบบที่ 2 การเพิ่มขึ้นของจำ�นวน Node 
สม่ำ�เสมอและลดลงอยา่งสม่ำ�เสมอเทา่กบัการเพิม่ขึน้ 
ผลการทดลองไดแ้สดงในตาราง 4 จำ�นวน 3 รายการ
ในแต่ละแบบจำ�ลอง (3 ลำ�ดับที่มีค่าความแม่นย่ำ� 
มากที่สุด) และภาพประกอบ 12 แสดงค่า 
ความแม่นยำ� และค่าความสูญเสียจากชุดข้อมูล 
ทดสอบทั้ง 6 แบบจำ�ลอง

	 รูปแบบท่ี 3 การลดจำ�นวนของ Node 
สม่ำ�เสมอ ผลการทดลองได้แสดงในตาราง 5 จำ�นวน 
3 รายการในแต่ละแบบจำ�ลอง (3 ลำ�ดับที่มีค่า 
ความแม่นย่ำ�มากที่สุด) และภาพประกอบ 13 แสดง

12 

 

และความสูญเสียจากชุดขอมูลทดสอบ (Test Set) และภาพประกอบ 10 แสดงคาความแมนยํา และคาความสูญเสียจากชุด
ขอมูลทดสอบทั้ง 2 แบบจําลอง 
 
 
 
 
ตาราง 2 ผลการทดลองกลุมที่ 1 การทดลองโดยใชสถาปตยกรรมพื้นฐาน 

# 
แบบจําลอง 

(Model) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คาเบี่ยงเบน
มาตรฐาน 

(SD Accuracy) 

คาเบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 
P1 VGG16 95.42 0.18 0.007 0.017 95.06 0.08 
P2 VGG19 94.89 0.21 0.013 0.025 94.71 0.09 

โดยในคอลัมน # ระบุ P1-P2 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบ 10 
 

 
ภาพประกอบ 10 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 2 

 
4.2 ผลการทดลองกลุมท่ี 2 การปรับแตงชั้น Fully connected  
   การทดลองกลุมที่ 2 ไดนําสถาปตยกรรม VGG16 และ VGG19 มาใชในการพัฒนาเพิ่มเติมในช้ันของ Fully 
Connected โดยใชรูปแบบ 6 รูปแบบโดยใชการถายโอนขอมูลและใชรูปแบบการปรับแตงจํานวนโหนด (Node) ดังแสดงใน
ตาราง 3 - 8 ซึ่งขอมูลในตารางแสดงผลจากการทดสอบคาความแมนยํา คาความสูญเสีย และคาเบ่ียงเบนมาตรฐาน รวมทั้ง
คาเฉลี่ยของความแมนยํา และความสูญเสีย จากชุดขอมูลทดสอบ 

รูปแบบท่ี 1 การเพิ่มขึ้นของจํานวน Node สม่ําเสมอ ผลการทดลองไดแสดงในตาราง 3 จํานวน 3 รายการในแตละ
แบบจําลองโดยใชสถาปตยกรรม VGG16 และ VGG19 (3 ลําดับที่มีคาความแมนย่ํามากที่สุด) และภาพประกอบ 11 
แสดงคาความแมนยํา และคาความสูญเสียจากชุดขอมูลทดสอบทั้ง 6 แบบจําลอง 

รูปแบบท่ี 2 การเพิ่มขึ้นของจํานวน Node สม่ําเสมอและลดลงอยางสม่ําเสมอเทากับการเพิ่มขึ้น ผลการทดลองได
แสดงในตาราง 4 จํานวน 3 รายการในแตละแบบจําลอง (3 ลําดับที่มีคาความแมนย่ํามากที่สุด) และภาพประกอบ 12 
แสดงคาความแมนยํา และคาความสูญเสียจากชุดขอมูลทดสอบทั้ง 6 แบบจําลอง 

รูปแบบท่ี 3 การลดจํานวนของ Node สม่ําเสมอ ผลการทดลองไดแสดงในตาราง 5 จํานวน 3 รายการในแตละ
แบบจําลอง (3 ลําดับที่มีคาความแมนย่ํามากที่สุด) และภาพประกอบ 13 แสดงคาความแมนยํา และคาความสูญเสียจาก
ชุดขอมูลทดสอบทั้ง 6 แบบจําลอง 

ตาราง 2	 ผลการทดลองกลุ่มที่ 1 การทดลองโดยใช้สถาปัตยกรรมพื้นฐาน

#
แบบจำ�ลอง
(Model)

Test set Validation set (K=5) 

ค่าความ
แม่นยำ�

(Accuracy)

ค่าความ 
สูญเสีย
(Loss)

ค่าเบี่ยงเบน
มาตรฐาน

(SD  
Accuracy)

ค่าเบี่ยงเบน
มาตรฐาน
(SD Loss)

ค่าเฉลี่ย
(Average 
Accuracy)

ค่าเฉลี่ย
(Average 

Loss)

P1 VGG16 95.42 0.18 0.007 0.017 95.06 0.08

P2 VGG19 94.89 0.21 0.013 0.025 94.71 0.09

ภาพประกอบ 10 แสดงค่าความแม่นยำ� (ซ้าย) และค่าความสูญเสีย (ขวา) ของแบบจำ�ลองในตาราง 2
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ค่าความแม่นยำ� และค่าความสูญเสียจากชุดข้อมูล
ทดสอบทั้ง 6 แบบจำ�ลอง

	 รูปแบบที่ 4 จำ�นวนของ Node เท่าเดิม  
ผลการทดลองไดแ้สดงในตาราง 6 จำ�นวน 3 รายการ
ในแต่ละแบบจำ�ลอง (3 ลำ�ดับที่มีค่าความแม่นย่ำ� 
มากที่สุด) และภาพประกอบ 14 แสดงค่า 
ความแม่นยำ� และค่าความสูญเสียจากชุดข้อมลูทดสอบ
ทั้ง 6 แบบจำ�ลอง

	 รูปแบบที่ 5 จำ�นวนของ Node สลับกัน 
(สองค่า) ผลการทดลองได้แสดงในตาราง 7 จำ�นวน 

3 รายการในแต่ละแบบจำ�ลอง (3 ลำ�ดับที่มีค่าความ
แม่นย่ำ�มากท่ีสดุ) และภาพประกอบ 15 แสดงคา่ความ
แม่นยำ� และค่าความสูญเสียจากชุดข้อมูลทดสอบ 
ทั้ง 6 แบบจำ�ลอง

	 รูปแบบที่ 6 จำ�นวนของ Node เพิ่มและ
ลดไม่เท่ากันจาก ผลการทดลองได้แสดงในตาราง 
8 จำ�นวน 3 รายการในแต่ละแบบจำ�ลอง (3 ลำ�ดับ 
ท่ีมีค่าความแม่นย่ำ�มากท่ีสุด) และภาพประกอบ 
16 แสดงค่าความแม่นยำ� และค่าความสูญเสีย จาก 
ชุดข้อมูลทดสอบทั้ง 6 แบบจำ�ลอง

ตาราง 3	 ผลการทดลองกลุ่มที่ 2 การปรับแต่งชั้น Fully Connected รูปแบบที่ 1

#
แบบ 

จำ�ลอง
(Model)

จำ�นวน
โหนดของ
ชั้น Fully  

connected  
(Fc)

Test set Validation set (K=5) 

ค่าความ
แม่นยำ�

(Accuracy)

ค่า
ความ
สูญ
เสีย

(Loss)

ค่าเบี่ยงเบน
มาตรฐาน

(SD  
Accuracy)

ค่าเบี่ยง
เบน

มาตรฐาน
(SD Loss)

ค่าเฉลี่ย
(Average 
Accuracy)

ค่าเฉลี่ย
(Average 

Loss)

P1 VGG16 64 97.54 0.11 0.005 0.027 97.00 0.07

P2 VGG16
64-128-256-
512-1024-
2048

97.18 0.07 0.007 0.029 97.10 0.09

P3 VGG16
64-128-256-
512-1024

96.07 0.23 0.007 0.024 96.89 0.09

P4 VGG19
64-128-256-
512

97.30 0.09 0.009 0.022 97.07 0.08

P5 VGG19 64 96.72 0.16 0.010 0.036 96.61 0.10

P6 VGG19
64-128-256-
512-1024-
2048

96.60 0.13 0.009 0.062 96.14 0.14

* โดยในคอลัมน์ # ระบุ P1-P6 ซึ่งนำ�มาแสดงในกราฟค่าความแม่นยำ�และค่าความสูญเสียในภาพประกอบ 11
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ตาราง 4	 ผลการทดลองกลุ่มที่ 2 การปรับแต่งชั้น Fully Connected รูปแบบที่ 2

#
แบบ

จำ�ลอง
(Model)

จำ�นวน
โหนดของ
ชั้น Fully 

connected 
(FC)

Test set Validation set (K=5) 

ค่าความ
แม่นยำ�

(Accuracy)

ค่า
ความ
สูญเสีย
(Loss)

คา่เบีย่งเบน
มาตรฐาน

(SD  
Accuracy)

ค่าเบี่ยง
เบน

มาตรฐาน
(SD 

Loss)

ค่าเฉลี่ย
(Average 
Accuracy)

ค่าเฉลี่ย
(Average 

Loss)

P1 VGG16

64-128-256-
512-1024-
2048-1024-
512-256-128-
64

97.54 0.11 0.011 0.022 97.10 0.09

P2 VGG16
64-128-256-
128-64

97.18 0.07 0.015 0.053 96.50 0.11

P3 VGG16
64-128-256-
512-256-128-
64

96.07 0.23 0.005 0.018 97.01 0.08

P4 VGG19

64-128-256-
512-1024-
2048-1024-
512-256-128-
64

97.30 0.09 0.006 0.019 97.00 0.08

P5 VGG19
64-128-256-
512-256-128-
64

96.72 0.16 0.010 0.029 96.03 0.10

P6 VGG19 64-128-64 96.60 0.13 0.022 0.058 95.28 0.13

* โดยในคอลัมน์ # ระบุ P1-P6 ซึ่งนำ�มาแสดงในกราฟค่าความแม่นยำ�และค่าความสูญเสียในภาพประกอบ 12

13 

 

รูปแบบท่ี 4 จํานวนของ Node เทาเดิม ผลการทดลองไดแสดงในตาราง 6 จํานวน 3 รายการในแตละแบบจําลอง 
(3 ลําดับที่มีคาความแมนย่ํามากที่สุด) และภาพประกอบ 14 แสดงคาความแมนยํา และคาความสูญเสียจากชุดขอมูล
ทดสอบทั้ง 6 แบบจําลอง 

รูปแบบท่ี 5 จํานวนของ Node สลับกัน (สองคา) ผลการทดลองไดแสดงในตาราง 7 จํานวน 3 รายการในแตละ
แบบจําลอง (3 ลําดับที่มีคาความแมนย่ํามากที่สุด) และภาพประกอบ 15 แสดงคาความแมนยํา และคาความสูญเสียจาก
ชุดขอมูลทดสอบทั้ง 6 แบบจําลอง 

รูปแบบท่ี 6 จํานวนของ Node เพิ่มและลดไมเทากันจาก ผลการทดลองไดแสดงในตาราง 8 จํานวน 3 รายการใน
แตละแบบจําลอง (3 ลําดับที่มีคาความแมนย่ํามากที่สุด) และภาพประกอบ 16 แสดงคาความแมนยํา และคาความ
สูญเสีย จากชุดขอมูลทดสอบทั้ง 6 แบบจําลอง 

 
ตาราง 3  ผลการทดลองกลุมที่ 2 การปรับแตงช้ัน Fully Connected รูปแบบที่ 1 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 
Fully connected (Fc) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P1 VGG16 64 97.54 0.11 0.005 0.027 97.00 0.07 
P2 VGG16 64-128-256-512-

1024-2048 
97.18 0.07 0.007 0.029 97.10 0.09 

P3 VGG16 64-128-256-512-1024 96.07 0.23 0.007 0.024 96.89 0.09 
P4 VGG19 64-128-256-512 97.30 0.09 0.009 0.022 97.07 0.08 
P5 VGG19 64 96.72 0.16 0.010 0.036 96.61 0.10 
P6 

VGG19 
64-128-256-512-
1024-2048 

96.60 0.13 0.009 0.062 96.14 0.14 

* โดยในคอลัมน # ระบุ P1-P6 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบ 11 
 

 
ภาพประกอบ 11 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 3 

 
ตาราง 4  ผลการทดลองกลุมที่ 2 การปรับแตงช้ัน Fully Connected รูปแบบที่ 2 

ภาพประกอบ 11 แสดงค่าความแม่นยำ� (ซ้าย) และค่าความสูญเสีย (ขวา) ของแบบจำ�ลองในตาราง 3
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ตาราง 5	 ผลการทดลองกลุ่มที่ 2 การปรับแต่งชั้น Fully Connected รูปแบบที่ 3

#
แบบ

จำ�ลอง
(Model)

จำ�นวนโหนด
ของชั้น  
Fully  

connected  
(Fc)

Test set Validation set (K=5) 

ค่าความ
แม่นยำ�

(Accuracy)

ค่าความ
สูญเสีย
(Loss)

ค่าเบี่ยงเบน
มาตรฐาน

(SD  
Accuracy)

ค่าเบี่ยง
เบน

มาตรฐาน
(SD 

Loss)

ค่าเฉลี่ย
(Average 
Accuracy)

ค่าเฉลี่ย
(Average 

Loss)

P1 VGG16
2048-1024-
512-256-128-
64-32-16-8

97.83 0.11 0.004 0.014 97.61 0.09

P2 VGG16 2048-1024 97.54 0.12 0.013 0.068 96.64 0.11

P3 VGG16
2048-1024-
512-256-128-
64

97.48 0.11 0.013 0.063 96.59 0.10

P4 VGG19
2048-1024-
512

97.38 0.10 0.011 0.019 96.64 0.09

P5 VGG19
2048-1024-
512-256

97.30 0.09 0.021 0.114 95.93 0.13

P6 VGG19
2048-1024-
512-256-128-
64-32-16

97.24 0.08 0.010 0.028 96.66 0.10

* โดยในคอลัมน์ # ระบุ P1-P6 ซึ่งนำ�มาแสดงในกราฟค่าความแม่นยำ�และค่าความสูญเสียในภาพประกอบ 13

14 

 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 

Fully connected (FC) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P1 VGG16 64-128-256-512-1024-
2048-1024-512-256-
128-64 

97.54 0.11 0.011 0.022 97.10 0.09 

P2 VGG16 64-128-256-128-64 97.18 0.07 0.015 0.053 96.50 0.11 
P3 VGG16 64-128-256-512-256-

128-64 
96.07 0.23 0.005 0.018 97.01 0.08 

P4 VGG19 64-128-256-512-1024-
2048-1024-512-256-
128-64 

97.30 0.09 0.006 0.019 97.00 0.08 

P5 VGG19 64-128-256-512-256-
128-64 

96.72 0.16 0.010 0.029 96.03 0.10 

P6 VGG19 64-128-64 96.60 0.13 0.022 0.058 95.28 0.13 
* โดยในคอลัมน # ระบุ P1-P6 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบ 12 

 

 
ภาพประกอบ 12 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 4 

 
ตาราง 5 ผลการทดลองกลุมที่ 2 การปรับแตงช้ัน Fully Connected รูปแบบที่ 3 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 
Fully connected (Fc) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P1 VGG16 2048-1024-512-256-
128-64-32-16-8 

97.83 0.11 0.004 0.014 97.61 0.09 

ภาพประกอบ 12 แสดงค่าความแม่นยำ� (ซ้าย) และค่าความสูญเสีย (ขวา) ของแบบจำ�ลองในตาราง 4
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ตาราง 6	 ผลการทดลองกลุ่มที่ 2 การปรับแต่งชั้น Fully Connected รูปแบบที่ 4

#
แบบ

จำ�ลอง
(Model)

จำ�นวนโหนด
ของชั้น Fully  
connected 

(Fc)

Test set Validation set (K=5) 

ค่าความ
แม่นยำ�

(Accuracy)

ค่า
ความ
สูญเสีย
(Loss)

ค่าเบี่ยงเบน
มาตรฐาน

(SD  
Accuracy)

ค่าเบี่ยง
เบน

มาตรฐาน
(SD 

Loss)

ค่าเฉลี่ย
(Average 

Accu-
racy)

ค่าเฉลี่ย
(Average 

Loss)

P1 VGG16
20248-20248-

20248
97.59 0.13 0.013 0.030 96.61 0.10

P2 VGG16 128-128-128 97.59 0.13 0.010 0.026 97.10 0.09

P3 VGG16 512-512-512 97.24 0.12 0.018 0.919 96.64 0.49

P4 VGG19 128-128-128 97.24 0.09 0.027 0.094 95.56 0.14

P5 VGG19 64-64-64 97.07 0.10 0.014 0.028 96.75 0.09

P6 VGG19
20248-20248-

20248
96.60 0.15 0.008 0.013 96.05 0.10

* โดยในคอลัมน์ # ระบุ P1-P6 ซึ่งนำ�มาแสดงในกราฟค่าความแม่นยำ�และค่าความสูญเสียในภาพประกอบที่ 14
16 

 

 
ภาพประกอบ 14 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 6 

 
 
 
 
 
 
 
 
ตาราง 7 ผลการทดลองกลุมที่ 2 การปรับแตงช้ัน Fully Connected รูปแบบที่ 5 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 
Fully connected (Fc) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P1 VGG16 128-64-128-64-128-64 97.59 0.12 0.012 0.025 96.78 0.09 
P2 VGG16 512-256-512-256-512-

256 
97.48 0.16 0.013 0.042 96.38 0.11 

P3 VGG16 256-128-256-128-256-
128 

97.42 0.10 0.010 0.027 95.23 0.15 

P4 VGG19 128-64-128-64-128-64 97.24 0.12 0.011 0.026 96.36 0.10 
P5 VGG19 32-16-32-16-32-16 97.24 0.10 0.009 0.026 96.61 0.09 
P6 VGG19 256-128-256-128-256-

128 
96.72 0.13 0.027 0.088 94.46 0.16 

* โดยในคอลัมน # ระบุ P1-P6 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบ 15 
 

15 

 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 
Fully connected (Fc) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P2 VGG16 2048-1024 97.54 0.12 0.013 0.068 96.64 0.11 
P3 VGG16 2048-1024-512-256-

128-64 
97.48 0.11 0.013 0.063 96.59 0.10 

P4 VGG19 2048-1024-512 97.38 0.10 0.011 0.019 96.64 0.09 
P5 VGG19 2048-1024-512-256 97.30 0.09 0.021 0.114 95.93 0.13 
P6 VGG19 2048-1024-512-256-

128-64-32-16 
97.24 0.08 0.010 0.028 96.66 0.10 

* โดยในคอลัมน # ระบุ P1-P6 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบ 13 

 
ภาพประกอบ 13 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 5 

 
ตาราง 6 ผลการทดลองกลุมที่ 2 การปรับแตงช้ัน Fully Connected รูปแบบที่ 4 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 
Fully connected (Fc) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P1 VGG16 20248-20248-20248 97.59 0.13 0.013 0.030 96.61 0.10 
P2 VGG16 128-128-128 97.59 0.13 0.010 0.026 97.10 0.09 
P3 VGG16 512-512-512 97.24 0.12 0.018 0.919 96.64 0.49 
P4 VGG19 128-128-128 97.24 0.09 0.027 0.094 95.56 0.14 
P5 VGG19 64-64-64 97.07 0.10 0.014 0.028 96.75 0.09 
P6 VGG19 20248-20248-20248 96.60 0.15 0.008 0.013 96.05 0.10 

* โดยในคอลัมน # ระบุ P1-P6 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบที่ 14 
 

ภาพประกอบ 13 แสดงค่าความแม่นยำ� (ซ้าย) และค่าความสูญเสีย (ขวา) ของแบบจำ�ลองในตาราง 5

ภาพประกอบ 14 แสดงค่าความแม่นยำ� (ซ้าย) และค่าความสูญเสีย (ขวา) ของแบบจำ�ลองในตาราง 6
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ตาราง 7	 ผลการทดลองกลุ่มที่ 2 การปรับแต่งชั้น Fully Connected รูปแบบที่ 5

#
แบบ

จำ�ลอง
(Model)

จำ�นวน
โหนดของ

ชั้น  
Fully  

connected  
(Fc)

Test set Validation set (K=5) 

ค่าความ
แม่นยำ�

(Accuracy)

ค่า
ความ
สูญเสีย
(Loss)

ค่าเบี่ยงเบน
มาตรฐาน

(SD  
Accuracy)

ค่าเบี่ยง
เบน

มาตรฐาน
(SD Loss)

ค่าเฉลี่ย
(Average 
Accuracy)

ค่าเฉลี่ย
(Average 

Loss)

P1 VGG16
128-64-
128-64-
128-64

97.59 0.12 0.012 0.025 96.78 0.09

P2 VGG16
512-256-
512-256-
512-256

97.48 0.16 0.013 0.042 96.38 0.11

P3 VGG16
256-128-
256-128-
256-128

97.42 0.10 0.010 0.027 95.23 0.15

P4 VGG19
128-64-
128-64-
128-64

97.24 0.12 0.011 0.026 96.36 0.10

P5 VGG19
32-16-32-
16-32-16

97.24 0.10 0.009 0.026 96.61 0.09

P6 VGG19
256-128-
256-128-
256-128

96.72 0.13 0.027 0.088 94.46 0.16

* โดยในคอลัมน์ # ระบุ P1-P6 ซึ่งนำ�มาแสดงในกราฟค่าความแม่นยำ�และค่าความสูญเสียในภาพประกอบ 15

ภาพประกอบ 15 แสดงค่าความแม่นยำ� (ซ้าย) และค่าความสูญเสีย (ขวา) ของแบบจำ�ลองในตาราง 7

17 

 

 
ภาพประกอบ 15 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 7 

 
ตาราง 8 ผลการทดลองกลุมที่ 2 การปรับแตงช้ัน Fully Connected รูปแบบที่ 6 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 
Fully connected (Fc) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P1 VGG16 32-2048-32-16-8 97.65 0.13 0.004 0.012 97.01 0.09 
P2 VGG16 2048-32-2048-32-16 97.36 0.10 0.007 0.016 96.87 0.10 
P3 VGG16 128-128-128-128-64-

128-64-128-64 
97.36 0.13 0.007 0.013 97.15 0.09 

P4 VGG19 64-128-256-512-2048-
20248-20248 

97.24 0.11 0.019 0.042 96.38 0.10 

P5 VGG19 128-128-128-128-64-
128-64-128-64 

97.07 0.11 0.023 0.072 96.00 0.12 

P6 VGG19 2048-1024-512-256-
128-64-32-16-8-4-4-4 

96.59 0.11 0.016 0.037 96.19 0.11 

* โดยในคอลัมน # ระบุ P1-P6 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบ 16 
 

 
ภาพประกอบ 16 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 8 

 



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 7(2): 2568
Journal of Applied Informatics and Technology, 7(2): 2025423Pneumonia Detection from Chest X-ray Images using Convolutional...

Pongsathorn Chedsom

ตาราง 8	 ผลการทดลองกลุ่มที่ 2 การปรับแต่งชั้น Fully Connected รูปแบบที่ 6

#
แบบจำ�ลอง
(Model)

จำ�นวนโหนด
ของชั้น Fully 
connected 

(Fc)

Test set Validation set (K=5) 

ค่าความ
แม่นยำ�

(Accuracy)

ค่าความ
สูญเสีย
(Loss)

ค่าเบี่ยงเบน
มาตรฐาน

(SD  
Accuracy)

ค่าเบี่ยง
เบน

มาตรฐาน
(SD Loss)

ค่าเฉลี่ย
(Average 
Accuracy)

ค่าเฉลี่ย
(Average 

Loss)

P1 VGG16
32-2048-32-

16-8
97.65 0.13 0.004 0.012 97.01 0.09

P2 VGG16
2048-32-

2048-32-16
97.36 0.10 0.007 0.016 96.87 0.10

P3 VGG16
128-128-128-
128-64-128-
64-128-64

97.36 0.13 0.007 0.013 97.15 0.09

P4 VGG19
64-128-256-
512-2048-

20248-20248
97.24 0.11 0.019 0.042 96.38 0.10

P5 VGG19
128-128-128-
128-64-128-
64-128-64

97.07 0.11 0.023 0.072 96.00 0.12

P6 VGG19

2048-1024-
512-256-128-
64-32-16-8-

4-4-4

96.59 0.11 0.016 0.037 96.19 0.11

* โดยในคอลัมน์ # ระบุ P1-P6 ซึ่งนำ�มาแสดงในกราฟค่าความแม่นยำ�และค่าความสูญเสียในภาพประกอบ 16

17 

 

 
ภาพประกอบ 15 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 7 

 
ตาราง 8 ผลการทดลองกลุมที่ 2 การปรับแตงช้ัน Fully Connected รูปแบบที่ 6 

# 
แบบจําลอง 

(Model) 
จํานวนโหนดของชั้น 
Fully connected (Fc) 

Test set Validation set (K=5)  
คาความ
แมนยํา 

(Accuracy) 

คาความ
สูญเสีย 
(Loss) 

คา
เบี่ยงเบน
มาตรฐาน 

(SD 
Accuracy) 

คา
เบี่ยงเบน
มาตรฐาน 
(SD Loss) 

คาเฉลี่ย 
(Average 

Accuracy) 

คาเฉลี่ย 
(Average 

Loss) 

P1 VGG16 32-2048-32-16-8 97.65 0.13 0.004 0.012 97.01 0.09 
P2 VGG16 2048-32-2048-32-16 97.36 0.10 0.007 0.016 96.87 0.10 
P3 VGG16 128-128-128-128-64-

128-64-128-64 
97.36 0.13 0.007 0.013 97.15 0.09 

P4 VGG19 64-128-256-512-2048-
20248-20248 

97.24 0.11 0.019 0.042 96.38 0.10 

P5 VGG19 128-128-128-128-64-
128-64-128-64 

97.07 0.11 0.023 0.072 96.00 0.12 

P6 VGG19 2048-1024-512-256-
128-64-32-16-8-4-4-4 

96.59 0.11 0.016 0.037 96.19 0.11 

* โดยในคอลัมน # ระบุ P1-P6 ซึ่งนํามาแสดงในกราฟคาความแมนยําและคาความสูญเสียในภาพประกอบ 16 
 

 
ภาพประกอบ 16 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองในตาราง 8 

 
ภาพประกอบ 16 แสดงค่าความแม่นยำ� (ซ้าย) และค่าความสูญเสีย (ขวา) ของแบบจำ�ลองในตาราง 8
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ตาราง 9	 เปรียบเทียบผลการทดลองกับบทความอื่น

อ้างอิง (Reference) แบบจำ�ลอง (Model) ค่าความแม่นยำ� (Accuracy)

(Chouhan et al., 2020) Ensemble model 
[AlexNet, DenseNet121, InceptionV3, 
GoogLeNet, and ResNet18]

96.40

(Zhang et al., 2021) Xception
MobileNet
VGG16
ResNet50
ResNet121

96.06
95.47
94.35
92.80
87.35

Racic et al. (2021) CNN 88.90

(Singh et al., 2023b) CNN 
VGG16
VGG19
ResNet50
InceptionV3
Xception
InceptionResNetV2
NasNetLarge

95.47
92.14
89.90
84.24
89.42
86.64
86.17
88.14

(Mabrouk et al., 2022) E n s e m b l e  m o d e l 
[MobileNetV2,DenseNet169,Vision 
Transformer (VIT)] 
MobileNetV2
DenseNet169
Vision Transformer (VIT) 

93.91

91.35
90.87
92.47

(Shankar et al., 2023) CNN 
VGG16
ResNet 

89.74
75.80
88.14

(Singh et al., 2023a) QCSA 
VGG16 
VGG19 

94.53
92.14
90.22

(Chiwariro & Wosowei, 2023) VGG16 
VGG19
ResNet50
InceptionNet 

88.00
80.00
73.00
79.00

(Papadimitriou et al., 2023) CNN 95.59

ผู้เขียน VGG16
VGG19
VGG16 + FC (นำ�เสนอ)

95.42
94.89
97.83
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สรุปผลการทดลอง

	 จากการพัฒนาแบบจำ�ลองในการตรวจหา 
โรคปอดบวมจากภาพเอ็กซ์เรย์ทรวงอกโดยใช้ 
โครงข่ายประสาทเทียมแบบคอนโวลูชันได้แก่
สถาปัตยกรรม VGG16, VGG19 เพ่ือนำ�มาใช้ร่วม
กับเทคนิคการถ่ายโอนความรู้ (Transfer Learning) 
แบง่การทดลองออกเปน็ 2 กลุม่ กลุม่ที ่1 การทดลอง
โดยใช้สถาปัตยกรรม VGG16 และ VGG19 โดยที่
ไมม่กีารปรับแตง่ใดๆ และกลุม่ที ่2 นำ�สถาปตัยกรรม 
VGG16 และ VGG19 มาใช้โดยการถ่ายโอนความรู้ 
และปรับแต่งชั้น Fully Connected (Fc) โดยใช ้
รปูแบบในการปรบัแต่งโหนด 6 รปูแบบ จากชดุขอ้มลู
ของ (Kermany, Zhang, & Goldbaum, 2018) 
และมีการทำ� k-fold Cross-Validation (K=5) กับ 
ชุดข้อมูลที่นำ�มาสร้างและทดสอบแบบจำ�ลอง  
โดยแต่ละ Fold แบ่งข้อมูลออกเป็น 70:20:10  
(Training Set : Validation Set : Test Set)

	 กลุ่มการทดลองที่ 1 ทั้งสองสถาปัตยกรรม 
VGG16 และ VGG19 ได้ค่าความแม่นยำ�ที่ใกล้เคียง
กันคอืรอ้ยละ 95.42 และ 94.89 เมือ่เปรยีบเทยีบกบั
ความแม่นยำ�ในการนำ�แบบจำ�ลองทั้งสองไปใช้งาน 
กับบทความอื่นๆ พบความมีความแม่นยำ�ที่ไม่ 
แตกต่างกันอย่างมีนัยสำ�คัญมากนัก และเมื่อ 
เปรียบเทียบทั้งสองสถาปัตยกรรมพบว่าค่าเบี่ยงเบน
มาตรฐาน (Standard Deviation) มีว่าการกระจาย
ตัวไม่แตกตา่งกนัมากนกัทีข่องค่าความแมน่ยำ� 0.006 
ของค่าความสูญเสีย 0.008 และค่าเฉลี่ย (Average) 
ของค่าความแม่นยำ� 0.36 ของค่าความสูญเสีย 0.01 

	 กลุ่มการทดลองที่ 2 เป็นการพัฒนา 
เพิ่มเติมในชั้นของ Fully connected โดยใช้เทคนิค
การถ่ายโอนความรู้จากสถาปัตยกรรม VGG16 และ
สถาปัตยกรรม VGG19 จำ�นวน 6 รูปแบบ 

	 รูปแบบที่ 1 ในการทดลองทั้งหมดพบว่า
แบบจำ�ลองที่ได้ผลดีท่ีสุดคือ VGG16 + FC (64)  
เพียงหน่ึงชั้นได้ค่าความแม่นยำ�สูงถึงร้อยละ 97.77 

และค่าความสูญเสียร้อยละ 0.08 และที่ได้ผลดี 
น้อยที่สุดคือ VGG16 + FC (64-128-256-512)  
ได้ค่าความแม่นยำ�สูงถึงร้อยละ 93.87 และค่า 
ความสญูเสยีเพ่ิมมากถงึรอ้ยละ 2.41 และเมือ่เปรียบเทียบ 
พบว่ามีระยะห่างของความแม่นยำ�สูงถึงร้อยละ 
3.9 และค่าความสูญเสียมากถึงร้อยละ 2.33 และ 
คา่เบีย่งเบนมาตรฐาน (Standard Deviation) มกีาร 
กระจายตัวไม่แตกต่างกันมากนักที่ค่าสูงสุดที่ 0.010 
และน้อยที่สุดที่ 0.005 ส่วนค่าเฉลี่ย (Average) ของ
ค่าความแม่นยำ�สูงที่สุดคือ 97.10 ต่ำ�ที่สุดคือ 96.14 
ของค่าความสูญเสียสูงที่สุดคือ 0.14 ต่ำ�ที่สุดคือ 
0.08 อกีทัง้เมือ่นำ�คา่ความแมน่ยำ�มาเปรยีบเทยีบกบั 
ค่าเฉลี่ยความแม่นยำ�แล้วมีความแตกต่างไม่มากนัก 
ไม่เกิน 0.82 โดยเฉล่ียแล้วค่าความแม่นยำ�ท่ีดีที่สุด 
ในรูปแบบน้ีคือการถ่ายโอนความรู้ของแบบจำ�ลอง 
VGG19 

	 รูปแบบที่ 2 ในการทดลองทั้งหมดพบว่า 
แบบจำ�ลองทีไ่ดผ้ลดทีีส่ดุคอื VGG16 + FC (64-128-
256-512-1024-2048-1024-512-256-128-64)  
ได้ค่าความแม่นยำ�สูงถึงร้อยละ 97.54 และค่า 
ความสูญเสียร้อยละ 0.11 และที่ได้ผลดีน้อยที่สุด 
คือ VGG16 + FC (64-128-256-512-1024-512-256-
128-64) ค่าความแม่นยำ�สูงถึงร้อยละ 96.07 และ 
ค่าความสูญเสียเพิ่มมากถึงร้อยละ 0.23 และเมื่อ 
เปรียบเทียบพบว่ามีระยะห่างของความแม่นยำ� 
ร้อยละ 1.47 และคา่ความสญูเสยีมากถงึร้อยละ 0.12 
และคา่เบีย่งเบนมาตรฐานมกีารกระจายตวัไมแ่ตกตา่งกนั 
มากนกัทีค่า่สงูสดุที ่0.060 และนอ้ยทีสุ่ดที ่0.005 ส่วน
คา่เฉลีย่ของคา่ความแมน่ยำ�สงูทีส่ดุคอื 97.10 ต่ำ�ทีส่ดุ 
คือ 93.71 ของค่าความสูญเสียสูงที่สุดคือ 0.18  
ต่ำ�ท่ีสุดคือ 0.08 อีกท้ังเมื่อนำ�ค่าความแม่นยำ�มา 
เปรียบเทียบกับค่าเฉลี่ยความแม่นยำ�แล้วมีความ 
แตกต่างไม่มากนักไม่เกิน 1.32 โดยเฉลี่ยแล้วค่า 
ความแมน่ยำ�ทีด่ทีีส่ดุในรปูแบบนีค้อืการถา่ยโอนความรู้ 
ของแบบจำ�ลอง VGG16 แต่ไม่ได้มีความแตกต่างกัน
มากกับ VGG19 
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	 รูปแบบที่ 3 ในการทดลองท้ังหมดพบว่า 
แบบจำ�ลองที่ได้ผลดีที่สุดคือ VGG16 + FC (2048-
1024-512-256-128-64-32-16-8) ไดค่้าความแมน่ยำ�
สงูถึงรอ้ยละ 97.83 และคา่ความสญูเสยีรอ้ยละ 0.11 
และทีไ่ดผ้ลดนีอ้ยทีสุ่ดคือ VGG16 + FC (2048-1024-
512-256-128) คา่ความแมน่ยำ�สงูรอ้ยละ 85.59 และ
ค่าความสูญเสียร้อยละ 0.19 และเมื่อเปรียบเทียบ 
พบว่ามีระยะห่างของความแม่นยำ�มากถึงร้อยละ  
12.24 และค่าความสูญเสียเพียงร้อยละ 0.08 และ 
คา่เบ่ียงเบนมาตรฐานมกีารกระจายตวัไมแ่ตกตา่งกนั
มากนักที่ค่าสูงสุดท่ี 0.021 และน้อยท่ีสุดที่ 0.004 
ส่วนค่าเฉลี่ย ของค่าความแม่นยำ�สูงที่สุดคือ 97.61 
ต่ำ�ที่สุดคือ 95.93 ของค่าความสูญเสียสูงที่สุดคือ 
0.13 ต่ำ�ที่สุดคือ 0.09 อีกทั้งเมื่อนำ�ค่าความแม่นยำ� 
มาเปรียบเทียบกับค่าเฉลี่ยความแม่นยำ�แล้วมี 
ความแตกต่างไม่มากนักไม่เกิน 1.37 โดยเฉลี่ยแล้ว
ค่าความแม่นยำ�ที่ดีท่ีสุดในรูปแบบนี้คือการถ่ายโอน
ความรู้ของแบบจำ�ลอง VGG19

	 รูปแบบที่ 4 ในการทดลองทั้งหมดพบว่า
แบบจำ�ลองที่ได้ผลดีที่สุดคือ VGG16 + FC (20248-
20248-20248) ได้ค่าความแม่นยำ�สูงถึงร้อยละ 
97.59 และคา่ความสูญเสยีรอ้ยละ 0.13 และทีไ่ดผ้ลดี 
น้อยที่สุดคือ VGG19 + FC (256-256-256) มีค่า 
ความแมน่ยำ�สงูถงึรอ้ยละ 96.54 และค่าความสญูเสยี
ร้อยละ 0.15 และเมื่อเปรียบเทียบพบว่ามีระยะห่าง 
ของความแม่นยำ�เพียงถึงร้อยละ 1.05 และค่า 
ความสูญเสียเพียงร้อยละ 0.02 และค่าเบี่ยงเบน
มาตรฐานมีการกระจายตัวไม่แตกต่างกันมากนัก 
ที่ค่าสูงสุดที่ 0.027 และน้อยที่สุดที่ 0.008 ส่วน 
ค่าเฉลี่ยของค่าความแม่นยำ�สูงท่ีสุดคือ 97.10  
ต่ำ�ที่สุดคือ 95.56 ของค่าความสูญเสียสูงที่สุดคือ  
0.49 ต่ำ�ที่สุดคือ 0.09 อีกทั้งเมื่อนำ�ค่าความแม่นยำ�
มาเปรียบเทียบกับค่าเฉลี่ยความแม่นยำ�แล้วมี 
ความแตกตา่งไมม่ากนกัไมเ่กนิ 1.68 โดยเฉลีย่แลว้คา่ 
ความแม่นยำ�ที่ดีที่สุดในรูปแบบนี้คือการถ่ายโอน 
ความรู้ของแบบจำ�ลอง VGG16

	 รูปแบบท่ี 5 ในการทดลองท้ังหมดพบว่า
แบบจำ�ลองที่ได้ผลดีที่สุดคือ VGG16 + FC (128-
64-128-64-128-64) ได้ค่าความแม่นยำ�สูงถึง 
ร้อยละ 97.59 และค่าความสูญเสียร้อยละ 0.12  
และที่ได้ผลดีน้อยที่สุดคือ VGG19 + FC (512-256-
512-256-512-256) มีความแม่นยำ�ร้อยละ 82.90 
และคา่ความสญูเสยีรอ้ยละ 1.06 และเมือ่เปรยีบเทยีบ
พบว่ามีระยะห่างของความแม่นยำ�มากถึงถึงร้อยละ  
14.69 และค่าความสูญเสียมากร้อยละ 0.94 และ 
คา่เบีย่งเบนมาตรฐานมกีารกระจายตวัไมแ่ตกตา่งกนั
มากนักท่ีค่าสูงสุดท่ี 0.088 และน้อยท่ีสุดท่ี 0.025  
ส่วนค่าเฉลี่ยของค่าความแม่นยำ�สูงท่ีสุดคือ 96.78 
ต่ำ�ที่สุดคือ 94.46 ของค่าความสูญเสียสูงที่สุดคือ 
0.15 ต่ำ�ที่สุดคือ 0.09 อีกทั้งเมื่อนำ�ค่าความแม่นยำ�
มาเปรียบเทียบกับค่าเฉลี่ยความแม่นยำ�แล้วมี 
ความแตกต่างไม่มากนักไม่เกิน 2.26 โดยเฉลี่ยแล้ว
ค่าความแม่นยำ�ที่ดีที่สุดในรูปแบบน้ีคือการถ่ายโอน
ความรู้ของแบบจำ�ลอง VGG16

	 รูปแบบที่ 6 ในการทดลองทั้งหมดพบว่า 
แบบจำ�ลองทีไ่ด้ผลดทีีส่ดุคอื VGG16 + FC (32-2048-
32-16-8) ไดค้า่ความแมน่ยำ�สูงถงึรอ้ยละ 97.65 และ
ค่าความสูญเสียร้อยละ 0.13 และที่ได้ผลดีน้อยที่สุด 
คือ VGG19 + FC (2048-1024-2048-1024-512-
256-128) มีความแมน่ยำ�รอ้ยละ 50.00 และคา่ความ 
สูญเสียร้อยละ 3,556.00 ซึ่งเป็นการทดลอง 
ที่ไม่สามารถพยากรณ์โรคได้อีกทั้งไม่เหมาะกับช้ัน 
FC ที่ทดลองและเม่ือเปรียบเทียบพบว่ามีระยะห่าง 
ของความแม่นยำ�สูงถึงถึงร้อยละ 47.65 และ 
คา่ความสญูเสยีมากรอ้ยละ 3,555.87 และคา่เบีย่งเบน 
มาตรฐานมีการกระจายตัวไม่แตกต่างกันมากนัก 
ที่ค่าสูงสุดที่ 0.023 และน้อยที่สุดที่ 0.072 ส่วน 
ค่าเฉลี่ยของค่าความแม่นยำ�สูงที่สุดคือ 97.15  
ต่ำ�ที่สุดคือ 96.00 ของค่าความสูญเสียสูงที่สุดคือ 
0.12 ต่ำ�ที่สุดคือ 0.09 อีกทั้งเมื่อนำ�ค่าความแม่นยำ�
มาเปรียบเทียบกับค่าเฉลี่ยความแม่นยำ�แล้วมี 
ความแตกต่างไม่มากนักไม่เกิน 1.07 โดยเฉลี่ยแล้ว
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ภาพประกอบ 17 แสดงคาความแมนยํา (ซาย) และคาความสูญเสีย (ขวา) ของแบบจําลองที่นําเสนอ 

 
 

 
ภาพประกอบ 18 แสดง Confusion Matrix ของแบบจําลองที่นําเสนอ 

 

 
ภาพประกอบ 19 โครงสรางแบบจําลองของแบบจําลองที่นําเสนอ  

5. อภิปรายผล (Discussion) 
   การทดลองไดแบงออกเปน 2 กลุม กลุมที่ 1 การทดลองโดยใชสถาปตยกรรม VGG16 และ VGG19 โดยที่ไมมีการ
ปรับแตงใดๆ และกลุมที่ 2 นําสถาปตยกรรม VGG16 และ VGG19 มาใชโดยการถายโอนความรูและปรับแตงช้ัน Fully 

ค่าความแม่นยำ�ที่ดีท่ีสุดในรูปแบบนี้คือการถ่ายโอน
ความรู้ของแบบจำ�ลอง VGG16

	 และเมื่อเปรียบบเทียบทั้ง 6 รูปแบบการ
ทดลองแลว้พบว่าการทดลองทีใ่ชส้ถาปตัยกรรม VGG16 
ร่วมกับชั้น Fully connected โดยมีจำ�นวนโหนด
คือ 2048-1024-512-256-128-64-32-16-8 ตาม
ลำ�ดับซึง่แสดงดงัภาพประกอบ 19 ไดค้า่ความแมน่ยำ� 
มากที่สุดคือ 97.83 และค่าความสูญเสีย 0.11 และ
ค่าเบ่ียงเบนมาตรฐานมีการกระจายตัวที่ 0.004 
ส่วนค่าเฉลี่ยของค่าความแม่นยำ�คือ 97.61 ของค่า
ความสูญเสียคือ 0.09 อีกทั้งเมื่อนำ�ค่าความแม่นยำ� 

มาเปรียบเทียบกับค่าเฉลี่ยความแม่นยำ�แล้วมี 
ความแตกต่างไม่มากนักคือ 0.22 ซ่ึงอยู่ในรูปแบบ 
ท่ี 3 ในภาพประกอบ 17 ได้แสดงค่าความแม่นยำ� 
และคา่ความสญูเสยีระหวา่งการเรยีนรูข้องแบบจำ�ลอง
ทีน่ำ�เสนอและเปน็แบบจำ�ลองทีม่คีวามแม่นยำ�สงูท่ีสดุ 
และภาพประกอบ 18 แสดง Confusion Matrix  
ของการพยากรณ์ เม่ือนำ�มาเปรยีบเทียบสถาปตัยกรรม 
VGG16 และ VGG19 ที่ไม่ได้มีการปรับแต่งพบว่ามี 
ค่าความแม่นยำ�เพิ่มข้ึน 2.41 และค่าความสูญเสีย
ลดลง 0.07 เมื่อเปรียบเทียบกับ VGG16 ค่าความ
แมน่ยำ�เพิม่ขึน้ 2.94 และคา่ความสูญเสียลดลง 0.10 
เมื่อเปรียบเทียบกับ VGG19
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5. อภิปรายผล (Discussion)

	 การทดลองได้แบ่งออกเป็น 2 กลุ่ม  
กลุ่มท่ี 1 การทดลองโดยใช้สถาปัตยกรรม VGG16 
และ VGG19 โดยทีไ่มม่กีารปรับแต่งใดๆ และกลุ่มที ่2  
นำ�สถาปัตยกรรม VGG16 และ VGG19 มาใช้โดย 
การถ่ายโอนความรูแ้ละปรบัแตง่ชัน้ Fully connected 
(FC) 6 รูปแบบเพื่อให้เห็นความแตกต่างของของ 
แบบจำ�ลองท่ีไม่ได้มีการปรับแต่งค่าใดๆในกลุ่มที่ 1 
และทีม่กีารปรบัแตง่ค่าของแบบจำ�ลองในกลุม่ท่ี 2 น้ัน
แสดงใหเ้หน็วา่การปรบัแตง่ในชัน้ Fully Connected 
สามารถเพิ่มประสิทธิภาพและความแม่นยำ�ในการ
พยากรณ์โรคปอดบวมเพิ่มมากขึ้นจากแบบจำ�ลอง
ตั้งต้น ในแต่ละรูปแบบของการทดลองในกลุ่มที่ 2  
ให้ผลที่ไม่แตกต่างกันมากนักเนื่องจากการใช้เทคนิค
การถ่ายโอนความรูน้ัน้มปีระสทิธภิาพพอสมควรอยูแ่ลว้ 
ทำ�ให้การปรับแต่งในชั้น Fully Connected ไม่ได้ 
มีผลความแมน่ย่ำ�ทีเ่พิม่ขึน้อยากมนียัสำ�คญั ถงึอยา่งไรนัน้ 
การทดลองในการปรบัแตง่ทัง้ 6 รูปแบบ โดยชุดข้อมูล 
มีจำ�นวนภาพทัง้หมด 8,546 ภาพ ทำ�การแบง่จำ�นวน
ข้อมูลสำ�หรับการสร้างการเรียนรู้ของแบบจำ�ลอง 
เป็น Training set ร้อยละ 70 จำ�นวน 2,991 ภาพ 
Validation Set ร้อยละ 20 จำ�นวน 854 ภาพ Test 
Set รอ้ยละ 10 จำ�นวน 428 ภาพ ของแตล่ะกลุม่ขอ้มลู
และมีการทำ� k-fold Cross-Validation (K=5) โดย
ใช้การจัดกลุ่มข้อมูลจากการสุ่มให้เป็นชุดข้อมูลใหม่

ทัง้ 5 กลุม่ สามารถนำ�มาใชเ้ปน็แนวทางในการพฒันา
แบบจำ�ลองทัง้ในสว่นของการปรบัแตง่ชัน้ Features 
Extraction รวมทั้ง Fully Connected ที่ปรับแต่ง
ในการทดลองนีไ้ด้และผลจากการทดลอง เมือ่นำ�แบบ
จำ�ลองที่นำ�เสนอและได้ความแม่นยำ�มากที่สุดนั้น
ได้ค่าความแม่นยำ�มากที่สุดคือ 97.83 และค่าความ
สูญเสีย 0.11 และค่าเบี่ยงเบนมาตรฐาน (Standard 
Deviation) มีการกระจายตัวที่ 0.004 ส่วนค่าเฉลี่ย 
(Average) ของค่าความแม่นยำ�คือ 97.61 ของค่า
ความสูญเสียคือ 0.09 อีกทั้งเมื่อนำ�ค่าความแม่นยำ� 
มาเปรียบเทียบกับค่าเฉลี่ยความแม่นยำ�แล้วมีความ 
แตกตา่งไมม่ากนกัคอื 0.22 การนำ�ผลมาเปรยีบเทยีบ 
กับกับผลการทดลองของแบบจำ�ลองต่างๆ จาก 
บทความอื่นๆ จากตาราง 9 แสดงให้เห็นว่าวิธีการ 
และรูปแบบที่นำ�มาใช้ในการทดลองมีประสิทธิภาพ
สามารถเพิ่มความแม่นยำ�ให้กับแบบจำ�ลองได้และ
สามารถนำ�ไปใชใ้นการตรวจหาโรคและคัดกรองผูป่้วยได้

6. สรุปผลการวิจัย (Conclusion)

	 ผลการทดลองในบทความนี้ชี้ให้เห็นว่า
สามารถนำ�แบบจำ�ลองที่พัฒนาขึ้นไปใช้ในการตรวจ
หาโรคปอดบวมจากภาพเอก็ซเ์รยท์รวงอกเบือ้งตน้ได้
กอ่นให้แพทยว์นิจิฉยัอยา่งละเอยีดอกีครัง้เพือ่ลดการ
ทำ�งานของบคุลากรท่ีเก่ียวขอ้ง โดยท่ีแบบจำ�ลองท่ีได้
พฒันาขึน้มคีวามแม่นยำ�รอ้ยละ 97.83 ซึง่แบบจำ�ลอง
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ทีน่ำ�เสนอนีส้ามารถนำ�มาใชว้นิจิฉยัโรคปอดบวมและ
ลดอัตราการเสียชีวิตในเด็กและผู้สูงอายุได้ แต่เนื่อง
ด้วยการใช้งานจริงภายใต้ความเสี่ยงของการวินิจฉัย
โรคการนำ�ไปใช้งานควรให้แ     พทย์เป็นผู้ยืนยันผล 
และวินิจฉัยเพิ่มเติมให้มีความแม่นยำ�และถูกต้อง 
อกีคร้ังเพือ่ปอ้งกันความผดิพลาดทีจ่ะกระทบตอ่ผูป้ว่ย

	 ข้อเสนอแนะ ในการทดลองนี้จะเห็นได้ว่า
ชุดข้อมูลมีข้อจำ�กัด ซึ่งมีเพียง 5,232 ภาพ แบ่งออก
เป็นภาพที่บ่งบอกว่าปกติ (Normal) จำ�นวน 1,583 
ภาพและที่บ่งบอกว่าไม่ปกติหรือเป็นโรคปอดบวม 
(Pneumonia) จำ�นวน 4,273 ภาพ ซึ่งผู้วิจัยมีความ
เห็นว่าไม่เพียงพอต่อการนำ�มาใช้ในการเรียนรู้ของ
แบบจำ�ลอง เพ่ือวัตถุประสงค์ของการใช้งานจริง 
ถึงแม้จะใช้เทคนิคในการเพิ่มข้อมูลและให้วิธีการ 
ถา่ยโอนความรูแ้ล้วนัน้ ผูว้จิยัจงึเสนอแนะใหม้กีารนำ�
ชุดข้อมูลจากภาพเอ็กซ์เรย์ทรวงอกจากชุดข้อมูล 
อ่ืนๆ ที่เป็นโรคอื่นๆ เข้ามาร่วมด้วยเพื่อให้ปริมาณ
ข้อมูลและความหลากหลายของข้อมูลมากขึ้น 
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