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บทคดัยอ่: การทอผา้ไหมเปน็ภมูปิัญญาพืน้บา้นทีส่ง่ตอ่จากรุน่สูรุ่น่ โดยแตล่ะ
ชมุชนจะมกีารออกแบบลายผา้ไหมทีเ่ปน็เอกลกัษณเ์ฉพาะพืน้ท่ี ทัง้นีก้ารจำาแนก
ลวดลายผ้าไหมนั้นจะต้องใช้ผู้ที่มีความรู้ความเชี่ยวชาญและจะต้องคลุกคลี
อยู่กับผ้าไหม จึงทำาให้ผู้เชี่ยวชาญด้านผ้าไหมมีจำานวนจำากัด ดังนั้น งานวิจัย
นี้มีจุดมุ่งหมายที่จะพัฒนาระบบการจำาแนกลายผ้าไหม โดยนำาเอาเทคโนโลยี
การประมวลผลภาพด้วยคอมพิวเตอร์มาเพื่อช่วยในการรู้จำาลายผ้าไหมจาก
ภาพถ่าย ในงานวิจัยนี้ได้มุ่งเน้นในการเก็บข้อมูลลายผ้าไหมจากอำาเภอชนบท 
จังหวัดขอนแก่น โดยได้เลือกลายผ้าไหมมาทั้งสิ้น 15 ลาย และเก็บรวบรวม
รูปภาพจากการถ่ายรูปภาพลายผ้าไหมจำานวนทั้งสิ้น 2,156 รูปภาพ โดยวิจัย
ได้นำาเสนอโครงข่ายประสาทเทียมแบบคอนโวลูชัน (CNN) จำานวน 2 ตัวแบบ 
ซึง่ทัง้สองรปูแบบนัน้มคีวามแตกตา่งกนัในสว่นของการสกดัคณุลกัษณะพิเศษ
และเรกูไลเซชันด้วยวิธีดรอปเอาท์ จากผลการทดลองพบว่า CNN ตัวแบบ
ที่ 1 ให้ค่า F1-score ที่ 0.62 และ CNN ตัวแบบที่ 2 ซึ่งได้เพิ่มส่วนการสกัด
คุณลักษณะพิเศษด้วยการใช้ค่าน้ำาหนักของตัวแบบพรีเทรน และการเพิ่มชั้น
ดรอปเอาท์ ส่งผลให้ค่า F1-score ที่ 0.92 ซ่ึงสามารถช่วยแก้ปัญหาความ
สับสนในการจำาแนกลายผ้าไหม

Abstract: The art of silk weaving has been transferred through 
generations as part of folk wisdom. Every locality has its distinct 
silk pattern design. Expertise and familiarity with silk are necessary 
for the classifi cation of silk patterns. Therefore, only a few experts 
can recognize the silk’s pattern. This study aims to implement 
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1. บทนำ�

	 ปัจจุบันมีการสืบสานวัฒนธรรมโดยการ
สนับสนุนให้สวมใส่ชุดผ้าไหมเพื่อให้เป็นเอกลักษณ์
ประจำ�ชาติไทย เนื่องจากผ้าไหมเป็นศิลปหัตถกรรม
ที่สำ�คัญของประเทศไทยที่ได้รับการสืบทอดมาอย่าง
ยาวนาน อีกทั้งยังเป็นศิลปะท่ีงดงามควรค่าแก่การ
อนรุกัษ ์จงึทำ�ใหผ้า้ไหมนัน้เปน็ทีน่ยิมในการนำ�มาเปน็
เครือ่งแตง่กาย เนือ่งจากมคีวามโดดเดน่ทัง้ลักษณะของ
สทีีเ่ปน็ธรรมชาติ รวมทัง้ลวดลายทีเ่ปน็เอกลักษณ ์ซึง่
ลวดลายผา้ไหมโดยสว่นใหญเ่กิดจากจินตนาการของ
ผู้ออกแบบลวดลาย โดยไดร้บัอิทธพิลมาจากสิง่ตา่งๆ 
ทีพ่บเหน็ไดใ้นชวิีตประจำ�วนั จงึทำ�ใหน้กัออกแบบได้
ออกแบบและต้ังชือ่ลวดลายผา้ไหมอยา่งมากมาย ทัง้นี ้
บุคคลทั่วไปที่ไม่มีความรู้และไม่ได้คลุกคลีกับผ้าไหม
อาจจะไม่สามารถจดจำ�ลวดลายผ้าไหมได้ ดังนั้น จึง
จำ�เปน็ตอ้งใชผู้เ้ชีย่วชาญในการจำ�แนกลวดลายผา้ไหม 
(Keereemek, 2016; Kaewmongkol & Kittilap, 
2016)

	 ในอำ�เภอชนบท จังหวัดขอนแก่น ถือได้
ว่าเป็นแหล่งผลิตผ้าไหมที่สำ�คัญของภาคอิสาน ซึ่ง 
ผูอ้อกแบบไดอ้อกแบบลวดลายผา้ไหมทีม่เีอกลกัษณ์
จำ�นวนมาก (National News Bureau of Thailand, 
2022) ทั้งนี้ ผู้วิจัยจึงมีความสนใจที่จะนำ�ลวดลาย 
ผา้ไหมท่ีออกแบบและจำ�หนา่ยในอำ�เภอชนบท จงัหวดั
ขอนแก่น มาเพื่อเป็นแหล่งข้อมูลสำ�หรับการพัฒนา 
ตวัแบบ (Model) ทีช่ว่ยจำ�แนกลายผา้ไหม ทัง้นีห้าก 
ตวัแบบทีพ่ฒันามคีวามแมน่ยำ�ในการจำ�แนกลายผา้ไหม 

จะสามารถนำ�ไปประยกุต์ตอ่ยอดเปน็ระบบสารสนเทศ
ลายผ้าไหมท่ีสามารถสืบค้น และให้ข้อมูลท่ีสำ�คัญ 
ของลายผ้าไหมได้ 

	 ในงานวจิยัของ Raksaard & Surinta (2018) 
ได้ศึกษาถงึวิธีการที่จะค้นคนืรูปภาพลายผา้ไหม โดย
ศึกษาระหวา่งวธิกีารหาคุณลกัษณะเฉพาะพืน้ที ่(Local  
Descriptor) และวิธีการเรียนรู้เชิงลึก (Deep  
Learning) ในการศึกษานัน้ไดเ้กบ็รวบรวมลายผา้ไหม
จากบ้านหนองเขื่อนช้าง จังหวัดมหาสารคามจำ�นวน 
10 ลาย เช่นลายนกยงู ลายกระจบัหนาม ลายกญุแจใจ  
ลายน้ำ�ฟ้าคาดทอง ลายกระจับจั่ว ลายนาคน้อย  
ลายตะขอ ลายสรอ้ยดอกหมาก ลายสร้อยดอกหมากเลก็ 
และลายไข่มดแดง สำ�หรบัวธิกีารหาคุณลกัษณะเฉพาะ
พื้นที่ ได้ใช้วิธี Histogram of Oriented Gradients 
(HOG) และ Scale-Invariant Features Transform 
(SIFT) สำ�หรบัการคำ�นวณหาคณุลกัษณะเฉพาะพืน้ที ่
จากนัน้คณุลกัษณะเฉพาะพืน้ท่ีจะถกูนำ�ไปเรยีนรูแ้ละ
สรา้งโมเดลดว้ยวธิ ีSupport Vector Machine (SVM) 
และ K-Nearest Neighbor (KNN) และสำ�หรับวิธี 
การเรียนรู้เชิงลึก ได้ใช้โครงข่ายประสาทเทียมแบบ
คอนโวลูชัน (Convolutional Neural Network) 
จำ�นวน 2 สถาปตัยกรรม คอื LeNet-5 และ AlexNet 
เพ่ือสร้างโมเดล จากงานวิจัยพบว่าการหาคณุลกัษณะ
เฉพาะพื้นท่ีร่วมกับ SVM มีความถูกต้องในการค้น
คืนที่สูงกว่า CNN ทั้งนี้เนื่องจากจำ�นวนข้อมูลที่ใช้ใน
การทดลองมจีำ�นวนจำ�กดั และขอ้มลูทีใ่ชเ้ปน็ขอ้มลูที ่
ถูกครอป (Crop) เฉพาะพื้นที่จึงทำ�ให้วิธีการหา

a system for classifying silk patterns using image processing technology to help identify silk 
patterns from images. This research collected silk pattern data from the Chonnabot district, 
Khon Kaen Province. We selected 15 silk patterns and collected a total of 2,156 images. We 
examined two convolutional neural networks (CNNs), which differed in feature extraction 
and regularization via the dropout technique. The experimental results showed that CNN 
model 1 achieved an F1-score of 0.62. The CNN model 2, in which feature extraction using 
the pre-trained model was added to the CNN model 2, achieved an F1-score of 0.92, which 
can assist in resolving the confusion in silk pattern classification.
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คุณลักษณะเฉพาะพื้นที่เหมาะสมกับการค้นคืน 
ลายผ้าไหมมากกว่า 

	 ปัจจุบันการเรียนรู้เชิงลึกถูกนำ�ไปใช้อย่าง
แพรห่ลาย เชน่ในงานวจิยัของ Butploy & Boonying 
(2020) ได้นำ�การเรียนรู้เชิงลึกไปช่วยในการจำ�แนก
ภาพพระเครื่องเบญจภาคี โดยผู้วิจัยได้เก็บรวบรวม
รูปภาพพระเครื่องจำ�นวน 500 ภาพ และยังเพิ่ม
จำ�นวนของรูปภาพที่จะนำ�ไปสร้างตัวแบบด้วยวิธี 
Data Augmentation ซ่ึงประกอบด้วยการหมุนภาพ
ในแนวต้ังและแนวนอน ในการสรา้งตวัแบบนัน้ผูว้จิยั
ไดอ้อกแบบสถาปตัยกรรม CNN ขึน้มาเองซึง่ประกอบ
ด้วย 5 ชั้น (Layer) และในงานวิจัยของ Kumpala 
et al. (2022) ไดน้ำ�วธิ ีCNN มาใชส้ำ�หรบัสรา้งโมเดล
และจำ�แนกภาพใบออ้ยทีเ่ปน็โรค ซ่ึงมคีวามถูกตอ้งสูง
ถึง 95.90% จากนั้นนักวิจัยได้พัฒนาเว็บไซต์เพื่อให้
ผู้ใช้งานสามารถถ่ายภาพใบอ้อยที่เป็นโรคและนำ�มา
ตรวจสอบโรคได้ 

	 เนือ่งจากวธิกีารเรียนรูเ้ชงิลึกเปน็อลักอรทิมึ
ทีใ่ชกั้นอยา่งแพรห่ลายในงานทางดา้นการประมวลผล
ภาพ (Image Processing) และการจำ�แนกรูปภาพ 
(Image Classification) (Vaddi & Manoharan, 
2020) ผู้วิจัยจึงเลือกนำ�เทคโนโลยีการเรียนรู้เชิงลึก 
โดยเลือกโครงข่ายประสาทเทียมแบบคอนโวลูชัน 
เข้ามาพัฒนาตัวแบบเพื่อการจำ�แนกลายผ้าไหม

2. โครงข่ายประสาทเทียมแบบคอนโวลูชัน  
(Convolutional Neural Network: 
CNN)

	  โครงขา่ยประสาทเทยีม (Neural Network) 
เปน็การจำ�ลองรูปแบบการประมวลผลของสมองมนษุย ์
โดยใชโ้ครงขา่ยคลา้ยเซลลป์ระสาทในการประมวลผล 
โดยงานวิจัยนี้เลือกใช้โครงข่ายประสาทเทียมแบบ
คอนโวลชูนัซึง่เปน็โครงสรา้งหนึง่ของการเรยีนรูเ้ชงิลกึ 
(Deep Learning) โดยจุดเด่นของโครงข่ายประสาท
เทยีมแบบคอนโวลชัูนคอื เหมาะสมกับการนำ�ไปใช้ใน

การรูจ้ำ�รปูภาพ (Image Recognition) โดยโครงขา่ย
จะแบ่งการทำ�งานออกเป็นสองส่วนหลัก คือการหา
คุณลักษณะพิเศษ (Feature Extraction) และการ
รู้จำ� (Recognition) 

	 ดงันัน้ การสกดัคณุลกัษณะพเิศษ (Feature) 
จงึสามารถสกัดจากขอ้มลูประเภททีไ่มม่โีครงสรา้งเปน็
รปูแบบเฉพาะตวั (Unstructured Data) เชน่ รปูภาพ 
โดยโครงขา่ยจะเรยีนรปูจากทกุพ้ืนทีข่องรปูภาพและ
สกัดลักษณะพิเศษออกมา และส่งต่อไปยังช้ันของ
การรู้จำ�เพื่อจำ�แนกว่ารูปภาพนั้นเป็นภาพของสิ่งใด  
โดยทั่วไปโครงข่ายประสาทเทียมแบบคอนโวลูชัน
ประกอบไปดว้ย 3 ชัน้ (Layer) (Kittinaradorn, 2020;  
Saisangchan, Chamchong & Suwannasa, 2022;  
Lapthanachai et al., 2023) คือ ชั้นคอนโวลูชัน  
ช้ันพูลล่ิง และช้ันการเช่ือมต่อกันของแต่ละเลเยอร์
อย่างสมบูรณ์ โดยตัวอย่างของโครงข่ายประสาท
เทียมแบบคอนโวลูชั้นแสดงดังภาพประกอบ 1 และ
รายละเอียดของทั้ง 3 ชั้น แสดงดังต่อไปนี้

2.1 ชั้นคอนโวลูชัน (Convolutional 
Layer) 

	 ชั้นคอนโวลูชันมีหน้าที่หลักคือการสกัด
คุณลักษณะพิเศษ (Feature) หรือเรียกว่าฟีเจอร์ 
จากรูปภาพ โดยชั้นคอนโวลูชันมีความพิเศษตรงที่
จะคงความสัมพันธ์ของพิกเซล (Pixel) ที่อยู่บริเวณ
พื้นที่ใกล้เคียงกันเอาไว้ (LeCun & Bengio, 1995;  
Kummong, 2022) โดยรูปภาพท่ีส่งเข้าไปคำ�นวณ
นั้นจะถูกปรับขนาดให้เป็นสี่เหลี่ยมจัตุรัส เช่น โครง
ข่าย VGG จะกำ�หนดให้รูปภาพที่นำ�เข้ามีขนาด 
224x224 พิกเซล หรือ EfficientNetB1 ขนาดของ
รูปภาพจะเพิ่มข้ึนเป็น 240x240 พิกเซล จากนั้น  
เคอร์นอล (Kernel) ขนาดต่างๆ เช่น 3x3, 5x5, 7x7 
จะถูกนำ�ไปคำ�นวณกับทุกพื้นที่ของรูปภาพเพื่อสร้าง
ฟีเจอร์แมป (Feature Map) ซึ่งฟีเจอร์แมปน้ีจะ 
เรียกว่าคุณลักษณะพิเศษที่ได้จากการคำ�นวณด้วย 
วิธีคอนโวลูชัน (Convolution)
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2.2 ชั้นพูลลิ่ง (Pooling Layer)

	 ชั้นพูลลิ่งเป็นชั้นที่ดำ�เนินการลดขนาดของ
ฟเีจอรแ์มป โดยการคำ�นวณนัน้รปูภาพจะถกูแบง่ออก
เปน็พืน้ทีย่อ่ย เช่นใน VGG ชัน้พลูลิง่จะถกูกำ�หนดให้
มีขนาด 2x2 และ AlexNet จะถูกกำ�หนดเป็น 3x3 
จากนั้นจะใช้กระบวนการ (Operator) เช่นหาค่า
สูงสุด (Max) หรือหาค่าต่ำ�สุด (Min) ซึ่งเรียกว่า Max 
Pooling หรือ Min Pooling ดังนั้น หากกำ�หนดให้
ใช้ Max Pooling การคำ�นวณก็จะหาค่าสูงสุดเพื่อใช้
เปน็ตวัแทนในพืน้ทีย่อ่ยนัน้ๆ ดงันัน้ การคำ�นวณจาก
พื้นที่ย่อยแรก ไปยังพื้นที่ถัดไปจะทำ�การเลื่อน หรือ
เรียกว่า Stride ไปครั้งละ 1 หรือ 2 พิกเซล ขึ้นอยู่
กับการกำ�หนด วิธีการนี้จะทำ�ให้ขนาดของชั้นพูลลิ่ง 
มีขนาดลดลงถึงคร่ึงหนึ่งหากเปรียบเทียบกับชั้น 
คอนโวลูชัน เช่น ชั้นคอนโวลูชันมีขนาด 224x224 
พิกเซลเมื่อผ่านกระบวนการเช่น Max Pooling และ
กำ�หนดให้ค่า Stride เท่ากับ 2 จะทำ�ให้ช้ันพูลลิ่ง 
มีขนาดลดลงเหลือ 112x112 พิกเซล

2.3 ชั้นการเชื่อมต่อกันอย่างสมบูรณ์ 
(Fully Connected Layer) 

	 ชั้นการเชื่อมต่อกันอย่างสมบูรณ์ชั้นนี้เป็น 
ชัน้สดุทา้ยของโครงขา่ยประสาทเทยีมแบบคอนโวลชัูน  
(ดังแสดงในภาพประกอบ 1) โดยการเชื่อมต่อกัน
อย่างสมบูรณ์หมายถึงทุกโหนด (Node) ของแต่ละ
ชั้นจะถูกเชื่อมเข้าหากัน หรือเรียกชั้นนี้ว่าชั้นของ 
นวิรอลเนต็เวิรก์ (Neural Network) โดยการเชือ่มตอ่
กันอย่างสมบูรณ์ชั้นที่ 1 คือการนำ�ชั้นพูลลิ่งมาทำ�ให้
เปน็เวกเตอร ์(Vector) หรอืเรยีกวา่ Flatten จากนัน้
จะถูกส่งต่อไปยังชั้นเชื่อมต่อกันอย่างสมบูรณ์ชั้นที่ 2 
และสง่ตอ่ไปยังชัน้แสดงผล (Output Layer) เพือ่หา
คำ�ตอบ ดงันัน้ จากตัวอยา่งของโครงสรา้ง VGG16 นัน้ 
ชัน้การเชือ่มตอ่กนัอยา่งสมบรูณถ์กูกำ�หนดใหมี้จำ�นวน 
2 ชัน้ ชัน้แรกและชัน้ทีส่องถกูกำ�หนดใหมี้ขนาดเทา่กนั
คอื 4096 โหนด แตท่ัง้นัน้ ในชัน้สดุทา้ยหรอืชัน้แสดง
ผลจะถกูกำ�หนดใหม้ขีนาดเทา่กบัจำ�นวนของประเภท 
(Class) ของรปูภาพทีโ่ครงขา่ยประสาทเทยีมแบบคอน
โวลชัูนจะจำ�แนก (Classification) เชน่หากเปน็การรูจ้ำ� 
ตวัเลข (0-9) ชัน้แสดงผลลพัธก์จ็ะถกูกำ�หนดเปน็ 10 
โหนดเป็นต้น โดยการคำ�นวณเพื่อจำ�แนกรูปภาพนั้น
จะใช้การคำ�นวณหาความน่าจะเป็นโดยใช้ฟังก์ชัน
ซอฟต์แมกต์ (Softmax Function) โดยผลรวมของ
ทั้ง 10 โหนดนั้นจะมีค่าเท่ากับ 1

4 

2.1 ชัน้คอนโวลชูนั (Convolutional Layer)  

 ชัน้คอนโวลูชนัมหีน้าทีห่ลกัคอืการสกดัคุณลกัษณะพเิศษ (Feature) หรอืเรยีกว่าฟีเจอร ์จากรูปภาพ โดยชัน้คอนโวลูชนัมคีวามพเิศษ

ตรงทีจ่ะคงความสมัพนัธข์องพกิเซล (Pixel) ทีอ่ยู่บรเิวณพืน้ทีใ่กลเ้คยีงกนัเอาไว ้(LeCun & Bengio, 1995; Kummong, 2022) โดยรปูภาพที่

ส่งเข้าไปคํานวณนัน้จะถูกปรบัขนาดให้เป็นสี่เหลี่ยมจตุัรสั เช่น โครงข่าย VGG จะกําหนดให้รูปภาพที่นําเข้ามขีนาด 224x224 พิกเซล หรอื 

EfficientNetB1 ขนาดของรปูภาพจะเพิม่ขึน้เป็น 240x240 พกิเซล จากนัน้ เคอรน์อล (Kernel) ขนาดต่าง ๆ เช่น 3x3, 5x5, 7x7 จะถูกนําไปคาํนวณ

กบัทุกพื้นทีข่องรูปภาพเพื่อสรา้งฟีเจอร์แมป (Feature Map) ซึ่งฟีเจอร์แมปนี้จะเรยีกว่าคุณลกัษณะพเิศษทีไ่ดจ้ากการคํานวณดว้ยวธิคีอนโวลูชนั 

(Convolution) 

2.2 ชัน้พลูล่ิง (Pooling Layer) 

 ชัน้พลูลิง่เป็นชัน้ทีด่าํเนินการลดขนาดของฟีเจอรแ์มป โดยการคาํนวณนัน้รปูภาพจะถูกแบ่งออกเป็นพืน้ทีย่่อย เช่นใน VGG ชัน้พลูลิง่จะ

ถูกกาํหนดใหม้ขีนาด 2x2 และ AlexNet จะถูกกาํหนดเป็น 3x3 จากนัน้จะใชก้ระบวนการ (Operator) เช่นหาคา่สงูสุด (Max) หรอืหาค่าตํ่าสุด (Min) 

ซึง่เรยีกวา่ Max Pooling หรอื Min Pooling ดงันัน้ หากกาํหนดใหใ้ช ้Max Pooling การคาํนวณกจ็ะหาค่าสงูสุดเพือ่ใชเ้ป็นตวัแทนในพืน้ทีย่อ่ยนัน้ ๆ 

ดงันัน้ การคาํนวณจากพืน้ทีย่อ่ยแรก ไปยงัพืน้ทีถ่ดัไปจะทาํการเลือ่น หรอืเรยีกว่า Stride ไปครัง้ละ 1 หรอื 2 พกิเซล ขึน้อยู่กบัการกาํหนด วธิกีารนี้

จะทาํใหข้นาดของชัน้พลูลิง่มขีนาดลดลงถงึครึง่หนึ่งหากเปรยีบเทยีบกบัชัน้คอนโวลชูนั เช่น ชัน้คอนโวลชูนัมขีนาด 224x224 พกิเซลเมือ่ผ่าน

กระบวนการเช่น Max Pooling และกาํหนดใหค้่า Stride เท่ากบั 2 จะทาํใหช้ ัน้พลูลิง่มขีนาดลดลงเหลอื 112x112 พกิเซล 

2.3 ชัน้การเช่ือมต่อกนัอย่างสมบรูณ์ (Fully Connected Layer)  

 ชัน้การเชือ่มต่อกนัอย่างสมบรูณ์ชัน้นี้เป็นชัน้สุดทา้ยของโครงขา่ยประสาทเทยีมแบบคอนโวลชูนั (ดงัแสดงในภาพประกอบ 1) โดยการ

เชือ่มต่อกนัอย่างสมบรูณ์หมายถงึทุกโหนด (Node) ของแต่ละชัน้จะถูกเชือ่มเขา้หากนั หรอืเรยีกชัน้นี้ว่าชัน้ของนิวรอลเน็ตเวริก์ (Neural Network) 

โดยการเชือ่มต่อกนัอย่างสมบรูณ์ชัน้ที ่1 คอืการนําชัน้พลูลิง่มาทาํใหเ้ป็นเวกเตอร ์(Vector) หรอืเรยีกว่า Flatten จากนัน้จะถูกส่งต่อไปยงัชัน้เชือ่มต่อ

กนัอย่างสมบรูณ์ชัน้ที ่2 และส่งต่อไปยงัชัน้แสดงผล (Output Layer) เพือ่หาคาํตอบ ดงันัน้ จากตวัอย่างของโครงสรา้ง VGG16 นัน้ ชัน้การเชือ่มต่อ

กนัอย่างสมบรูณ์ถูกกาํหนดใหม้จีาํนวน 2 ชัน้ ชัน้แรกและชัน้ทีส่องถูกกาํหนดใหม้ขีนาดเท่ากนัคอื 4096 โหนด แต่ทัง้นัน้ ในชัน้สุดทา้ยหรอืชัน้

แสดงผลจะถูกกาํหนดใหม้ขีนาดเท่ากบัจาํนวนของประเภท (Class) ของรปูภาพทีโ่ครงขา่ยประสาทเทยีมแบบคอนโวลชูนัจะจาํแนก (Classification) 

เช่นหากเป็นการรูจ้าํตวัเลข (0-9) ชัน้แสดงผลลพัธก์จ็ะถูกกาํหนดเป็น 10 โหนดเป็นตน้ โดยการคาํนวณเพือ่จาํแนกรปูภาพนัน้จะใชก้ารคาํนวณหา

ความน่าจะเป็นโดยใชฟั้งกช์นัซอฟต์แมกต์ (Softmax Function) โดยผลรวมของทัง้ 10 โหนดนัน้จะมคี่าเท่ากบั 1 

 

                                                                              ภาพประกอบ 1 ตวัอย่างโครงค่ายประสาทเทยีมแบบคอนโวลชูนั 

3. วิธีการดาํเนินงานวิจยั 

 ในการวจิยัการจาํแนกลายผา้ไหมดว้ยการเรยีนรูโ้ครงขา่ยประสาทเทยีมเชงิลกึ ผูว้จิยัไดเ้ลอืกใชโ้ครงขา่ยประสาทเทยีมแบบคอนโวลชูนั 

หรอืเรยีกว่า CNN เพือ่เรยีนรูแ้ละจาํแนกรปูภาพลายผา้ไหมทีไ่ดเ้กบ็รวบรวมมาจากอําเภอชนบท จงัหวดัขอนแก่น โดยวธิกีารดาํเนินงานวจิยั

แบ่งเป็นขัน้ตอนดงัต่อไปนี้ 

 

ภาพประกอบ 1 ตัวอย่างโครงค่ายประสาทเทียมแบบคอนโวลูชัน
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3. วิธีก�รดำ�เนินง�นวิจัย

 ในการวิจัยการจำาแนกลายผ้าไหมด้วยการ
เรียนรู้โครงข่ายประสาทเทียมเชิงลึก ผู้วิจัยได้เลือก
ใชโ้ครงขา่ยประสาทเทยีมแบบคอนโวลชูนั หรอืเรยีก
ว่า CNN เพื่อเรียนรู้และจำาแนกรูปภาพลายผ้าไหมที่
ไดเ้กบ็รวบรวมมาจากอำาเภอชนบท จังหวดัขอนแก่น 
โดยวิธีการดำาเนินงานวิจัยแบ่งเป็นขั้นตอนดังต่อไปนี้

3.1 ก�รเก็บรวมรวมข้อมูล

 สำาหรบัการเก็บรวบรวมขอ้มลูลายผา้ไหมนัน้ 
ผูว้จิยัไดล้งพืน้ทีโ่ดยเลอืกจากรา้นจำาหนา่ยผา้ไหมทีอ่ยู่
ในอำาเภอชนบท จังหวัดขอนแก่น โดยมุ่งเน้นลายผ้า
ไหมจำานวนทั้งสิ้น 15 ลายประกอบด้วย ลายกุญแจ
จีน ลายขอพระเทพ ลายขอเจ้าฟ้า ลายขุมทรัพย์ 
ลายจั่ว ลายจี้เพชร ลายนกยูงทอง ลายนาคเชิงเทียน 
ลายบุษบก ลายปีกหงส์ ลายหมีบักบก ลายหาง
ปลาวาฬ ลายแคนแก่นคูณ ลายโดมทอง และ
ลายใบไม้ โดยภาพประกอบ 2(a) แสดงตัวอย่างลาย
แคนแก่นคูณ และภาพประกอบ 2(b) แสดงตัวอย่าง
ลายขันหมาดเบ็ง

 ในการเก็บรวบรวมนั้นผู้วิจัยใช้กล้องถ่าย
ภาพยี่ห้อ Fuji รุ่น X-T3 โดยปรับความละเอียดภาพ
ใหมี้ขนาด 2080x2080 พิกเซล โดยบันทกึในรูปแบบ
ของภาพส ี(Color Image) และเกบ็รวบรวมตวัอยา่ง
ผ้าไหมได้ทั้งสิ้น 2,556 รูปภาพ

3.2  ก�รเตรียมชุดข้อมูล 

 ในขั้นตอนการเตรียมชุดข้อมูลนั้น ผู้วิจัยได้
ปรับขนาดของรปูภาพใหม้ขีนาด 128x128 พกิเซล และ
ปรับภาพให้อยู่ในรูปแบบสีเทา (Grayscale Image) 
โดยรปูภาพลายผา้ไหมท้ังสิน้ 2,556 รปูภาพนัน้จะถกู
แบง่เป็น 70:30 เพ่ือใช้เป็นชุดฝึกสอน (Training Set) 
และชุดตรวจสอบ (Test Set) ดังนั้น ชุดฝึกสอนจึงมี
รูปภาพจำานวน 1,509 รูปภาพ และชุดตรวจสอบจึง
มีจำานวนรูปภาพทั้งสิ้น 647 รูปภาพ

3.3 ก�รออกแบบโครงข่�ยประส�ทเทียม
แบบคอนโวลูชันและฝกสอนตัวแบบ

 ในขัน้ตอนนีผู้ว้จัิยทำาได้ออกแบบตัวแบบโครง
ข่ายประสาทเทียมแบบคอนโวลูชัน (CNN) จำานวน 
2 ตัวแบบ จากนั้นจะนำาตัวแบบทั้ง 2 นั้นไปฝึกสอน 

5 

3.1 การเกบ็รวมรวมข้อมูล 

 สําหรบัการเกบ็รวบรวมขอ้มลูลายผา้ไหมนัน้ ผูว้จิยัไดล้งพืน้ทีโ่ดยเลอืกจากรา้นจําหน่ายผา้ไหมทีอ่ยู่ในอําเภอชนบท จงัหวดัขอนแก่น 

โดยมุง่เน้นลายผา้ไหมจาํนวนทัง้สิน้ 15 ลายประกอบดว้ย ลายกุญแจจนี ลายขอพระเทพ ลายขอเจา้ฟ้า ลายขมุทรพัย ์ลายจัว่ ลายจีเ้พชร ลายนกยงู

ทอง ลายนาคเชงิเทยีน ลายบุษบก ลายปีกหงส์ ลายหมบีกับก ลายหางปลาวาฬ ลายแคนแก่นคูณ ลายโดมทอง และลายใบไม ้โดยภาพประกอบ 

2(a) แสดงตวัอย่างลายแคนแก่นคณู และภาพประกอบ 2(b) แสดงตวัอย่างลายขนัหมาดเบง็ 

 

   
  (a)         (b) 

                                        ภาพประกอบ 2  ตวัอย่างผา้ไหม (a) ลายแคนแก่นคณู และ (b) ลายขนัหมากเบง็ 

 
   ในการเกบ็รวบรวมนัน้ผูว้จิยัใชก้ลอ้งถ่ายภาพยีห่อ้ Fuji รุ่น X-T3 โดยปรบัความละเอยีดภาพใหม้ขีนาด 2080x2080 พกิเซล โดยบนัทกึ

ในรปูแบบของภาพส ี(Color Image) และเกบ็รวบรวมตวัอย่างผา้ไหมไดท้ัง้สิน้ 2,556 รปูภาพ 

 
3.2 การเตรียมชดุข้อมูล  

 ในขัน้ตอนการเตรยีมชดุขอ้มลูนัน้ ผูว้จิยัไดป้รบัขนาดของรปูภาพใหม้ขีนาด 128x128 พกิเซล และปรบัภาพใหอ้ยู่ในรปูแบบสเีทา 

(Grayscale Image) โดยรปูภาพลายผา้ไหมทัง้สิน้ 2,556 รปูภาพนัน้จะถกูแบ่งเป็น 70:30 เพือ่ใชเ้ป็นชุดฝึกสอน (Training Set) และชุดตรวจสอบ 

(Test Set) ดงันัน้ ชดุฝึกสอนจงึมรีปูภาพจาํนวน 1,509 รปูภาพ และชุดตรวจสอบจงึมจีาํนวนรปูภาพทัง้สิน้ 647 รปูภาพ 

 

3.3 การออกแบบโครงข่ายประสาทเทียมแบบคอนโวลชูนัและฝึกสอนตวัแบบ 

   ในขัน้ตอนนี้ผูว้จิยัทาํไดอ้อกแบบตวัแบบโครงขา่ยประสาทเทยีมแบบคอนโวลชูนั (CNN) จาํนวน 2 ตวัแบบ จากนัน้จะนําตวัแบบทัง้ 2 

นัน้ไปฝึกสอน (Train) กบัรปูภาพผา้ไหมจาํนวนทัง้สิน้ 1,509 รปูภาพ โดยมจีาํนวนทัง้สิน้ 15 Class ดงันัน้ ชัน้แสดงผลลพัธข์อง CNN ทีไ่ดอ้อกแบบ

จะถูกกาํหนดใหเ้ป็น 15 โหนด โดยรายละเอยีดของตวัแบบ CNN ทัง้ 2 ตวัแบบนัน้แสดงดงัต่อไปนี้ 

 

3.3.1  โครงสร้างตวัแบบท่ี 1 (CNN Model 1) 

 โครงสรา้งตวัแบบที ่1 หรอืเรยีกว่า CNN Model 1 แสดงดงัภาพประกอบ 3 ซึง่มสีถาปัตยกรรมทีป่ระกอบดว้ย 1) ชัน้ Conv2D ซึง่ใช้

เคอรเ์นล (Kernel) ขนาด 3x3 พกิเซล โดยกาํหนดใหม้ฟีีเจอรแ์มป (Feature Map) จาํนวนทัง้หมด 128 ฟีเจอรแ์มป 2) การลดขนาดฟีเจอรแ์มปดว้ย 

MaxPooling2D ขนาด 2x2 พกิเซล 3) การทาํ Conv2D  ดว้ยเคอรเ์นลขนาด 3x3 พกิเซล และในชัน้นี้กาํหนดใหม้ฟีีเจอรแ์มปจาํนวนทัง้สิน้ 128 ฟีเจอร์

แมป 4) การทาํ MaxPooling2D ขนาด 2x2 พกิเซล 5) ชัน้ Dense ขนาด 16 โหนด 6) ชัน้ Flatten เพือ่แปลงขอ้มลูใหเ้หลอื 1 มติ ิและ 7) ชัน้ Dense 

ขนาดเท่ากบั 15 โหนด ซึง่มขีนาดเท่ากบัจาํนวนลายผา้ไหมหรอืคลาส (Class) 

โดยรายละเอยีดของโครงสรา้งสถาปัตยกรรมของ CNN Model 1 แสดงดงัตาราง 1 

 

 

 (a) (b)

ภ�พประกอบ 2 ตัวอย่างผ้าไหม (a) ลายแคนแก่นคูณ และ (b) ลายขันหมากเบ็ง
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(Train) กบัรปูภาพผา้ไหมจำานวนทัง้สิน้ 1,509 รปูภาพ 
โดยมจีำานวนทัง้สิน้ 15 Class ดงันัน้ ชัน้แสดงผลลัพธ์
ของ CNN ทีไ่ดอ้อกแบบจะถกูกำาหนดให้เปน็ 15 โหนด 
โดยรายละเอียดของตัวแบบ CNN ทั้ง 2 ตัวแบบนั้น
แสดงดังต่อไปนี้

3.3.1 โครงสร้�งตัวแบบที่ 1 (CNN 
Model 1)

 โครงสร้างตัวแบบที่ 1 หรือเรียกว่า CNN 
Model 1 แสดงดังภาพประกอบ 3 ซึง่มีสถาปตัยกรรม
ที่ประกอบด้วย 1) ชั้น Conv2D ซึ่งใช้เคอร์เนล 
(Kernel) ขนาด 3x3 พกิเซล โดยกำาหนดใหม้ฟีเีจอรแ์มป 

(Feature Map) จำานวนทั้งหมด 128 ฟีเจอร์แมป 
2) การลดขนาดฟเีจอรแ์มปดว้ย MaxPooling2D ขนาด 
2x2 พิกเซล 3) การทำา Conv2D ด้วยเคอร์เนลขนาด 
3x3 พกิเซล และในช้ันนีก้ำาหนดใหม้ฟีเีจอรแ์มปจำานวน
ทั้งสิ้น 128 ฟีเจอร์แมป 4) การทำา MaxPooling2D 
ขนาด 2x2 พิกเซล 5) ชั้น Dense ขนาด 16 โหนด 
6) ชั้น Flatten เพื่อแปลงข้อมูลให้เหลือ 1 มิติ และ 
7) ชั้น Dense ขนาดเท่ากับ 15 โหนด ซึ่งมีขนาด
เท่ากับจำานวนลายผ้าไหมหรือคลาส (Class)

 โดยรายละเอยีดของโครงสรา้งสถาปตัยกรรม
ของ CNN Model 1 แสดงดังตาราง 1

6 

 
 

ภาพประกอบ 3 โครงขา่ยประสาทเทยีม CNN Model 1 

 

 

ตาราง 1 โครงสรา้งสถาปัตยกรรมของ CNN Model 1 

 

Layer Output Shape Param # 

Conv2D (126, 126, 128) 3584 

MaxPooling2D (63, 63, 128) 0 

Conv2D (61, 61, 128) 147584 

MaxPooling2D (30, 30, 128) 0 

Dense (30, 30, 16) 2064 

Flatten (14400) 0 

Dense 15 216015 

Total params: 369,247 

Trainable params: 369,247 

Non-trainable params: 0 

 

3.3.2  โครงสร้างตวัแบบท่ี 2 (CNN Model 2) 

โครงสรา้งตวัแบบที ่ 2 หรอืเรยีกว่า CNN Model 2 แสดงดงัภาพประกอบ 4 ซึง่มสีถาปัตยกรรมทีป่ระกอบดว้ย 1) โครงสรา้งของ 

MobileNetv2 โดยตวัแบบที ่2 นี้จะเริม่ตน้การเรยีนรูโ้ดยใชต้วัแบบพรเีทรน (Pre-trained Model) ของโครงขา่ย MobileNetv2  2) ชัน้ Conv2D ปรบั

ใหม้ที ัง้หมด 128 ฟีเจอรแ์มปและคาํนวณดว้ยเคอเนลขนาด 3x3 พกิเซล  3) ชัน้ MaxPooling2D ขนาด 2x2 พกิเซล  4) ชัน้ Dropout ซึง่ไดก้าํหนดค่า

การ drop ไวท้ี ่0.25 5) ชัน้ Dense ขนาด 16 โหนด 6) ชัน้ Flatten เพือ่แปลงขอ้มลูใหเ้หลอื 1 มติ ิและ 7) ชัน้ Dense ขนาดเท่ากบั 15 โหนด ซึง่มี

ขนาดเท่ากบัจาํนวนคลาส (Class) 

โดยรายละเอยีดของโครงสรา้งสถาปัตยกรรมของ CNN Model 2 แสดงดงัตาราง 2 

 

 

 
 

ภาพประกอบ 4 โครงขา่ยประสาทเทยีม CNN Model 2 

 

ภ�พประกอบ 3 โครงข่ายประสาทเทียม CNN Model 1

ต�ร�ง 1 โครงสร้างสถาปัตยกรรมของ CNN Model 1

Layer Output Shape Param #

Conv2D (126, 126, 128) 3584

MaxPooling2D (63, 63, 128) 0

Conv2D (61, 61, 128) 147584

MaxPooling2D (30, 30, 128) 0

Dense (30, 30, 16) 2064

Flatten (14400) 0

Dense 15 216015

Total params: 369,247

Trainable params: 369,247

Non-trainable params: 0
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3.3.2 โครงสร้างตัวแบบที่ 2 (CNN 
Model 2)

	 โครงสร้างตัวแบบที่ 2 หรือเรียกว่า CNN 
Model 2 แสดงดังภาพประกอบ 4 ซึง่มีสถาปตัยกรรม 
ท่ีประกอบด้วย 1) โครงสร้างของ MobileNetv2  
โดยตัวแบบที่ 2 นี้จะเริ่มต้นการเรียนรู้โดยใช้ตัวแบบ 
พรีเทรน (Pre-trained Model) ของโครงข่าย  
MobileNetv2 2) ชั้น Conv2D ปรับให้มีทั้งหมด 

128 ฟีเจอร์แมปและคำ�นวณด้วยเคอเนลขนาด 3x3 
พิกเซล 3) ชั้น MaxPooling2D ขนาด 2x2 พิกเซล 
4) ชัน้ Dropout ซึง่ไดก้ำ�หนดคา่การ drop ไวท้ี ่0.25 
5) ชั้น Dense ขนาด 16 โหนด 6) ชั้น Flatten เพื่อ
แปลงขอ้มลูให้เหลอื 1 มติ ิและ 7) ชัน้ Dense ขนาด
เทา่กบั 15 โหนด ซึง่มขีนาดเทา่กบัจำ�นวนคลาส (Class)

	 โดยรายละเอยีดของโครงสร้างสถาปตัยกรรม
ของ CNN Model 2 แสดงดังตาราง 2

6 

 
 

ภาพประกอบ 3 โครงขา่ยประสาทเทยีม CNN Model 1 

 

 

ตาราง 1 โครงสรา้งสถาปัตยกรรมของ CNN Model 1 

 

Layer Output Shape Param # 

Conv2D (126, 126, 128) 3584 

MaxPooling2D (63, 63, 128) 0 

Conv2D (61, 61, 128) 147584 

MaxPooling2D (30, 30, 128) 0 

Dense (30, 30, 16) 2064 

Flatten (14400) 0 

Dense 15 216015 

Total params: 369,247 

Trainable params: 369,247 

Non-trainable params: 0 

 

3.3.2  โครงสร้างตวัแบบท่ี 2 (CNN Model 2) 

โครงสรา้งตวัแบบที ่ 2 หรอืเรยีกว่า CNN Model 2 แสดงดงัภาพประกอบ 4 ซึง่มสีถาปัตยกรรมทีป่ระกอบดว้ย 1) โครงสรา้งของ 

MobileNetv2 โดยตวัแบบที ่2 นี้จะเริม่ตน้การเรยีนรูโ้ดยใชต้วัแบบพรเีทรน (Pre-trained Model) ของโครงขา่ย MobileNetv2  2) ชัน้ Conv2D ปรบั

ใหม้ที ัง้หมด 128 ฟีเจอรแ์มปและคาํนวณดว้ยเคอเนลขนาด 3x3 พกิเซล  3) ชัน้ MaxPooling2D ขนาด 2x2 พกิเซล  4) ชัน้ Dropout ซึง่ไดก้าํหนดค่า

การ drop ไวท้ี ่0.25 5) ชัน้ Dense ขนาด 16 โหนด 6) ชัน้ Flatten เพือ่แปลงขอ้มลูใหเ้หลอื 1 มติ ิและ 7) ชัน้ Dense ขนาดเท่ากบั 15 โหนด ซึง่มี

ขนาดเท่ากบัจาํนวนคลาส (Class) 

โดยรายละเอยีดของโครงสรา้งสถาปัตยกรรมของ CNN Model 2 แสดงดงัตาราง 2 

 

 

 
 

ภาพประกอบ 4 โครงขา่ยประสาทเทยีม CNN Model 2 

 

ภาพประกอบ 4 โครงข่ายประสาทเทียม CNN Model 2

ตาราง 2	 โครงสร้างสถาปัตยกรรมของ CNN Model 2

Layer Output Shape Param #

MobileNetv2_1.00_128 (4, 4, 1280) 2257984

Conv2D (2, 2, 128) 1474688

MaxPooling2D (1, 1, 128) 0

Dropout (1, 2, 128) 0

Conv2D (1, 1, 16) 2064

Flatten (16) 0

Dense 15 255

Total params: 3,734,991

Trainable params: 1,477,007

Non-trainable params: 2,257,984
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3.4 การวัดประสิทธิภาพของตัวแบบ

	 ตัวแบบ CNN 1 และตัวแบบ CNN 2 ที่
ได้จากการฝึกสอนจากรูปภาพจำ�นวนทั้งสิ้น 1,509 
รูปภาพ จะถูกนำ�ไปทดสอบกับชุดตรวจสอบ (Test 
Set) ท่ีมีรูปภาพผ้าไหมจำ�นวนทั้งสิ้น 647 รูปภาพ 
โดยจะประเมินประสิทธิภาพของตัวแบบทั้ง 2  
ด้วยค่า F1-score 

	 F1-score คือค่าเฉลี่ยแบบฮาร์โมนิค  
(Harmonic Mean) ระหว่างค่าความแม่นยำ�  
(Precision) และค่าความไวหรือค่าระลึก (Recall) 
โดยสร้างค่า F1 ขึ้นมาเพื่อเป็นเมทริก (Metric) ที่
วัดประสิทธิภาพของตัวแบบ (Model) (Ukwuoma  
et al., 2023) โดยสมการของ F1-score แสดง 
ดังต่อไปนี้

						      (1)

	 โดยที่

	 Precision หมายถึง ค่าความแม่นยำ�  
เกิดจากการนำ�ค่า True Positive (TP) มาเทียบกับ 
False Positive (FP)

	 Recall หมายถึง ค่าความไวหรือค่าระลึก 
เกิดจากการนำ�ค่า มาเทียบกับ False Negative  
(FN)

ตาราง 3	 ผลลัพธ์การประเมินประสิทธิภาพของ CNN Model 1

Silk Pattern Name Precision Recall F1-score Support

ลายขอพระเทพ 0.43 0.74 0.54 58

ลายนาคเชิงเทียน 0.46 0.19 0.27 31

ลายนกยูงทอง 0.49 0.74 0.59 45

ลายหมีบักบก 0.49 0.77 0.60 47

ลายจั่ว 0.52 0.39 0.44 36

ลายแคนแก่นคูณ 0.62 0.86 0.72 93

ลายหมี่บักบก 0.68 0.50 0.58 42

ลายจี้เพชร 0.76 0.87 0.81 46

ลายกุญแจจีน 0.81 0.51 0.63 41

ลายใบไม้ 0.83 0.23 0.36 22

ลายขอเจ้าฟ้า 0.85 0.84 0.84 61

ลายบุษบก 0.86 0.27 0.41 45

ลายขุมทรัพย์ 0.87 0.52 0.65 25

ลายโดมทอง 0.88 0.42 0.57 36

ลายปีกหงส์ 1.00 0.68 0.81 19

accuracy 0.62 647
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ตาราง 2 โครงสรา้งสถาปัตยกรรมของ CNN Model 2 

 

Layer Output Shape Param # 

MobileNetv2_1.00_128 (4, 4, 1280) 2257984 

Conv2D (2, 2, 128) 1474688 

MaxPooling2D (1, 1, 128) 0 

Dropout (1, 2, 128) 0 

Conv2D (1, 1, 16) 2064 

Flatten (16) 0 

Dense 15 255 

Total params: 3,734,991 

Trainable params: 1,477,007 

Non-trainable params: 2,257,984 

 

3.4 การวดัประสิทธิภาพของตวัแบบ 

  ตวัแบบ CNN 1 และตวัแบบ CNN 2 ทีไ่ดจ้ากการฝึกสอนจากรปูภาพจาํนวนทัง้สิน้ 1,509 รปูภาพ จะถูกนําไปทดสอบกบัชุดตรวจสอบ 

(Test Set) ทีม่รีปูภาพผา้ไหมจาํนวนทัง้สิน้ 647 รปูภาพ โดยจะประเมนิประสทิธภิาพของตวัแบบทัง้ 2 ดว้ยค่า F1-score  

  F1-score คอืค่าเฉลีย่แบบฮารโ์มนิค (Harmonic Mean) ระหว่างค่าความแมน่ยาํ (Precision) และค่าความไวหรอืค่าระลกึ (Recall) โดยสรา้ง

ค่า F1 ขึน้มาเพือ่เป็นเมทรกิ (Metric) ทีว่ดัประสทิธภิาพของตวัแบบ (Model) (Ukwuoma et al., 2023) โดยสมการของ F1-score แสดงดงัต่อไปนี้ 

 

𝐹𝐹𝐹𝐹1 − 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 2 × �𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ×𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝+𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

�        (1) 

 

โดยที ่

Precision หมายถงึ ค่าความแมน่ยาํ เกดิจากการนําคา่ True Positive (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇) มาเทยีบกบั False Positive (𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇) 

Recall หมายถงึ ค่าความไวหรอืคา่ระลกึ เกดิจากการนําค่า 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 มาเทยีบกบั False Negative (𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹) 

 

 

4. ผลการทดลอง 

 จากขัน้ตอนการดาํเนินงานทีก่ลา่วมาขา้งตน้ สามารถแบ่งการทดลองออกเป็น 3 ส่วน คอื 1) การทดลอง CNN Model 1 และ 2) การทดลอง 

CNN Model 2 และ 3) เปรยีบเทยีบประสทิธภิาพของ CNN Model โดยมผีลการทดลองดงัต่อไปนี้ 

 

4.1 ผลการทดสอบประสิทธิภาพของ CNN Model 1 

  ในการออกแบบ CNN Model 1 และการฝึกสอน CNN Model 1 นัน้ผูว้จิยัไดด้าํเนินการบนกเูกลิโคแลบ็ (Google Colab) โดยผลการ

ทดลองแสดงดงัตาราง 3 

 

ตาราง 3  ผลลพัธก์ารประเมนิประสทิธภิาพของ CNN Model 1 

Silk Pattern 

Name 

Precision Recall F1-score Support 

ลายขอพระเทพ 0.43       0.74       0.54 58 

ลายนาคเชงิเทยีน 0.46       0.19       0.27      31 

ลายนกยงูทอง 0.49       0.74       0.59 45 

ลายหมบีกับก 0.49       0.77       0.60 47 

ลายจัว่ 0.52       0.39       0.44 36 
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4. ผลการทดลอง

	 จากข้ันตอนการดำ�เนนิงานทีก่ลา่วมาขา้งตน้ 
สามารถแบ่งการทดลองออกเป็น 3 ส่วน คือ 1) การ
ทดลอง CNN Model 1 และ 2) การทดลอง CNN 
Model 2 และ 3) เปรียบเทียบประสิทธิภาพของ 
CNN Model โดยมีผลการทดลองดังต่อไปนี้

4.1 ผลการทดสอบประสิทธิภาพของ 
CNN Model 1

	 ในการออกแบบ CNN Model 1 และการ
ฝึกสอน CNN Model 1 นั้นผู้วิจัยได้ดำ�เนินการบน
กูเกิลโคแล็บ (Google Colab) โดยผลการทดลอง
แสดงดังตาราง 3

	 จากตาราง 3 ผลลัพธ์จากการประเมิน
ประสทิธภิาพของ CNN Model 1 สรปุไดว้า่มคีา่ความ
ถูกต้อง (Accuracy) ที่ 0.62% และเมื่อแยกประเมิน
การจำ�แนกของผ้าไหมแต่ละลายพบว่า ลายที่แสดง
ประสิทธิภาพ  F1-score ที่ดีที่สุดคือ ลายขอเจ้าฟ้า  
มีค่า F1-score เท่ากับ 0.84 นอกจากนี้ ยังมีลาย 
จ้ีเพชรและลายปีกหงส์ที่มีค่า F1-score ที่เท่ากัน 
คือ 0.81 ในทางตรงกันข้าม การจำ�แนกผ้าไหม 
ลายนาคเชิงเทียนมีประสิทธิภาพต่ำ�ท่ีสุด โดยมีค่า 
F1-score เพียง 0.27

4.2 ผลการทดสอบประสิทธิภาพของ 
CNN Model 2

	 ผลการทดสอบประสิทธิภาพของ CNN 
Model 2 แสดงดังตาราง 4

ตาราง 4	 ผลลัพธ์การประเมินประสิทธิภาพของ CNN Model 2

Silk Pattern Name Precision Recall F1-score Support

ลายปีกหงส์ 0.84 0.84 0.84 19

ลายขอพระเทพ 0.84 0.88 0.86 58

ลายจี้เพชร 0.86 0.84 0.85 46

ลายขุมทรัพย์ 0.88 0.88 0.88 25

ลายแคนแก่นคูณ 0.89 0.98 0.93 93

ลายหางปลาวาฬ 0.91 0.93 0.92 42

ลายขอเจ้าฟ้า 0.91 1.00 0.95 61

ลายนาคเชิงเทียน 0.92 0.77 0.84 31

ลายนกยูงทอง 0.92 0.78 0.85 45

ลายหมี่บักบก 0.92 0.96 0.94 47 

ลายบุษบก 0.92 1.00 0.96 45

ลายโดมทอง 0.94 0.92 0.93 36

ลายกุญแจจีน 0.97 0.95 0.96 41

ลายจั่ว 1.00 0.83 0.91 36

ลายใบไม้ 1.00 0.82 0.90 22

Accuracy 0.92 647
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  จากตาราง 5 แสดงผลการเปรยีบเทยีบ CNN Model 1 และ CNN Model 2 โดยประเมนิประสทิธภิาพจากชุดขอ้มลูตรวจสอบ (Test Set) ที่

มจีํานวนรูปภาพลายผา้ไหมทัง้สิ้น 647 รูปภาพ ผลการทดลองแสดงใหเ้หน็ว่า CNN Model 2 ทีใ่ช ้Pre-train Model ของ MobileNetv2 ใหค้่า F1-

score ทีส่งูกวา่ 0.84 โดยค่า F1-score ทีส่งูสุดคอื 0.96 ในทางกลบักนั CNN Model 1 ทีไ่มไ่ดใ้ช ้Pre-train Model มคี่า F1-score สงูทีสุ่ดเพยีง 0.84 

และเมือ่เปรยีบเทยีบค่าความถูกตอ้ง (Accuracy) พบว่า CNN Model 2 มคีวามถูกตอ้งสงูถงึ 0.92 และ CNN Model 1 มคีวามถูกตอ้งเพยีง 0.62 

                                              

 
ภาพประกอบ 5  Confusion Matrix ของ CNN Model 1 

 

  จากภาพประกอบ 5 แสดงตารางการวดัประสทิธภิาพของตวัแบบ (Confusion Matrix) ของ CNN Model 1 โดยคลาสทีม่คีวามแม่นยําคอื 

ลายขอเจา้ฟ้า ลายจี้เพชร และลายปีกหงส์ แต่สําหรบัผา้ไหมบางลายยงัมคีวามสบัสนในการจําแนก ไดแ้ก่ ลายนาคเชงิเทยีนและลายใบไม ้ซึ่งจะ

สบัสนกบัลายขอพระเทพ 

                                                   
(a)                (b)       

ภาพประกอบ 6 ภาพลายผา้ไหม (a) ลายนาคเชงิเทยีน และ (b) ลายขอพระเทพ 

 

  จากภาพประกอบ 6(a) คอืลายนาคเชงิเทยีนและภาพประกอบ 6(b) คอืลายขอพระเทพ แสดงให้เห็นว่าเมื่อมองด้วยตาจะเห็นถึงความ

คลา้ยคลงึกนัของทัง้ 2 ลวดลายจงึทาํใหต้วัแบบที ่1 เกดิความสบัสนในการจาํแนก ซึง่จากผลการวดัประสทิธภิาพดว้ย F1-score มคี่าอยู่ที ่0.84 โดย

จากทัง้หมด 31 ภาพทาํนายถูกไป 24 ภาพ ทาํนายผดิไป 7 ภาพ ทาํนายผดิเป็นลายขอพระเทพ 5 ภาพ และเป็นลายบุษบกและแก่นคูณอย่างละ 1 

ภาพ 

 

 

 จากตาราง 4 ผลลัพธ์จากการประเมิน
ประสทิธภิาพของ CNN Model 2 สรปุไดว้า่สามารถ
จำาแนกลายผ้าไหมลายบุษบกและลายกุญแจจีน โดย
วัดจากค่า F1-score ที่สูงถึง 0.96 โดยค่า F1-score 
ของลายแคนแก่นคูณ ลายหางปลาวาฬ ลายขอเจา้ฟา้ 
ลายหมี่บักบก ลายโดมทอง ลายจั่ว และลายใบไม้ 
มีค่าที่สูงกว่า 0.90 ในทางตรงกันข้ามค่า F1-score 
ของลายปกีหงสแ์ละลายนาคเชงิเทยีน มคีา่เพยีง 0.84 
ในภาพรวม CNN Model 2 มีความถูกต้องที่ 0.92

4.3 ก�รเปรียบเทียบประสิทธิภ�พของ 
CNN Model

  จากการทดลองทั้ง CNN Model 1 
และ 2 ผู้วิจัยจึงเปรียบเทียบให้เห็นถึงประสิทธิภาพ
ของ CNN Model ทั้ง 2 ตัวแบบ โดยผลการเปรียบ
เทียบแสดงดังตาราง 5

ภ�พประกอบ 5 Confusion Matrix 
ของ CNN Model 1

ต�ร�ง 5 แสดงผลการเปรียบเทียบ Model 1 และ Model 2

Silk Pattern Name
F1-Score

Model 1 Mode 2

ลายนาคเชิงเทียน 0.27 0.84

ลายใบไม้ 0.36 0.90

ลายบุษบก 0.41 0.96 

ลายจั่ว 0.44 0.91

ลายขอพระเทพ 0.54 0.86 

ลายโดมทอง 0.57 0.93 

ลายหางปลาวาฬ 0.58 0.92

ลายนกยูงทอง 0.59 0.85

ลายหมีบักบก 0.60 0.94

ลายกุญแจจีน 0.63 0.96 

ลายขุมทรัพย์ 0.65 0.88

ลายแคนแก่นคูณ 0.72 0.93

ลายปีกหงส์ 0.81 0.84 

ลายจี้เพชร 0.81 0.85

ลายขอเจ้าฟ้า 0.84 0.95

accuracy 0.62 0.92
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 จากตาราง 5 แสดงผลการเปรียบเทียบ 
CNN Model 1 และ CNN Model 2 โดยประเมิน
ประสทิธภิาพจากชดุขอ้มลูตรวจสอบ (Test Set) ท่ีมี
จำานวนรปูภาพลายผา้ไหมทัง้สิน้ 647 รปูภาพ ผลการ
ทดลองแสดงใหเ้หน็วา่ CNN Model 2 ทีใ่ช้ Pre-train 
Model ของ MobileNetv2 ให้คา่ F1-score ทีสู่งกว่า 
0.84 โดยค่า F1-score ที่สูงสุดคือ 0.96 ในทางกลับ
กนั CNN Model 1 ทีไ่ม่ไดใ้ช ้Pre-train Model มีคา่ 
F1-score สงูท่ีสดุเพียง 0.84 และเมือ่เปรยีบเทยีบค่า
ความถูกต้อง (Accuracy) พบว่า CNN Model 2 มี
ความถกูตอ้งสงูถงึ 0.92 และ CNN Model 1 มคีวาม
ถูกต้องเพียง 0.62

 จากภาพประกอบ 5 แสดงตารางการวัด
ประสิทธิภาพของตัวแบบ (Confusion Matrix) ของ 
CNN Model 1 โดยคลาสที่มีความแม่นยำาคือ ลาย
ขอเจ้าฟ้า ลายจ้ีเพชร และลายปีกหงส์ แต่สำาหรับ
ผ้าไหมบางลายยังมีความสับสนในการจำาแนก ได้แก่ 
ลายนาคเชิงเทียนและลายใบไม้ ซึ่งจะสับสนกับลาย
ขอพระเทพ
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  จากตาราง 5 แสดงผลการเปรยีบเทยีบ CNN Model 1 และ CNN Model 2 โดยประเมนิประสทิธภิาพจากชุดขอ้มลูตรวจสอบ (Test Set) ที่

มจีํานวนรูปภาพลายผา้ไหมทัง้สิ้น 647 รูปภาพ ผลการทดลองแสดงใหเ้หน็ว่า CNN Model 2 ทีใ่ช ้Pre-train Model ของ MobileNetv2 ใหค้่า F1-

score ทีส่งูกวา่ 0.84 โดยค่า F1-score ทีส่งูสุดคอื 0.96 ในทางกลบักนั CNN Model 1 ทีไ่มไ่ดใ้ช ้Pre-train Model มคี่า F1-score สงูทีสุ่ดเพยีง 0.84 

และเมือ่เปรยีบเทยีบค่าความถูกตอ้ง (Accuracy) พบว่า CNN Model 2 มคีวามถูกตอ้งสงูถงึ 0.92 และ CNN Model 1 มคีวามถูกตอ้งเพยีง 0.62 

                                              

 
ภาพประกอบ 5  Confusion Matrix ของ CNN Model 1 

 

  จากภาพประกอบ 5 แสดงตารางการวดัประสทิธภิาพของตวัแบบ (Confusion Matrix) ของ CNN Model 1 โดยคลาสทีม่คีวามแม่นยําคอื 

ลายขอเจา้ฟ้า ลายจี้เพชร และลายปีกหงส์ แต่สําหรบัผา้ไหมบางลายยงัมคีวามสบัสนในการจําแนก ไดแ้ก่ ลายนาคเชงิเทยีนและลายใบไม ้ซึ่งจะ

สบัสนกบัลายขอพระเทพ 

                                                   
(a)                (b)       

ภาพประกอบ 6 ภาพลายผา้ไหม (a) ลายนาคเชงิเทยีน และ (b) ลายขอพระเทพ 

 

  จากภาพประกอบ 6(a) คอืลายนาคเชงิเทยีนและภาพประกอบ 6(b) คอืลายขอพระเทพ แสดงให้เห็นว่าเมื่อมองด้วยตาจะเห็นถึงความ

คลา้ยคลงึกนัของทัง้ 2 ลวดลายจงึทาํใหต้วัแบบที ่1 เกดิความสบัสนในการจาํแนก ซึง่จากผลการวดัประสทิธภิาพดว้ย F1-score มคี่าอยู่ที ่0.84 โดย

จากทัง้หมด 31 ภาพทาํนายถูกไป 24 ภาพ ทาํนายผดิไป 7 ภาพ ทาํนายผดิเป็นลายขอพระเทพ 5 ภาพ และเป็นลายบุษบกและแก่นคูณอย่างละ 1 

ภาพ 

 

 

 (a) (b) 

ภ�พประกอบ 6 ภาพลายผ้าไหม (a) ลายนาคเชิงเทียน และ (b) ลายขอพระเทพ
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ภาพประกอบ 7  Confusion Matrix ของ CNN Model 2 

 

  จากภาพประกอบ 7 แสดงตาราง Confusion Matrix ของตวัแบบที ่2 ในขอ้มลูชุด Test โดยคลาสทีม่คีวามแมน่ยาํคอื ลายกุญแจจนี ลายขอ

เจา้ฟ้า ลายบุษบก ลายหมบีกับก ลายแคนแก่นคณู ลายโดมทอง แต่ในบางลายยงัมคีวามสบัสนในการจาํแนก ไดแ้ก่ ลายนาคเชงิเทยีนสบัสนกบัลาย

ขอพระเทพ และลายนกยงูทองสบัสนกบัลายหางปลาวาฬ 

 

                                                   
(a)           (b) 

ภาพประกอบ 8 ตวัอย่างผา้ไหม (a) ลายนกยงูทอง และ (b) ลายหางปลาวาฬ 

   
  จากภาพประกอบ 8(a) คอืผา้ไหมลายนกยงูทอง และภาพประกอบ 8(b) คอืลายหางปลาวาฬ โดยทัง้ 2 ภาพ แสดงใหเ้หน็ถงึตวัอย่างลายผา้

ไหมทีเ่กดิความสบัสนจากตวัแบบ ซึง่จากผลการวดัประสทิธภิาพดว้ย F1-score มคี่าอยูท่ี ่0.85 ทัง้นี้ จากรปูภาพทัง้หมด 45 ภาพทาํนายถูกทัง้สิน้ 

36 ภาพ และทาํนายผดิ 9 ภาพ ซึง่ในการทาํนายของตวัแบบนัน้ทาํนายผดิเป็นลายหางปลาวาฬ 5 ภาพ และเป็นทาํนายเป็นลายขอเจา้ฟ้า ลายนาค

เชงิเทยีน ลายปีกหงส ์ลายหมบีกับก และลายโดมทอง อย่างละ 1 ภาพ 

 

  แนวทางในการพฒันาเพิม่เตมิสามารถทาํในส่วนของการพฒันาประสทิธภิาพของตวัแบบใหด้ยีิง่ข ึน้ โดยอาจจะทดลองเพิม่ขนาดของตวั

แบบใหข้นาดของอนิพุทเลยเ์ยอรม์ขีนาดทีใ่หญ่มากขึน้ ซึง่อาจจะส่งผลต่อการสกดัฟิเจอรไ์ดด้ยีิง่ข ึน้เพือ่ลดความสบัสนของลายทีม่ลีกัษณะคลา้ยกนั

มาก ๆ อย่างลายนาคเชงิเทยีนและลายขอพระเทพ  หรอืสามารถทาํการเกบ็ลวดลายผา้ไหมจากอําเภออื่นๆ เพือ่เพิม่ขอ้มลูตวัแบบหรอืเพิม่ลายผา้

ไหมลายประยุกต์ ซึง่อาจจะมลีวดลายไดห้ลากหลายลวดลายในผา้หนึ่งผนื โดยลกัษณะของปัญหาจะเปลีย่นเป็นการจาํแนกแบบหลายคลาส (Multi-

Class Classification) ซึง่อาจจะตอ้งลองปรบัโครงสรา้งของตวัแบบเพิม่เตมิ  

 
 

ภ�พประกอบ 7 Confusion Matrix 
ของ CNN Model 2
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  จากตาราง 5 แสดงผลการเปรยีบเทยีบ CNN Model 1 และ CNN Model 2 โดยประเมนิประสทิธภิาพจากชุดขอ้มลูตรวจสอบ (Test Set) ที่

มจีํานวนรูปภาพลายผา้ไหมทัง้สิ้น 647 รูปภาพ ผลการทดลองแสดงใหเ้หน็ว่า CNN Model 2 ทีใ่ช ้Pre-train Model ของ MobileNetv2 ใหค้่า F1-

score ทีส่งูกวา่ 0.84 โดยค่า F1-score ทีส่งูสุดคอื 0.96 ในทางกลบักนั CNN Model 1 ทีไ่มไ่ดใ้ช ้Pre-train Model มคี่า F1-score สงูทีสุ่ดเพยีง 0.84 

และเมือ่เปรยีบเทยีบค่าความถูกตอ้ง (Accuracy) พบว่า CNN Model 2 มคีวามถูกตอ้งสงูถงึ 0.92 และ CNN Model 1 มคีวามถูกตอ้งเพยีง 0.62 

                                              

 
ภาพประกอบ 5  Confusion Matrix ของ CNN Model 1 

 

  จากภาพประกอบ 5 แสดงตารางการวดัประสทิธภิาพของตวัแบบ (Confusion Matrix) ของ CNN Model 1 โดยคลาสทีม่คีวามแม่นยําคอื 

ลายขอเจา้ฟ้า ลายจี้เพชร และลายปีกหงส์ แต่สําหรบัผา้ไหมบางลายยงัมคีวามสบัสนในการจําแนก ไดแ้ก่ ลายนาคเชงิเทยีนและลายใบไม ้ซึ่งจะ

สบัสนกบัลายขอพระเทพ 

                                                   
(a)                (b)       

ภาพประกอบ 6 ภาพลายผา้ไหม (a) ลายนาคเชงิเทยีน และ (b) ลายขอพระเทพ 

 

  จากภาพประกอบ 6(a) คอืลายนาคเชงิเทยีนและภาพประกอบ 6(b) คอืลายขอพระเทพ แสดงให้เห็นว่าเมื่อมองด้วยตาจะเห็นถึงความ

คลา้ยคลงึกนัของทัง้ 2 ลวดลายจงึทาํใหต้วัแบบที ่1 เกดิความสบัสนในการจาํแนก ซึง่จากผลการวดัประสทิธภิาพดว้ย F1-score มคี่าอยู่ที ่0.84 โดย

จากทัง้หมด 31 ภาพทาํนายถูกไป 24 ภาพ ทาํนายผดิไป 7 ภาพ ทาํนายผดิเป็นลายขอพระเทพ 5 ภาพ และเป็นลายบุษบกและแก่นคูณอย่างละ 1 

ภาพ 
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 จากภาพประกอบ 6(a) คือลายนาคเชงิเทยีน
และภาพประกอบ 6(b) คือลายขอพระเทพ แสดงให้
เห็นวา่เมือ่มองดว้ยตาจะเหน็ถงึความคลา้ยคลงึกันของ
ทั้ง 2 ลวดลายจึงทำาให้ตัวแบบที่ 1 เกิดความสับสน
ในการจำาแนก ซึ่งจากผลการวัดประสิทธิภาพด้วย 
F1-score มีค่าอยู่ที่ 0.84 โดยจากทั้งหมด 31 ภาพ
ทำานายถูกไป 24 ภาพ ทำานายผิดไป 7 ภาพ ทำานาย
ผิดเป็นลายขอพระเทพ 5 ภาพ และเป็นลายบุษบก
และแก่นคูณอย่างละ 1 ภาพ

 จากภาพประกอบ 7 แสดงตาราง Confusion 
Matrix ของตัวแบบที่ 2 ในข้อมูลชุด Test โดยคลาส
ที่มีความแม่นยำาคือ ลายกุญแจจีน ลายขอเจ้าฟ้า 
ลายบษุบก ลายหมบีกับก ลายแคนแกน่คณู ลายโดมทอง 
แต่ในบางลายยังมีความสับสนในการจำาแนก ได้แก่ 
ลายนาคเชิงเทียนสับสนกับลายขอพระเทพ และ
ลายนกยูงทองสับสนกับลายหางปลาวาฬ

 จากภาพประกอบ 8(a) คือผ้าไหมลาย
นกยูงทอง และภาพประกอบ 8(b) คือลายหาง
ปลาวาฬ โดยทั้ง 2 ภาพ แสดงให้เห็นถึงตัวอย่าง
ลายผา้ไหมทีเ่กดิความสบัสนจากตัวแบบ ซึง่จากผลการ

วัดประสิทธิภาพด้วย F1-score มีค่าอยู่ที่ 0.85 ทั้งนี้ 
จากรปูภาพทัง้หมด 45 ภาพทำานายถกูทัง้สิน้ 36 ภาพ 
และทำานายผิด 9 ภาพ ซึ่งในการทำานายของตัวแบบ
นั้นทำานายผิดเป็นลายหางปลาวาฬ 5 ภาพ และเป็น
ทำานายเป็นลายขอเจา้ฟ้า ลายนาคเชงิเทยีน ลายปกีหงส์ 
ลายหมีบักบก และลายโดมทอง อย่างละ 1 ภาพ

5. สรุปผลก�รวิจัย

 ผู้วิจัยได้รวบรวมข้อมูลรูปภาพลายผ้าไหม
จากอำาเภอชนบท จังหวัดขอนแก่น โดยใช้กล้องถ่าย
ภาพรุ่น Fuji X-T3 โดยปรับความละเอียดของภาพ
เปน็ 2080x2080 พกิเซล ซึง่เกบ็รวบรวมรปูภาพลาย
ผ้าไหมมาทั้งสิ้น 2,156 รูป โดยมีจำานวนทั้งสิ้น 15 
ลวดลาย ประกอบด้วย ลายนาคเชิงเทียน ลายใบไม้ 
ลายบุษบก ลายจั่ว ลายขอพระเทพ ลายโดมทอง 
ลายทางปลาวาฬ ลายนกยูงทอง ลายหมีบักบก 
ลายกุญแจจีน ลายขุมทรัพย์ ลายแคนแก่นคูณ 
ลายปีกหงส์ ลายจี้เพชร และลายขอเจ้าฟ้า ในการ
ทดลองนั้นผู้วิจัยได้ออกแบบโครงข่ายประสาท
เทียมแบบคอนโวลูชันจำานวนทั้งสิ้น 2 ตัวแบบ ซึ่ง
ตัวแบบ 1 (Model 1) ประกอบด้วย Conv2D 
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ภาพประกอบ 7  Confusion Matrix ของ CNN Model 2 

 

  จากภาพประกอบ 7 แสดงตาราง Confusion Matrix ของตวัแบบที ่2 ในขอ้มลูชุด Test โดยคลาสทีม่คีวามแมน่ยาํคอื ลายกุญแจจนี ลายขอ

เจา้ฟ้า ลายบุษบก ลายหมบีกับก ลายแคนแก่นคณู ลายโดมทอง แต่ในบางลายยงัมคีวามสบัสนในการจาํแนก ไดแ้ก่ ลายนาคเชงิเทยีนสบัสนกบัลาย

ขอพระเทพ และลายนกยงูทองสบัสนกบัลายหางปลาวาฬ 

 

                                                   
(a)           (b) 

ภาพประกอบ 8 ตวัอย่างผา้ไหม (a) ลายนกยงูทอง และ (b) ลายหางปลาวาฬ 

   
  จากภาพประกอบ 8(a) คอืผา้ไหมลายนกยงูทอง และภาพประกอบ 8(b) คอืลายหางปลาวาฬ โดยทัง้ 2 ภาพ แสดงใหเ้หน็ถงึตวัอย่างลายผา้

ไหมทีเ่กดิความสบัสนจากตวัแบบ ซึง่จากผลการวดัประสทิธภิาพดว้ย F1-score มคี่าอยูท่ี ่0.85 ทัง้นี้ จากรปูภาพทัง้หมด 45 ภาพทาํนายถูกทัง้สิน้ 

36 ภาพ และทาํนายผดิ 9 ภาพ ซึง่ในการทาํนายของตวัแบบนัน้ทาํนายผดิเป็นลายหางปลาวาฬ 5 ภาพ และเป็นทาํนายเป็นลายขอเจา้ฟ้า ลายนาค

เชงิเทยีน ลายปีกหงส ์ลายหมบีกับก และลายโดมทอง อย่างละ 1 ภาพ 

 

  แนวทางในการพฒันาเพิม่เตมิสามารถทาํในส่วนของการพฒันาประสทิธภิาพของตวัแบบใหด้ยีิง่ข ึน้ โดยอาจจะทดลองเพิม่ขนาดของตวั

แบบใหข้นาดของอนิพุทเลยเ์ยอรม์ขีนาดทีใ่หญ่มากขึน้ ซึง่อาจจะส่งผลต่อการสกดัฟิเจอรไ์ดด้ยีิง่ข ึน้เพือ่ลดความสบัสนของลายทีม่ลีกัษณะคลา้ยกนั

มาก ๆ อย่างลายนาคเชงิเทยีนและลายขอพระเทพ  หรอืสามารถทาํการเกบ็ลวดลายผา้ไหมจากอําเภออื่นๆ เพือ่เพิม่ขอ้มลูตวัแบบหรอืเพิม่ลายผา้

ไหมลายประยุกต์ ซึง่อาจจะมลีวดลายไดห้ลากหลายลวดลายในผา้หนึ่งผนื โดยลกัษณะของปัญหาจะเปลีย่นเป็นการจาํแนกแบบหลายคลาส (Multi-

Class Classification) ซึง่อาจจะตอ้งลองปรบัโครงสรา้งของตวัแบบเพิม่เตมิ  

 
 

 (a) (b)

ภ�พประกอบ 8 ตัวอย่างผ้าไหม (a) ลายนกยูงทอง และ (b) ลายหางปลาวาฬ
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ภาพประกอบ 7  Confusion Matrix ของ CNN Model 2 

 

  จากภาพประกอบ 7 แสดงตาราง Confusion Matrix ของตวัแบบที ่2 ในขอ้มลูชุด Test โดยคลาสทีม่คีวามแมน่ยาํคอื ลายกุญแจจนี ลายขอ

เจา้ฟ้า ลายบุษบก ลายหมบีกับก ลายแคนแก่นคณู ลายโดมทอง แต่ในบางลายยงัมคีวามสบัสนในการจาํแนก ไดแ้ก่ ลายนาคเชงิเทยีนสบัสนกบัลาย

ขอพระเทพ และลายนกยงูทองสบัสนกบัลายหางปลาวาฬ 

 

                                                   
(a)           (b) 

ภาพประกอบ 8 ตวัอย่างผา้ไหม (a) ลายนกยงูทอง และ (b) ลายหางปลาวาฬ 

   
  จากภาพประกอบ 8(a) คอืผา้ไหมลายนกยงูทอง และภาพประกอบ 8(b) คอืลายหางปลาวาฬ โดยทัง้ 2 ภาพ แสดงใหเ้หน็ถงึตวัอย่างลายผา้

ไหมทีเ่กดิความสบัสนจากตวัแบบ ซึง่จากผลการวดัประสทิธภิาพดว้ย F1-score มคี่าอยูท่ี ่0.85 ทัง้นี้ จากรปูภาพทัง้หมด 45 ภาพทาํนายถูกทัง้สิน้ 

36 ภาพ และทาํนายผดิ 9 ภาพ ซึง่ในการทาํนายของตวัแบบนัน้ทาํนายผดิเป็นลายหางปลาวาฬ 5 ภาพ และเป็นทาํนายเป็นลายขอเจา้ฟ้า ลายนาค

เชงิเทยีน ลายปีกหงส ์ลายหมบีกับก และลายโดมทอง อย่างละ 1 ภาพ 

 

  แนวทางในการพฒันาเพิม่เตมิสามารถทาํในส่วนของการพฒันาประสทิธภิาพของตวัแบบใหด้ยีิง่ข ึน้ โดยอาจจะทดลองเพิม่ขนาดของตวั

แบบใหข้นาดของอนิพุทเลยเ์ยอรม์ขีนาดทีใ่หญ่มากขึน้ ซึง่อาจจะส่งผลต่อการสกดัฟิเจอรไ์ดด้ยีิง่ข ึน้เพือ่ลดความสบัสนของลายทีม่ลีกัษณะคลา้ยกนั

มาก ๆ อย่างลายนาคเชงิเทยีนและลายขอพระเทพ  หรอืสามารถทาํการเกบ็ลวดลายผา้ไหมจากอําเภออื่นๆ เพือ่เพิม่ขอ้มลูตวัแบบหรอืเพิม่ลายผา้

ไหมลายประยุกต์ ซึง่อาจจะมลีวดลายไดห้ลากหลายลวดลายในผา้หนึ่งผนื โดยลกัษณะของปัญหาจะเปลีย่นเป็นการจาํแนกแบบหลายคลาส (Multi-

Class Classification) ซึง่อาจจะตอ้งลองปรบัโครงสรา้งของตวัแบบเพิม่เตมิ  
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และ MaxPooling2D จำ�นวน 2 ชั้น และต่อด้วย
ชั้น Dense, Flatten และ Dense ตามลำ�ดับ โดย 
Dense ชัน้สดุทา้ยคอืคำ�ตอบของตวัแบบทีก่ำ�หนดให้
มีทั้งสิ้น 15 โหนด (Node) และตัวแบบ 2 (Model 
2) ใช้ตัวแบบพรีเทรน (Pre-trained Model) จาก  
MobileNetv2 และไดเ้พิม่ชัน้ Conv2D, MaxPooling2D, 
Dropout, Conv2D เข้าไปยังตัวแบบจากนั้น ได้เพิ่ม
ชั้น Flatten และ Dense โดยกำ�หนดให้มีจำ�นวนทั้ง
สิ้น 15 โหนด จากการศึกษาพบว่า ตัวแบบ 1 นั้นมี
จำ�นวนของพารามเิตอรที์จ่ะใชค้ำ�นวณเพยีง 369,247 
พารามิเตอร์ แต่ Model 2 นั้นมีจำ�นวนพารามิเตอร์
มากขึ้น 3,734,991 พารามิเตอร์ ซึ่งมากกว่าตัวแบบ 
1 ถึง 10 เท่า จากการทดลองพบว่า ถึงแม้ตัวแบบ 2 
จะมีพารามิเตอร์จำ�นวนมาก แต่เม่ือนำ�ไปสร้างเป็น
โมเดลเพือ่จำ�แนกรปูภาพลายผา้ไหมพบวา่ตวัแบบ 2 
มีผลการจำ�แนกรูปภาพลายผ้าไหมที่ดีกว่าตัวแบบ 1  
โดยตัวแบบ 2 มีค่า F1-score เท่ากับ 0.92 และ 
ตัวแบบ 1 มีค่า F1-score เพียง 0.62 เท่านั้น

	 งานวิจัยในอนาคต ผู้วิจัยมีความสนใจที่นำ�
วิธีการ Ensemble CNN (Shah et al., 2023) มา
เพ่ือเพ่ิมประสิทธิภาพของการจำ�แนกลายผ้าไหม 
เนื่องจากการใช้โมเดลของ CNN จำ�นวนท่ีมากกว่า 
1 โมเดล และนำ�ผลลัพธ์ของ CNN มาทำ�การเรียนรู้
ด้วยวิธี Ensemble Learning อาจจะช่วยเพิ่มความ
สามารถในการจำ�แนกลายผา้ไหมไดด้ขีึน้ แตท่ัง้นี ้อาจ
จะตอ้งเลอืกใช้โมเดล CNN ตวัอื่น เชน่ EfficientNet 
และ MobileNetV3 มาช่วยในการเรยีนรูร้ปูภาพลาย
ผ้าไหม ทั้งนี้ วิธี Fusion of RGB image (Kaya & 
Gürsoy, 2023) ก็เป็นอีกวิธีการหนึ่งที่น่าสนใจที่นำ�
รูปภาพไปประมวลผลก่อน (Pre-processing) จาก
นัน้จงึนำ�รปูภาพทัง้รูปตน้ฉบบั (Original Image) และ
รูปภาพที่ผ่านการประมวลผล (Processing Image) 
มารวมกัน (Fusion) เพือ่สง่ไปใหโ้มเดล CNN ทำ�การ
เรียนรู้ 
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