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Abstract: The art of silk weaving has been transferred through
generations as part of folk wisdom. Every locality has its distinct
silk pattern design. Expertise and familiarity with silk are necessary
for the classification of silk patterns. Therefore, only a few experts

can recognize the silk’s pattern. This study aims to implement
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a system for classifying silk patterns using image processing technology to help identify silk

patterns from images. This research collected silk pattern data from the Chonnabot district,

Khon Kaen Province. We selected 15 silk patterns and collected a total of 2,156 images. We

examined two convolutional neural networks (CNNs), which differed in feature extraction

and regularization via the dropout technique. The experimental results showed that CNN

model 1 achieved an Fl1-score of 0.62. The CNN model 2, in which feature extraction using

the pre-trained model was added to the CNN model 2, achieved an F1-score of 0.92, which

can assist in resolving the confusion in silk pattern classification.

1. UNUI

Uagtuinisduanuiausssulaenis
atfuayulitansldyailvsiiolnduendnual
Uszrmilne fosndnlvadufauinanssy
fidfvesssnelneiildfunisiuneninegns
gau SnedafuaUsflinaunisaiuinns
osnt Sl imnfuduiteslunsdnad
o iesniaulaasuidnuasves
Aidusssunh savasnmefiuendneel 39
anansinvulaediulnginanIununsves
Hoonuuumaany Tagld3udvsnainandsingeg
fnuiulgluiiausysniu Soilidnesnuuuld
pONUUULAZA TomInaner eg1snLe il
yanavhluilifienuiuaslaildnanadsuiilu
oegliausaandiananeilnls dadu 5q
Sududeddidnrvaglunsduunananeinl
(Keereemek, 2016; Kaewmongkol & Kittilap,
2016)

Tusinesuun Jmdinveulnu tola
TuSuuvdandedilvaiiddyresniadaiu &
Q’aaﬂLL‘U‘Uiﬁaaﬂquammm’iﬂmﬁﬁLaﬂé’ﬂwai
NN (National News Bureau of Thailand,
2022) el {ATededanuaulafiazihainans
ilufieenuuusazsmiglusunoruun Sodn
vouudu uftoiduunastoyadmivnesiaun
Fuuu (Model) Tidresuunanedilv vistimn
fuuuiitmunianuuduglunmssuunanedilug

granusailulszendnogenduszuuansauma
aelnuianusaduau waylideyandidey
vosaerlvula

Tus39904 Raksaard & Surinta (2018)
I¢@nuidismsfiazdufuguamaeilu lag
Fnwnsparneinmamandnuazameiud (Local
Descriptor) way3sn1siseusigedn (Deep
Learning) lumsinwiuldifiusiusuaneiil
Pnthunuesdoudne Swiaumansanusuay
10 @18 WUABUNY AENTETUMINL A18NHALA
aetiaanes anensEduda arewnatios
aEAYUD MESDEABNIINN ANUESDYABNMINNIAN
waranglinauad dnsuTsnsmandnuuziany
ﬁuﬁ 191438 Histogram of Oriented Gradients

(HOG) wag Scale-Invariant Features Transform

¥
=1

(SIFT) dmfumsmunmaudnazianziud
mntusudnuasameiufiargniiludoudia
a5slunaread Support Vector Machine (SVM)
wag K-Nearest Neighbor (KNN) wagdmiuis
nsBeuiidedn loldlassguszamiisanwuy
mauligdu (Convolutional Neural Network)
1w 2 aandnenssu A LeNet-5 uay AlexNet
iieasrslinaa nemAdewuinsmaudnuos
avngiiufisiudu SvM Sarugndedluniséy
Auftgendn ONN shailiesansuuteyailily
msveassiidiuudie wasteyailtidudeyad
gnasey (Crop) Langiuidsyinliisnism
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AMdNYUzlanIzTuvINzadfiun1sAUAY
anerlvunnngl

TagtunsSeudigadngninluldegng
unsuane wulunwideves Butploy & Boonying
(2020) lodn1sFeuiidedniurielunisduun
AINNTZLATBUUYANA TnefRdelaiusius
SUAMMSELATDIS AU 500 A waz iy
$nnuvesgunmitaziluatissuuusieds
Data Augmentation %ﬂﬂizﬂauﬁ’wmiﬁyumw
Tundauazuunuou lumsasafuuududise
I¥eonuuuanitlaenssu CNN Fusniosdsuszney
¢ae 5 $u (Layer) uazlueniddoves Kumpala
et al. (2022) i35 CNN slddmsuaislieg
wazduunamlugesidulsn defimugniesgs
fla 95.90% ndutnideldwmunduladidielv
fidnuasnsadennlusesiiulsauaziinm
nyvaaeulsale

Lﬁaﬂmﬂ%%miﬁauﬁﬁaﬁmﬂua”aﬂa‘%ﬁm
Fldtuegnaunsnanglununadiunisssuiana
A (Image Processing) ka¥NITIMUNFUNN
(Image Classification) (Vaddi & Manoharan,
2020) fdeIadenimaluladnisiteuiidedn
lngidanlassgUszaiteuuuunauligdu
W anndwuuiiienissuunaneiilg

2. lasevnguszamineawuuaaulgdu
(Convolutional Neural Network:
CNN)

lassUnguszamiion (Neural Network)
\Dunsdnaesguhuunmsuszaianavesaup sy g
Inglelassinenanewaausyamlunisussaiana
Tneeuddeiidenlilaswieyssamidionnuy
rouhgiudadulassaimilwesnsFousidedn
(Deep Learning) lng9nLauvadlasetneUsyay
Wisunuuneulgdufe wgauiunsiilulgly

N33313Un 0 (Image Recognition) Inglasstny
zuvsnsvhnuesnluaeduman Aonism
AuANwMELAY (Feature Extraction) wagnis

3491 (Recognition)

Y

iy nsaranainunifie (Feature)
Feamnsoadnandoyauszamiliflessasady
sUkuulawE#a (Unstructured Data) Wy gUn
TnelasstioasGeuzuanynituiivessunimuas
affndnunsfitaveanin wardsialussiunes
ms§anfiosuunirgunwiuduninuedda
Tnglulasstnouszamiisuuuunoulgiu
Usznaulume 3 fu (Layer) (Kittinaradorn, 2020
Saisangchan, Chamchong & Suwannasa, 2022;
Lapthanachai et al., 2023) fi® %uﬂauhg%’u
fuyads uardunisdeudetuvesusasiaes
pgvauysal lnefieg1evelasaineUsyaiv
Fenuuuaeubgtukansiinwlszney 1 uaz
SeanBenvati 3 Tu wansierolud

2.1 %’uﬂauhgﬂifu (Convolutional
Layer)

Funouligiuiivihiivdnfenisarin
AuANYETlAY (Feature) 3aliendnmiaes
9ngunn Tasdurouligiuinruiiaunsed
wasmLduTuSTesiina (Pixel) flaguiian
fulnddsestmenld (LeCun & Bengio, 1995;
Kummong, 2022) Tasguamitdadnludua
fuaggnuvrunalidudivasudnga wu Tase
¥18 VGG azimusliguamdidndifivuin
224x224 Winwa w38 EfficientNetBl YuInves
sUn sty 240x240 finwa 910ty
LADIUDA (Kernel) YUIAAI99) 11U 3x3, 5x5, 77
%gﬂﬁﬂﬂﬁmmﬁunﬂﬁuﬁmaagﬁmmﬁaa%a
Figesuu (Feature Map) Failwoduaviley
Beninudnwarasiliannisdnmume
Ferauligdu (Convolution)
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2.2 %’uma’é\i (Pooling Layer)

Funadadutuidiiunisanauinves
wasuuy lnensAwintiugunmazgnudiesn

Juiuiges wulu VGG tunadsazgnimuali

fluun 2x2 uay AlexNet azgnimmiuadu 3x3
Mntuarldinsyuauns (Operator) wWumen
g9an (Max) nievansngn (Min) SaEunin Max
Pooling ¥3® Min Pooling faths minfmusls
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pouligu 1wy Funeuligiufivuin 220x224
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Input Layer
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(Fully Connected Layer)
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a

fhseauliniisn (Neural Network) Toensdouste
ﬁuamaamysmﬁvuﬁ' 1 ﬁaﬂwsﬁw%ﬂumaéqmﬁﬂﬁ
Hunnmes (Vector) wiaenin Flatten anniu
fﬂvaﬂa'ﬂm'al‘dé’ﬂ%guﬁamiaﬁ'uasmaumai%uﬁ 2
LLauﬂQMEJlUENGUULLaﬂQNa (Output Layer) Lwam
Fmou fivia 9nfeehwedlAswEde VGG 16 Ty
Ezjummaumaﬂuamqaugsmgﬂmmuﬂmmmu
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faiae (0-9) Tunansmadnsfiazgnisuaidu 10
Tnuaifudu nsnsiuaiitediuungawiy
agldnrsiuamanuiiasdulagldiladdu
aNALUAG (Softmax Function) TAENaTINYDY
W 10 Wustuazdaginiu 1
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3. 3501571 HUUIVY

Tun1sidensduunanemnluuaenis
Seudlassngyszaniiondedn duliden
IasseUszamniieniuuneuligdu viesen
1 CNN ieiBoufuazduunguamanedlui
IR AUTIVTIUNNBUABTUUN FenTAveLLAY
TnegAgmssdunuisoudaduduneusselud

3.1 nsnusInsudaya

dmsunafunuradeyaatedilyady
iAteldasiiuillneidenandusmieinludo)
lugnesuun Jamdnveuuiu Inegatiuaiedn
yusiuauiadu 15 meUsznaudie aenaua
U agvenszinnw a1evaildin aeyunsng
medh meTines aungames mewAduiloy
aeywun areUnmed aevdidnun atemis
a1 anguauLiuAn anelaunes uay
aeluldl lnunmdseneu 2() wanwitegieany
WAUKAUAN WaznUsEnau 2(b) uaneiieeg
anedumunads

Tumaifvsunuduiidelingosde
AMEVD Fuji $u X-T3 TaguiueuaziBeaniv
Tiduunn 2080x2080 Ainiwa lag Tudinluguuuy
1930 (Color Image) WaziiuTIUTINFIDE1
il évisdu 2,556 Uam

3.2 nManssuyadaya

Tudunouniawdsugadoyaiiy §iduls
USurunavesgunmlviuunn 128x128 finiea uay
Usumwimaiusﬂuuuamw (Grayscale Image)
I@Usﬂmwmawﬂmmau 2,556 i‘UﬂW‘W‘U‘ufﬂ“ﬂﬂ
wualu 70:30 Lwaimﬂuﬂqmﬂaau (Training Set)
uazemTINaey (Test Set) faify yoiinaeudad
sUAMFIMIY 1,509 JUNN UazynnsIvaeudl
ﬁﬁ?’]mugﬂmwﬁ’jﬁu 647 gUnAM

3.3 N1598NWUUIATIVIEUSTEMT BN
wuumulIgtunazinaauduuy

Tutuneuilfiduilaeanuuuduuulas
MeUszamiigukuuaaulgdy (CNN) 91w
2 FlUY NTURLUIFILUUNS 2 WuluRnaeu
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Max_Pooling Max_Pooling

Input Conv2d 2d Conv2d_1 2d_1
Output dense_1 flatten dense
O « ) e

O ]

AMwusenau 3 aseneuszaiiisy CNN Model 1

a3 1 lassassanitdnenssures CNN Model 1
Layer Output Shape Param #

Conv2D (126, 126, 128) 3584
MaxPooling2D (63, 63, 128) 0
Conv2D (61, 61, 128) 147584
MaxPooling2D (30, 30, 128) 0
Dense (30, 30, 16) 2064
Flatten (14400) 0
Dense 15 216015

Total params: 369,247

Trainable params: 369,247

Non-trainable params: 0

v v

(Train) fiugunniluudnuaunisdu 1,509 unm
Tnefisruauiaau 15 Class fatiu Sunaninadns
183 CNN filsioenuuuaggnrinmualiidu 15 nun
TnosreaziBunvesianuu CNN a2 dnuuti
wanasaolul

3.3.1 TAsea¥192uuufi 1 (CNN
Model 1)

Tnseadaduuudl 1 wiaSenin CNN
Model 1 ugnssisnnusznau 3 delaandnenssu
fUszneude 1) 4u ConveD Fsldipediua
(Kernel) vum 3x3 inwa lnemmualidifiesuuy

(Feature Map) shuauvieun 128 fiweduud
2) MIanruAaesuuUMIY MaxPooling2D a11a
2x2 finkga 3) 115711 Conv2D fglABsiuaIuUIn
33 finwa warluduiimmua oo duuus
Ty 128 Faesuuy 4) N3 MaxPooling2D
AU 2x2 finwa 5) Fu Dense wun 16 Tvun
6) %u Flatten Wouastoyalivie 1 77 uax
7) %4 Dense wuwawihiy 15 Toua Geivuna
wihiudwiuaneilrusenand (Class)

Inus1eardenvadlasiasantnenssy
999 CNN Model 1 taninanisn 1
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mobilentv Max_Pooling
Input 21 Conv2d_2 2d_2 dropout
Output dense_3 flatten_1 dense_2

O «
O

-~ | &

awUsenau 4 lassneusyaiviiay CNN Model 2

3192 lassasnandaenssuras CNN Model 2

Layer Output Shape Param #
MobileNetv2 1.00 128 (4, 4, 1280) 2257984
Conv2D (2, 2,128) 1474688
MaxPooling2D (1,1, 128) 0
Dropout (1, 2, 128) 0
Conv2D (1,1, 16) 2064
Flatten (16) 0
Dense 15 255

Total params: 3,734,991

Trainable params: 1,477,007

Non-trainable params: 2,257,984

3.3.2 TAsea¥19uuufi 2 (CNN
Model 2)

Tnseadaduuud 2 wiaSenin CNN
Model 2 ugnsisnnusznau 4 Felaadmenssu
fiusznousie 1) Taseadnewes MobileNetv2
Tnesuuud 2 fazdusumaGeusiagldsuuy
WINTU (Pre-trained Model) 99lA5391¢
MobileNetv2 2) 44 Conv2D USulsvavas

128 HiaosuuUlasAMUIUAILABIUATEIN 3X3
finwa 3) $u MaxPooling2D ¥11a 2x2 Wniwa
4) $u Dropout Falgfmuacing drop 137 0.25
5) %u Dense vun 16 Tviun 6) $4 Flatten Lite
wasteyalfvde 1 57 way 7) 44 Dense wun
Wity 15 Wun Fsflvuwawidusounad (Class)

Tnu51eazdenvadlasias a1 tnenssy
999 CNN Model 2 Lanininisng 2
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15193 waansnsuseiliulseansainaas CNN Model 1
Silk Pattern Name Precision Recall F1-score Support

AYUVINTELNN 0.43 0.74 0.54 58
APUIATLTEU 0.46 0.19 0.27 31
AYUNEYINDN 0.49 0.74 0.59 45
anendldnun 0.49 0.77 0.60 47
aneda 0.52 0.39 0.44 36
MYLAULAUAN 0.62 0.86 0.72 93
anemiinun 0.68 0.50 0.58 a2
aeFINes 0.76 0.87 0.81 46
AENEHITY 0.81 0.51 0.63 41
angluldl 0.83 0.23 0.36 22
agveldvn 0.85 0.84 0.84 61
a1gyBuN 0.86 0.27 0.41 45
AEYUNING 0.87 0.52 0.65 25
anelpuves 0.88 0.42 0.57 36
aneUnued 1.00 0.68 0.81 19

accuracy 0.62 647

3.4 N159AUSLANTNINVDIALUU

FAwuU CNN 1 wazsauuu CNN 2 i
lﬁmﬂms‘é“lﬂaaumﬂgﬂmwﬁwmuﬁy’aéju 1,509
sunm aggnilunaaeuiuyansivdey (Test
Set) Aifisunminlmusuiuiadu 647 uam
TnoazUsyifiulsyansanuesduuuns 2
f8A1 Fl-score

Fl-score foAnadsuuuasluia
(Harmonic Mean) $¥#319A1AULUUEN
(Precision) wagArauhmsemisyan (RecaLL)
Tawadiean F1 Funidiiofuamsn (Metric) 7
WUsTANSAINVBIA MUY (Model) (Ukwuoma
et al., 2023) 1AgaNN15v89 Fl-score Wand

fanabull

F1 —score =2 x(

precision xrecall) )
precision+recall

1ag?

Precision Y1809 ANAINLIUEN
L,AN9INNTSEIAN True Positive (TP) uwiiauniu
False Positive (FP)

Recall vy ArAnuhnsersyan
1ARR1NNTITUIAT ULABUAU False Negative
(FN)
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4. NaN1INAAD

Nnfumeum s iuLTina1nd
aansauwUensnaeeanidu 3 @1 Ae 1) NS
Naaad CNN Model 1 wag 2) n1ivnasd CNN
Model 2 wag 3) Wisuiisuuszansninees
CNN Model Tneiinanisnnassssiollil

4.1 HaNISNAFIUUSZANSAINVDS
CNN Model 1

lun1sesnuu CNN Model 1 uagn1s
fnaou CNN Model 1 tuffideldmdunisuu
niialawiiu (Google Colab) lagkanivnaes
UARIAIAITIN 3

PNNTTN 3 WaaNSINNA1TUTELY
UsgAnsnimvas CNN Model 1 agulaindidnnay
Qﬂgfé]ﬂ (Accuracy)ﬁ 0.62% waziilowanyszdiu
msduunvesilviaudaratenuin anediuand
Usz@viBam Fl-score fiafianfie ansvaidnii

a1

fin
Snsuazans
Ao 0.81 TunemsaiudIy A1s9uunENlry
agadadfisuiiuszansamiiign Tnede
Fl-score W84 0.27

1 Fl-score Wiy 0.84 wanand gallane
= faa 1 a1 W
UnmadNian Fl-score MyiNAu

4.2 NaNISNAFUUSZANSTATWUDY
CNN Model 2

Nan1sNeaauUsEansnInves CNN
Model 2 Langfmn1519 4

M54 HadnsnsUsEliuUTEENS A Uee CNN Model 2
Silk Pattern Name Precision Recall Fl-score Support

aneUnad 0.84 0.84 0.84 19
ANYVBNTLLNN 0.84 0.88 0.86 58
aeRns 0.86 0.84 0.85 a6
AEYUNING 0.88 0.88 0.88 25
MUUAULAUAN 0.89 0.98 0.93 93
angn19uaIINu 0.91 0.93 0.92 a2
an8vevn 0.91 1.00 0.95 61
AUIATLTEU 0.92 0.77 0.84 31
ANYUNYINDY 0.92 0.78 0.85 45
anemiitnun 0.92 0.96 0.94 47
a18yyun 0.92 1.00 0.96 45
anglaumnay 0.94 0.92 0.93 36
AUNEHITY 0.97 0.95 0.96 41
aeih 1.00 0.83 0.91 36
angluld 1.00 0.82 0.90 22

Accuracy 0.92 647
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NAI 4 Waansa1nn1susELiu
Usg@vizn1nved CNN Model 2 agulainanunse
TuunaervuaeyyunkaraIen gLy lng
$nane1 Fl-score #igefis 0.96 lagsn Fi-score
VDIAYUAUAUAN AIEVNUA1IW A18v8iaTh
aneniithun anelaunes a1edr wazanslulsl
fiAnfigendn 0.90 Tumanserutaen Fi-score
vesnelnneduararsuadafiou daies 0.84
Tun1msau CNN Model 2 :ﬁmmgﬂoﬁ’aaﬁ 0.92

4.3 n15:Sgunaudseans A Invay
CNN Model

mﬂmimmamﬁn CNN Model 1
way 2 §idedsdSeudieuliiudiaussavgnm
383 CNN Model 11 2 fauvy TnsnansiU3eu
WIYULEAIAINITI 5

W o O & B O M O = = =

Yo o v v =58 - o o~ -
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Awusenau 5 Confusion Matrix

A1519 5 wansRansiUSeuieu Model 1 wag Model 2

299 CNN Model 1

F1-Score
Silk Pattern Name
Model 1 Mode 2

ABUNATLTIEUY 0.27 0.84
anelulyl 0.36 0.90
AYBUN 0.41 0.96
et 0.44 0.91
AYVDNITLLNNW 0.54 0.86
anelauves 0.57 0.93
agn19UaIIu 0.58 0.92
AYUNENNDN 0.59 0.85
anenivnun 0.60 0.94
AENKATY 0.63 0.96
AN 0.65 0.88
AYLALLAUAN 0.72 0.93
aneUnned 0.81 0.84
168N 0.81 0.85
angvelvn 0.84 0.95

accuracy 0.62 0.92
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(a)

AMNUSENBU 6 MNagEnlyy (a) aeuAlaiisu wag (b) aNgUsnseLnm

1091579 5 hanananisilseuLieu

~ rnnpueiu @SSl O 1 O O 1 O O O O O O O O O
CNN Model 1 wag CNN Model 2 Tnguseiiiy Gnﬁo O
UsEAnSnnannynvelansiadau (Test Set) Ml s 0 0 0 0 0 000000000
° qy Y 5 ‘gl r\l.\euﬂfm‘ 0 0 OB O 1 0 0 1 1 00 0 0 0
FugUn g mund 647 sUNI HANTS vt 0 0 o 2[f]2 0000 00200
NAaouandlifiui CNN Model 2 914 Pre-train w0 2 11 “Hé‘ 0200000
o o , ‘ meegmer 0 0 1 0 O O 0 10 1 1 8541 O
Model 984 MobileNetv2 13#1 F1-score NN wormbuies 0 5 0 0 0 0 of@l1 0 0 0 1 0 O
0.84 lagA Fl-score Nasandia 0.96 lunangu e & : 1 8 5 5t S0 & 6 4R 6 S
o & \ o . ~ swdww 0 2 0 0O O 1 0O O 0 16 0 0O 0 0 O
114 CNN Model 1 Alailaly Pre-train Model @ menidun 0 0 2 0 0 0 0 0 0 oHo 000
F1l-score gaila@nuiag 0.84 waztilawsauiisuan e 001000 0000 ofggt 10
A . - wosruruge 0 1 0 0 0 0 0 0 0 0 1 0O 0 0
ﬂ'l']ﬂJQﬂ@]@ﬂ (Accuracy) WU CNN Model 2 4 melewes 0 0 0 0 0 0 2 0 O 0 0 1 O 0
ANUONADIAIDT 0.92 war CNN Model 1 Tany Wil Kl A 0 ik B EE DRI b SRt 2 g
v o gy&‘f‘@i@’i‘“@ o Ja“\e S "‘?‘y.f* R
gneiaiies 0.62 ElEE LTS
NANUTENDU 5 LAAIAITINNITIA AMnUsenau 7 Confusion Matrix
Useansn1mve98uuU (Confusion Matrix) U84 989 CNN Model 2
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(b)

nwusznau 8 fegadlva (a) angungavias uag (b) anemaUa1nw

NANUTZNOU 6(a) AvanuuALTaLTuY
waznIMUsENOU 6(b) ADANEVBNILLNN WaAILE
whudleneshenazdiuiisenundeedatues
W 2 amaneIwilEFuuuT 1 fiemuduay
Tunssuun FearnuanisinUseansningae
F1-score fifagd 0.84 Taanitavua 31 nm
uegnlu 24 aaw vhweiald 7 2w viuneg
Anduanevenszinn 5 s waziluaneywun
WRzUAUAMBEAY 1 AN

INANUTENBU 7 UaAIN1319 Confusion
Matrix vessauuuil 2 ludesayn Test lngnana
Afanuusiugide aenyuaiu angvednih
aneywUn Meviinun meuauLnunm aelaunes
wiluuaedadimuduanlunisdwun taun
AMYUIABUNYUFUAUAUAIEVONTEIAN LA
MeungameIduauiUaIenIIUa1K

nnnUsenau 8(a) Aednluruany
UNEYINDY kazn1musznau 8(b) Aoatemia
Uanw Taesa 2 aw wandliifiudssedg
aeflmiiinauduauandnuu Swinuans

TaUseanSnmeng Fl-score deagi 0.85 il

NngUNIVIA 45 Avinunegniisdu 36 A
LAZIINUIGRA 9 AW FILUNISYITUIEVDIRILUU
& o a & &
YUMUENALUIUA81UAIW 5 AW Lagtdu
yunauanevedni aewadaiieu aeUnmed
ANYNLUNUN wazanglaunad 98198y 1 AN

5. #5UNaN15398

FIdulaTiusindeyasunimanerinlug
NgunesuLn Jarinveuniu lnglindesae
MNIU Fuji X-T3 Tngdiumnuastdenvesnim
Y 2080x2080 finiwa Fafusausmgunmane
Firlvanviedu 2,156 3U lnedistuauisdu 15
anay Usgnausmey anwialaiiey aneluly
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AIMUU 1 (Model 1) Usgzneaunig Conv2D
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ez MaxPooling2D 41U 2 Fu uazsore
e Dense, Flatten ka8 Dense SIUE1IAU 10
Dense Fugathefammaurosauuudisinunli
fiviedu 15 Tiun (Node) uazsuuu 2 (Model
2) Tfuuunsnsu (Pre-trained Model) 210
MobileNetv2 uazlgifiadiy Conv2D, MaxPooUngZD
Dropout, Conv2D Wrludasuuuandu i
suu Flatten Wag Dense Imamwumimmmum
du 15 Tvum anmsAnwwud fanuu 1 dudl
Snnuveaniwesiierldmuianiies 369,247
W1s18ines us Model 2 Talsuaumsines
1NTY 3,734,991 W1515IM03 FeunnIdaLuy
1 84 10 W1 MNNITNAABINUI DNUIAILUY 2
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Fuuu 1 A1 Fl-score Lo 0.62 iy

iAdeluewan ideianuaulaiii
35015 Ensemble CNN (Shah et al., 2023) a1
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#8733 Ensemble Learning 8199zaaeifiunany
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il el 33 Fusion of RGB image (Kaya &
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