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บทคัดย่อ: งานวิจัยนี้มีวัตถุประสงค์เพื่อสร้างแบบจำาลองสำาหรับการคัดกรอง
ผู้ป่วยเนื้องอกในสมองด้วยภาพ MRI โดยใช้ ข้อมูลจากเว็บไซต์ www.kaggle.
com ซึ่งได้ถูกรวบรวมโดย  Chakrabarty (2021) จำานวนข้อมูลทั้งหมด 
253 ภาพ และนำามาวเิคราะห์ตามกระบวนการทำาเหมอืงข้อมลู จากนัน้เปรียบ
เทยีบประสทิธภิาพแบบจำาลอง ผลการวจิยัพบวา่ เทคนคิตน้ไมป่้าสุม่ เปน็เทคนคิ
ทีม่คีวามเหมาะสมในการสรา้งแบบจำาลองการพยากรณโ์อกาสเปน็โรคเนือ้งอก
ในสมอง โดยให้ค่าความแม่นยำาสูงที่สุดถึง 76.31% ค่าประสิทธิภาพโดยรวม
เท่ากับ 73.48% ค่าความไวเท่ากับ 70.14% และค่าจำาเพาะเท่ากับ 82.69% 
ซ่ึงผลการวิเคราะห์ข้อมูลในครั้งนี้สามารถนำาไปสร้างเป็นระบบสารสนเทศ
เพื่อใช้สำาหรับการคัดกรองผู้ป่วยเนื้องอกในสมองในอนาคต

Abstract: This research aims to create a model for screening brain 
tumor patients using MRI imaging data from www.kaggle.com. 
The data was gathered by Chakrabarty (2021) with a total of 253 
images. The data was analyzed using the cross-industry standard 
process for data mining, then the performances of the classifi cation 
models were compared. The results showed that random forest 
technique gave the best result for predicting the likelihood of brain 
tumors, with an accuracy of 76.31%. The f-measure was 73.48% 
with a sensitivity of 70.14% and a specifi city of 82.69%. The data 
analysis results could be utilized to develop an information system 
for future patient screenings for brain tumors.
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1. บทนำ�

	 เนื้องอกในสมองเป็นโรคที่พบได้ทุกเพศ 
ทุกวัย ที่มีความรุนแรง เนื่องจากทำ�ให้สมองทำ�งาน
ผิดปกติ อีกทั้งยังทำ�ให้ผู้ป่วยเกิดความพิการและ
มีความเสี่ยงต่อการเสียชีวิต (Bunevicius et al., 
2013; Siegel, Miller & Jemal, 2018) การผ่าตัด
เปดิกะโหลกศีรษะเพ่ือเอาเน้ืองอกออก เป็นการรกัษา
ทีน่ยิมใชก้บัผู้ปว่ยเนือ้งอกสมอง เพือ่เพิม่คณุภาพชวีติ
และลดภาวะแทรกซ้อนแก่ผู้ป่วย ช่วงระยะ 2 - 4 
สปัดาหแ์รกของการพกัฟืน้รา่งกาย อาจต้องเผชญิกบั
ปญัหาและความทกุขท์รมานด้านรา่งกาย เชน่ อาการ
อ่อนล้า นอนไม่หลับ และอาการปวด ด้านจิตใจ เช่น 
เครียด, ซึมเศร้า และวิตกกังวล (Tankumpuan  
et al., 2015; Armstrong, et al., 2016) ตลอดจน
ปัญหาความบกพร่องด้านการรู้คิดท่ีพบได้อย่างน้อย
ร้อยละ 30 ในผู้ป่วยเนื้องอกในสมองภายหลังการ
ผ่าตัด โดยมีสาเหตุมาจากการผ่าตัดได้มีการทำ�ลาย
เนือ้สมองบางสว่น รวมถงึเกดิการบวมของสมองบรเิวณ
โดยรอบตำ�แหน่งที่ผ่าตัด (Johnson et al., 2012) 
ซึ่งความบกพร่องด้านระบบประสาทการรู้คิดทำ�ให้
สูญเสียความตัดสินใจและการปฏิบัติกิจวัตรประจำ�
วัน ความบกพร่องทีเ่กิดจากด้านร่างกาย ผลของการ
ประสบภาวะดังกล่าวทำ�ให้คุณภาพชีวิตไม่ดีในระยะ
สั้นหรืออาจจะเป็นระยะยาว (Bunevicius et al., 
2014; Back et al., 2014) แต่ในปัจจุบันเทคโนโลยี
ทางการแพทย์มีส่วนสำ�คัญในระบบบริการสุขภาพ 
เนือ่งจากเทคโนโลยทีางการแพทยม์กีารเปลีย่นแปลง
และก้าวหน้าอย่างรวดเร็ว โดยมีประสิทธิผลในการ
รักษาสูงขึ้น ลดความเสี่ยงของภาวะแทรกซ้อนท่ี 
เกดิจากการรกัษา ลดระยะเวลาการพกัฟืน้ โดยเฉพาะ 
กลุ่มผู้ป่วยที่มีโรคทางสมอง อาทิ กลุ่มท่ีเกิดภาวะ 
ความผิดปกตขิองเสน้เลอืดในสมอง กลุม่โรคเนือ้งอก
ในสมอง กลุม่โรคมะเรง็ทีก่ระจายจากทีอ่ืน่มาสูส่มอง 
และกลุ่มอาการเกิดการทำ�งานท่ีผิดปกติของสมอง 
ผู้ป่วยกลุ่มโรคทางสมองจากการมีเนื้องอกในสมอง 
และเส้นเลือดผิดปกติในสมองเหล่าน้ี โดยทั่วไปรับ

การรกัษาด้วยวธิกีารผา่ตัด ผลหลังการผ่าตัดอาจเกดิ
อาการข้างเคียงตามมา ไดแ้ก ่มกีารทําลายเนือ้เย่ือใน
สว่นข้างเคียงทีเ่กิดผลในทันทแีละเกิดภายหลงั ทัง้แบบ
ชัว่คราวและถาวร ลักษณะทางพยาธิวิทยาพบได้ตัง้แต่
มกีารบวมของเซลลไ์ปจนถงึการตายของเนือ้เยือ่ ส่งผล
ใหเ้กดิอาการไดห้ลายรปูแบบตัง้แตอ่าการปวดศรีษะ
ชัว่คราวไปจนถึงอาการทางประสาทวทิยา (Srisubat, 
A. et al., 2017) จากปัญหาดังกล่าวผู้วิจัยจึงมีความ
สนใจในการนำ�ทฤษฎกีารจำ�แนกประเภทข้อมลูภาพ
มาคัดกรองผู้ป่วยเนื้องอกในสมองด้วยภาพ MRI ใน
ประเทศไทย เพื่อศึกษาโอกาสการเป็นโรคเนื้องอก
ในสมอง และช่วยให้ทีมแพทย์ได้ทำ�การวางแผนการ
รกัษาจากแพทยผ์ูเ้ชีย่วชาญระบบประสาทและสมอง 
นอกจากนีย้งัสามารถนำ�ผลการวเิคราะห์ทีไ่ดไ้ปพฒันา
เป็นระบบสารสนเทศสำ�หรับการคัดกรองผู้ป่วยเนื้อ
งอกในสมองเบื้องต้นก่อนถึงมือแพทย์เพ่ือลดภาระ
ของแพทย์ในการวินิจฉัยโรคต่อไป

2. วัตถุประสงค์

	 1. เพ่ือสร้างแบบจำ�ลองสำ�หรับการ 
คัดกรองผู้ป่วยเนื้องอกในสมองด้วยภาพ MRI

	 2. เพือ่เปรยีบเทยีบประสทิธภิาพแบบจำ�ลอง
ที่ใช้สำ�หรับการคัดกรองผู้ป่วยเนื้องอกในสมองด้วย
ภาพถ่าย MRI

3. ขอบเขตงานวิจัย

	 งานวจิยันีม้กีารกำ�หนดขอบเขตและขอ้ตกลง
เพื่อสร้างความเข้าใจเบื้องต้น ดังนี้

3.1 ข้อมูลที่ใช้ในการวิจัย

	 ผู้วิจัยได้ใช้ข้อมูลภาพ MRI สำ�หรับนำ�มา 
สรา้งแบบจำ�ลองสำ�หรบัการคัดกรองผูป้ว่ยเน้ืองอกใน
สมองจำ�นวนทัง้หมด 253 ภาพ ซึง่ดาวนโ์หลดไดจ้าก
เวบ็ไซต ์www.kaggle.com ไดข้อ้มลูถกูรวบรวมโดย 
Chakrabarty (2021) ซึง่ถกูจดัเกบ็ในรปูแบบไฟล์ภาพ
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นามสกุล .jpg โดยแบ่งขอ้มลูออกเป็น 2 โฟลเดอร์ คือ 
โฟลเดอร์ No จัดเก็บข้อมูลภาพ MRI ของผู้ที่ไม่เป็น
โรคเนื้องอกในสมอง จำ�นวน 98 ภาพ และโฟลเดอร์ 
Yes จัดเก็บข้อมูลภาพ MRI ของผู้ป่วยที่เป็นโรค 
เนื้องอกในสมอง จำ�นวน 155 ภาพ ซ่ึงชุดข้อมูลน้ี  
Silva (2021) ได้นำ�ข้อมูลภาพ MRI มาศึกษาการ 
ตรวจจับการเป็นเนื้องอกในสมองของผู้ป่วย โดย
ทำ�นายความนา่จะเป็นของภาพทีร่ะบุวา่มโีอกาสเป็น
เนื้องอกในสมองหรือไม่ เทคนิคนี้เรียกว่าการเรียนรู้
แบบถ่ายโอน

3.2 เทคนิคที่ใช้ในงานวิจัย

	 ในงานวิจัยนี้ผู้วิจัยได้เทคนิคการทำ�เหมือง
ขอ้มูลภาพ (Image Mining) เพือ่ทำ�การสร้างตวัแบบ
สำ�หรับการสร้างแบบจําลองการ คัดกรองผู้ป่วยเนื้อ
งอกในสมอง โดยใชเ้ทคนคิการจําแนกประเภทขอ้มลู
ภาพ 3 เทคนคิ ประกอบดว้ย ตน้ไมป้า่สุม่ (Random 
Forest) โครงขา่ย ประสาทเทียม (Neural Network) 
และการเรยีนรูเ้ชงิลกึ (Deep Learning) โดยการทดสอบ 
ประสิทธิภาพของการจําแนกประเภทข้อมูลภาพ  
MRI ใช้ คา่ความแมน่ยำ� (Accuracy) คา่ประสทิธภิาพ
โดยรวม (F-measure) ค่าความไว (Sensitivity) และ
ค่าจําเพาะ (Specificity) 

3.3 โปรแกรมที่ใช้สำ�หรับงานวิจัย

	 ผู้วิจัยใช้โปรแกรม RapidMiner Studio 
Version 10 เพื่อใช้สำ�หรับการเตรียมข้อมูลใน
การวิเคราะห์และการสร้างแบบจำ�ลองสำ�หรับการ 
คัดกรองผู้ป่วยที่มีโอกาสเป็นโรคเนื้องอกในสมอง  
รวมไปถึงการเปรียบเทียบแบบจําลองท่ีใช้สำ�หรับ 
การคัดกรองผู้ป่วยเนื้องอกในสมองในครั้งนี้

4. แนวคิดและทฤษฎีที่เกี่ยวข้อง

4.1 เนื้องอกในสมอง (Brain Tumor)

	 เนื้องอกในสมองเป็นเนื้อเยื่อที่เจริญเติบโต
แบบผิดปกติในเซลล์สมอง จนไปกระทบการทำ�งาน

ของสมองและระบบประสาท เนือ้งอกในสมองสามารถ
แบ่งออกได้เป็นเน้ืองอกแบบธรรมดาและเน้ืองอกแบบ
เนื้อร้าย โดยส่วนใหญ่มักจะไม่ทราบสาเหตุท่ีแน่ชัด
ของการกำ�เนิดเนื้องอก ผู้ป่วยบางรายอาจพบว่ามี
ปจัจยัเสีย่งหรือสาเหตทุีพ่บในกรรมพนัธ์ุ อาการเตอืน
ของเนือ้งอกในสมอง ไดแ้ก ่อาการทีเ่กดิจากเนือ้งอก 
ท่ีลุกลามไปยังพื้นท่ีบริเวณสมองส่งผลทำ�ให้ระดับ 
ความดันของสมองสูงมากขึ้น ผู้ป่วยจะมีอาการปวด
บริเวณศีรษะอย่างมาก ตาพร่า อาเจียน เห็นภาพ
ซ้อนและอาการที่เกิดจากเน้ืองอกไปกดทับบริเวณ 
เส้นระบบประสาทในบางจุด อาทิ เน้ืองอกเกิดใน
บริเวณใกล้เส้นระบบประสาทที่ทำ�งานควบคุมแขน 
ขา จะให้ผูป้ว่ยเกดิอาการแขนขาอ่อนแรง ใบหนา้เบีย้ว 
ชา มีความผิดปกติของการมองเห็น สืบเนื่องมาจาก
ถกูเนือ้งอกมากดทับบริเวณเสน้ระบบประสาทของตา  
เทคนิคการตรวจวินิจฉัยในการหาความผิดปกติของ
เนื้องอกในสมอง สามารถทำ�ได้โดยการตรวจด้วย
คลื่นแม่เหล็กไฟฟ้า หรือเรียกว่า MRI ซึ่งเป็นเทคนิค
ทีท่ำ�ใหก้ารตรวจวนิจิฉยัมคีวามแมน่ยำ� และวางแผน
การรักษาผู้ก่อนที่จะมีลุกลามของเนื้องอก (Sikarin, 
2022) เช่นเดียวกับงานวิจัยของ Raza (2021) ที่มี
การศกึษาการประมวลผลการวนิจิฉยัลว่งหนา้โดยการ
จำ�แนกภาพ MRI สำ�หรับการคัดกรองผู้ป่วยเนื้องอก 

4.2 การจำ�แนกประเภทข้อมูลภาพ 
(Image Classification)

	 การจำ�แนกประเภทข้อมูลภาพเป็นการ
ประมวลผลในทางสถติ ิเพ่ือแยกขอ้มูลจดุภาพท้ังหมด
ที่ประกอบเป็นพ้ืนท่ีศึกษาออกเป็นกลุ่มย่อย โดยใช้
ลกัษณะทางสถติเิปน็ตวักำ�หนดความแตกตา่งระหวา่ง
กลุ่มจุดภาพ โดยจุดภาพที่ถูกจัดให้อยู่กลุ่มเดียวกัน
จะมีลักษณะทางสถิติเฉพาะกลุ่มเป็นไปในทิศทาง
เดียวกัน แต่ละกลุ่มจุดภาพที่จำ�แนกได้นั้นจะแสดง
ถงึสิง่ปกคลุมพื้นดนิประเภทใดประเภทหนึง่แตกตา่ง
กันไป โดยมีวัตถุประสงค์เพื่อหาคำ�ตอบว่าภาพนั้น 
คืออะไร ซ่ึงการจำ�แนกประเภทข้อมูลภาพนี้มี 
หลายแบบ ซึง่ทำ�ไดด้ว้ยการสรา้งโมเดลขึน้มา โดยใช้
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ขอ้มลูภาพที่มีการจำาแนกประเภทแล้ว เชน่ ภาพของ
สัตว์ ภาพของพืช หรือภาพของอวกาศ การจำาแนก
ประเภทข้อมูลภาพนี้มักใช้ในการประมวลผลภาพ
อัตโนมัติ เช่น การค้นหาภาพ การจัดเก็บภาพ หรือ
การแสดงผลภาพอตัโนมตั ิการจำาแนกประเภทขอ้มลู
ภาพน้ันมีการจำาแนกประเภทข้อมูลภาพที่มีการใช้
งานอย่างแพร่หลาย เช่น การค้นหาภาพจากกล้อง
ถ่ายรูปของโทรศัพท์มือถือ การจัดเก็บภาพอัตโนมัติ
ในคลังภาพ หรือการแสดงผลภาพอัตโนมัติในหน้า
เวบ็ไซต์ นอกจากนีย้งัมีการใช้งานการจำาแนกประเภท
ข้อมูลภาพในงานวิจัยด้านปัญญาประดิษฐ์ เช่น การ
จำาแนกประเภทของภาพของผู้ใช้งานในเว็บไซต์ 
หรือการจำาแนกประเภทของภาพประกอบบทความใน
หนังสือพิมพ์ เป็นต้น ซึ่งเทคนิคการจำาแนกประเภท
ขอ้มลูภาพท่ีนยิมใช ้ประกอบดว้ย  1) เทคนคิ Random 
Forest เช่นเดียวกันกับของ Yang et al. (2017) 
ได้ทำาการวิจัยการจำาแนกภาพ MRI ที่ใช้ในการรักษา
ผู้ป่วยโรคมะเร็งด้วยรังสีโดยใช้เทคนิคต้นไม้ป่าสุ่ม 
เพ่ือหาคณุลกัษณะทางกายวภิาคเฉพาะของผูป้ว่ยและ
นำามาใช้เป็นลายเซ็นสำาหรับแต่ละ voxel คุณสมบัติ
ที่มีประสิทธิภาพและให้ข้อมูลมากที่สุดจะถูกระบุ

โดยใช้การเลือกคุณสมบัติ เพื่อประเมินผลการรักษา 
ของผู้ป่วยรายใหม่ โดยใช้เทคนิคต้นไม้ป่าสุ่มในการ
จำาแนกประเภทรูปภาพเช่นกัน 2) เทคนิค Deep 
Learning โดยมี Cai, Gao, & Zhao (2020)  ได้
ทำาการวิจยัการจำาแนกและการแบ่งภาพทางการแพทย ์
โดยขอ้มลูทางการแพทยส์ว่นใหญป่ระกอบดว้ยขอ้มูล
เวชระเบยีนอเิลก็ทรอนกิส ์ขอ้มลูภาพทางการแพทย ์
ขอ้มลูยนี ฯลฯ  โดยใชเ้ทคนคิ Deep Learning ในการ
จำาแนกประเภทรูปภาพเช่นกัน 3) เทคนิค Neural 
Network ซึ่งงานของ Mehdy et al., (2017) ได้
ทำาการวิจัยการจำาแนกรูปภาพเพ่ือตรวจหามะเร็ง
เตา้นมในระยะเริม่ตน้ โดยใช้เทคนคิ Neural Network 
ในการจำาแนกประเภทรูปภาพเช่นกัน

5. วิธีดำ�เนินง�นวิจัย

 งานวิจัยสำาหรับการสร้างแบบจำาลองและ
การเปรยีบเทยีบประสทิธิภาพของแบบจำาลองสำาหรบั
การคัดกรองผู้ป่วยเนื้องอกในสมองด้วยภาพ MRI 
ใช้เทคนิคจำาแนกประเภทข้อมูลภาพโดยการทำา
เหมืองข้อมูล โดยมีข้ันตอนการดำาเนินงาน
ดังภาพประกอบ 1

5 

 
ภาพประกอบ 1  แสดงวธิดีาํเนินงานวจิยั 

 

                ผู้วจิยัไดนํ้าขอ้มูลมาวเิคราะห์ตามขัน้ตอนการจําแนกขอ้มูลภาพ (Cross-Industry Standard Process for Data Mining: CRISP-DM) 

ดงัแสดงในภาพประกอบ 2 เช่นเดยีวกบังานวจิยัพยากรณ์การเกดิโรคหลอดเลอืดในสมอง สําหรบัการแบ่งกลุ่มผูป่้วยโรคหลอดเลอืดในสมองโดย

อ้างองิตามกระบวนการมาตรฐานในการทาํเหมอืงขอ้มลู (CRISP-DM) เช่นกนั (Kumjit et al., 2022) ในการสรา้งแบบจําลองเพือ่คดักรองผูป่้วยทีม่ ี

โอกาสการเป็นเนื้องอกในสมอง และทาํการทดสอบประสทิธภิาพของแบบจาํลอง โดยมขี ัน้ตอนการวเิคราะหข์อ้มลูทัง้ 6 ข ัน้ตอน ดงันี้ 

 

ภาพประกอบ 2  แสดงขัน้ตอนการทาํเหมอืงขอ้มลู (CRISP-DM) 

 

ภ�พประกอบ 1 แสดงวิธีดำาเนินงานวิจัย
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	 ผู้วิจัยได้นำ�ข้อมูลมาวิเคราะห์ตามข้ันตอน
การจำ�แนกข้อมูลภาพ (Cross-Industry Standard 
Process for Data Mining: CRISP-DM) ดังแสดงใน
ภาพประกอบ 2 เช่นเดียวกบังานวิจยัพยากรณ์การเกดิ
โรคหลอดเลือดในสมอง สำ�หรับการแบ่งกลุ่มผู้ป่วย
โรคหลอดเลือดในสมองโดยอ้างอิงตามกระบวนการ
มาตรฐานในการทำ�เหมืองข้อมูล (CRISP-DM) เช่น
กัน (Kumjit et al., 2022) ในการสร้างแบบจำ�ลอง
เพือ่คดักรองผูป้ว่ยทีม่โีอกาสการเปน็เนือ้งอกในสมอง 
และทำ�การทดสอบประสิทธิภาพของแบบจำ�ลอง  
โดยมีขั้นตอนการวิเคราะห์ข้อมูลทั้ง 6 ขั้นตอน  
ดังนี้

5.1 ขั้นตอนการทำ�ความเข้าใจปัญหา 
(Business Understanding)

	 ผู้วิจัยจัดทำ�งานวิจัยน้ีขึ้นมาเพื่อศึกษาการ
คัดกรองผู้ป่วยเนื้องอกในสมองจากภาพ MRI โดย
การเปรยีบเทียบประสทิธภิาพของเทคนคิเหมอืงขอ้มลู
สำ�หรบัการจำ�แนกประเภทขอ้มลูภาพ โดยพจิารณาวา่
เทคนิคใดที่มีความเหมาะสมในการสร้างแบบจำ�ลอง
ในการคัดกรองผู้ป่วยที่จะเกิดโอกาสการเป็นโรคเนื้อ
งอกในสมอง

5.2 การทำ�ความเข้าใจเกี่ยวกับข้อมูล 
(Data Understanding)

	 ผู้วิจัยได้ศกึษาและพบว่า มีพบผู้ปว่ยโรคเน้ือ
งอกในสมองจำ�นวนมาก ส่งผลใหแ้พทยไ์ม่เพยีงพอตอ่
การรักษาผู้ป่วยโรคเนื้องานในสมอง ผู้วิจัยต้องการ
พฒันาซอฟตแ์วรท่ี์เปน็ทางเลือกใหก้บัแพทย์ในการคดั
กรองผูป้ว่ยเนือ้งอกในสมองเบือ้งตน้ ด้วยการพจิารณา
จากภาพ MRI สำ�หรับการคัดกรองผู้ปว่ยโรคเนือ้งอก
ในสมอง แหล่งข้อมูลผู้วิจัยได้เก็บรวบรวมข้อมูลจาก
เวบ็ไซต ์www.kaggle.com ซึง่ขอ้มลูถกูเผยแพรโ่ดย 
Chakrabarty (2021) ซึง่เปน็ชดุขอ้มลูจรงิของผูป้ว่ย
เนื้องอกในสมอง ทั้งหมด 253 ภาพ โดยจัดแบ่งเป็น 
2 กลุ่ม ได้แก่ กลุ่มที่ป่วยเป็นโรคเนื้องอกในสมอง 
จำ�นวน 98 ภาพ และกลุม่ของผูท้ีไ่มไ่ดเ้ปน็เนือ้งอกใน
สมอง จำ�นวน 155 ภาพ ซึ่งขนาดภาพ MRI มีขนาด 
630x630 พิกเซล โดยมีความละเอียดภาพอยู่ที่ 97 
dpi และถูกจัดเก็บในรูปแบบไฟล์ภาพนามสกุล .jpg 
และนำ�ไปใช้สำ�หรับการวิเคราะห์ข้อมูลต่อไป

ภาพประกอบ 2 แสดงขั้นตอนการทำ�เหมืองข้อมูล (CRISP-DM)
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6 

5.1 ขัน้ตอนการทาํความเข้าใจปัญหา (Business Understanding) 

 ผูว้จิยัจดัทาํงานวจิยันี้ข ึน้มาเพือ่ศกึษาการคดักรองผูป่้วยเนื้องอกในสมองจากภาพ MRI โดยการเปรยีบเทยีบประสทิธภิาพของเทคนิค

เหมอืงขอ้มลูสาํหรบัการจาํแนกประเภทขอ้มลูภาพ โดยพจิารณาว่าเทคนิคใดทีม่คีวามเหมาะสมในการสรา้งแบบจาํลองในการคดักรองผูป่้วยทีจ่ะเกดิ

โอกาสการเป็นโรคเนื้องอกในสมอง 

5.2 การทาํความเข้าใจเก่ียวกบัข้อมลู (Data Understanding) 

 ผูว้จิยัไดศ้กึษาและพบว่า มพีบผูป่้วยโรคเนื้องอกในสมองจาํนวนมาก ส่งผลใหแ้พทยไ์มเ่พยีงพอต่อการรกัษาผูป่้วยโรคเนื้องานในสมอง 

ผูว้จิยัตอ้งการพฒันาซอฟตแ์วรท์ีเ่ป็นทางเลอืกใหก้บัแพทย์ในการคดักรองผูป่้วยเนื้องอกในสมองเบือ้งตน้ ดว้ยการพจิารณาจากภาพ MRI สําหรบั

การคัดกรองผู้ป่วยโรคเนื้องอกในสมอง แหล่งข้อมูลผู้ว ิจ ัยได้เก็บรวบรวมข้อมูลจากเว็บไซต์ www.kaggle.com ซึ่งข้อมูลถูกเผยแพร่โดย 

Chakrabarty (2021) ซึง่เป็นชุดขอ้มลูจรงิของผูป่้วยเนื้องอกในสมอง ทัง้หมด 253 ภาพ โดยจดัแบ่งเป็น 2 กลุ่ม ไดแ้ก่ กลุ่มทีป่่วยเป็นโรคเนื้องอกใน

สมอง จํานวน 98 ภาพ และกลุ่มของผูท้ี่ไม่ได้เป็นเนื้องอกในสมอง จํานวน 155 ภาพ ซึ่งขนาดภาพ MRI มขีนาด 630x630 พกิเซล โดยมคีวาม

ละเอยีดภาพอยู่ที ่97 dpi และถูกจดัเกบ็ในรปูแบบไฟลภ์าพนามสกุล .jpg และนําไปใชส้าํหรบัการวเิคราะหข์อ้มลูต่อไป 

5.3 การเตรียมข้อมลู (Data Preparation) 

ผูว้จิยัไดนํ้าเขา้ขอ้มลูภาพ MRI มาทาํการเตรยีมขอ้มลูใหอ้ยู่ในรปูแบบขอ้มลูทีม่โีครงสรา้งก่อนการวเิคราะหด์ว้ยโปรแกรม RapidMiner 

Studio และทําการสร้างแบบจําลองสําหรบัคดักรองผู้ป่วยเนื้องอกในสมองด้วยเทคนิคการทําเหมอืงขอ้มูลภาพ โดยผู้วจิยัทําการเกบ็ภาพไว้ใน

โฟลเดอร์ No เพื่อจดัเกบ็ขอ้มลูภาพ MRI ของผูท้ีไ่ม่เป็นโรคเนื้องอกในสมอง จํานวน 98 ภาพ และโฟลเดอร ์Yes เพื่อจดัเกบ็ขอ้มลูภาพ MRI ของ

ผูป่้วยทีเ่ป็นโรคเนื้องอกในสมอง จาํนวน 155 ภาพ โดยภาพ MRI ทุกภาพจะมขีนาดรปูภาพ 630x630 พกิเซล และมคีวามละเอยีดภาพอยู่ที ่97 dpi 

ทัง้ 2 โฟลเดอร ์โดยไมม่กีารปรบัขนาดของภาพในการจาํลองโมเดล ตวัอย่างภาพ MRI แสดงดงัภาพประกอบ 3 
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ภาพประกอบ 3 ตวัอย่างขอ้มลูภาพ MRI ทีนํ่ามาใชใ้นการวเิคราะห ์โดยเป็นภาพ MRI ของผูป่้วย (a) ทีม่เีน้ืองอกในสมอง และ (b) ไมม่เีน้ืองอกในสมอง 

   
 

ภาพ MRI ของผูป่้วยท่ีไม่มีเน้ืองอกในสมอง 

  
 

ภาพ MRI ของผูป่้วยท่ีมีเน้ืองอกในสมอง 

5.3 การเตรียมข้อมูล (Data  
Preparation)

	 ผู้วิจัยได้นำ�เข้าข้อมูลภาพ MRI มาทำ�การ
เตรยีมขอ้มลูใหอ้ยูใ่นรปูแบบข้อมลูทีม่โีครงสรา้งก่อน
การวิเคราะห์ด้วยโปรแกรม RapidMiner Studio 
และทำ�การสร้างแบบจำ�ลองสำ�หรับคัดกรองผู้ป่วย
เนือ้งอกในสมองดว้ยเทคนคิการทำ�เหมอืงขอ้มลูภาพ 
โดยผู้วิจัยทำ�การเก็บภาพไว้ในโฟลเดอร์ No เพื่อจัด
เก็บข้อมูลภาพ MRI ของผู้ท่ีไม่เป็นโรคเน้ืองอกใน
สมอง จำ�นวน 98 ภาพ และโฟลเดอร์ Yes เพื่อจัด
เก็บข้อมูลภาพ MRI ของผู้ป่วยที่เป็นโรคเนื้องอกใน
สมอง จำ�นวน 155 ภาพ โดยภาพ MRI ทุกภาพจะมี
ขนาดรปูภาพ 630x630 พกิเซล และมคีวามละเอยีด
ภาพอยู่ที่ 97 dpi ทั้ง 2 โฟลเดอร์ โดยไม่มีการปรับ
ขนาดของภาพในการจำ�ลองโมเดล ตวัอยา่งภาพ MRI 
แสดงดังภาพประกอบ 3

	 จากนั้นแปลงข้อมูลอยู่ในรูปแบบข้อมูล
โครงสร้าง (Structured Data) สำ�หรับงานวิจัยนี้ 
ผูว้จิยัไดใ้ชก้ารแยกคณุลกัษณะโดยธรรมชาต ิสำ�หรบั
การทำ�เหมอืงรปูภาพในระดบัสากล (Global Level) 
เพ่ือแยกคุณสมบัติส่วนกลางออกจากรูปภาพ และ 
บ่งบอกถึงความแตกต่างของภาพ ซ่ึงเหมาะสำ�หรับ
การจำ�แนกประเภทของภาพและการกำ�หนดคณุสมบตัิ
ของภาพโดยรวม การคำ�นวณค่าต่างๆ 

5.3.1 กำ�หนดค่าสถิติของรูปภาพ 

	 ใน Global statistics ท่ีนำ�ไปใช้สำ�หรับ
การจำ�แนกประเภทข้อมูลภาพ โดยใช้ 8 ค่า ได้แก่  
คา่เฉลีย่ (Mean) คา่มธัยฐาน (Median) คา่ความโดง่ 
(Kurtosis) คา่จดุสงูสดุ (Peak) สว่นเบีย่งเบนมาตรฐาน 
(Standard Deviation) ค่าความเบ้ (Skewness)  
ค่าสเีทาข้ันต่ำ� (Min Gray Value) และค่าสเีทาสงูสดุ 
(Max Gray Value) แสดงดังตาราง 1

(a)

(b)

ภาพประกอบ 3 ตัวอย่างข้อมูลภาพ MRI ที่นำ�มาใช้ในการวิเคราะห์ โดยเป็นภาพ MRI ของผู้ป่วย  
(a) ที่มีเนื้องอกในสมอง และ (b) ไม่มีเนื้องอกในสมอง
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5.1 ขัน้ตอนการทาํความเข้าใจปัญหา (Business Understanding) 

 ผูว้จิยัจดัทาํงานวจิยันี้ข ึน้มาเพือ่ศกึษาการคดักรองผูป่้วยเนื้องอกในสมองจากภาพ MRI โดยการเปรยีบเทยีบประสทิธภิาพของเทคนิค

เหมอืงขอ้มลูสาํหรบัการจาํแนกประเภทขอ้มลูภาพ โดยพจิารณาว่าเทคนิคใดทีม่คีวามเหมาะสมในการสรา้งแบบจาํลองในการคดักรองผูป่้วยทีจ่ะเกดิ

โอกาสการเป็นโรคเนื้องอกในสมอง 

5.2 การทาํความเข้าใจเก่ียวกบัข้อมลู (Data Understanding) 

 ผูว้จิยัไดศ้กึษาและพบว่า มพีบผูป่้วยโรคเนื้องอกในสมองจาํนวนมาก ส่งผลใหแ้พทยไ์มเ่พยีงพอต่อการรกัษาผูป่้วยโรคเนื้องานในสมอง 

ผูว้จิยัตอ้งการพฒันาซอฟตแ์วรท์ีเ่ป็นทางเลอืกใหก้บัแพทย์ในการคดักรองผูป่้วยเนื้องอกในสมองเบือ้งตน้ ดว้ยการพจิารณาจากภาพ MRI สําหรบั

การคัดกรองผู้ป่วยโรคเนื้องอกในสมอง แหล่งข้อมูลผู้ว ิจ ัยได้เก็บรวบรวมข้อมูลจากเว็บไซต์ www.kaggle.com ซึ่งข้อมูลถูกเผยแพร่โดย 

Chakrabarty (2021) ซึง่เป็นชุดขอ้มลูจรงิของผูป่้วยเนื้องอกในสมอง ทัง้หมด 253 ภาพ โดยจดัแบ่งเป็น 2 กลุ่ม ไดแ้ก่ กลุ่มทีป่่วยเป็นโรคเนื้องอกใน

สมอง จํานวน 98 ภาพ และกลุ่มของผูท้ี่ไม่ได้เป็นเนื้องอกในสมอง จํานวน 155 ภาพ ซึ่งขนาดภาพ MRI มขีนาด 630x630 พกิเซล โดยมคีวาม

ละเอยีดภาพอยู่ที ่97 dpi และถูกจดัเกบ็ในรปูแบบไฟลภ์าพนามสกุล .jpg และนําไปใชส้าํหรบัการวเิคราะหข์อ้มลูต่อไป 

5.3 การเตรียมข้อมลู (Data Preparation) 

ผูว้จิยัไดนํ้าเขา้ขอ้มลูภาพ MRI มาทาํการเตรยีมขอ้มลูใหอ้ยู่ในรปูแบบขอ้มลูทีม่โีครงสรา้งก่อนการวเิคราะหด์ว้ยโปรแกรม RapidMiner 

Studio และทําการสร้างแบบจําลองสําหรบัคดักรองผู้ป่วยเนื้องอกในสมองด้วยเทคนิคการทําเหมอืงขอ้มูลภาพ โดยผู้วจิยัทําการเกบ็ภาพไว้ใน

โฟลเดอร์ No เพื่อจดัเกบ็ขอ้มลูภาพ MRI ของผูท้ีไ่ม่เป็นโรคเนื้องอกในสมอง จํานวน 98 ภาพ และโฟลเดอร ์Yes เพื่อจดัเกบ็ขอ้มลูภาพ MRI ของ

ผูป่้วยทีเ่ป็นโรคเนื้องอกในสมอง จาํนวน 155 ภาพ โดยภาพ MRI ทุกภาพจะมขีนาดรปูภาพ 630x630 พกิเซล และมคีวามละเอยีดภาพอยู่ที ่97 dpi 

ทัง้ 2 โฟลเดอร ์โดยไมม่กีารปรบัขนาดของภาพในการจาํลองโมเดล ตวัอย่างภาพ MRI แสดงดงัภาพประกอบ 3 

 

 

 

 

(a) 

(b) 

ภาพประกอบ 3 ตวัอย่างขอ้มลูภาพ MRI ทีนํ่ามาใชใ้นการวเิคราะห ์โดยเป็นภาพ MRI ของผูป่้วย (a) ทีม่เีน้ืองอกในสมอง และ (b) ไมม่เีน้ืองอกในสมอง 

   
 

ภาพ MRI ของผูป่้วยท่ีไม่มีเน้ืองอกในสมอง 

  
 

ภาพ MRI ของผูป่้วยท่ีมีเน้ืองอกในสมอง 
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5.4 ก�รสร้�งแบบจำ�ลอง (Modeling)

 ข้ันตอนการสร้างแบบจำาลองในเปรียบเทียบ
ประสทิธภิาพของเทคนคิการจำาแนกประเภทข้อมูลภาพ 
3 เทคนิคเพ่ือสร้างแบบจำาลองสำาหรับการคัดกรอง
ผูป้ว่ยเนือ้งอกในสมองด้วยภาพ MRI โดยใชโ้ปรแกรม 
RapidMiner Version 10 (Sukprasert, 2021) 
ประกอบด้วย 1) เทคนิค Random Forest โดย
กำาหนดพารามิเตอร์ของเทคนิค Random Forest 

เทา่กบั 100 ตน้ Maximal depth เทา่กบั 10 เทคนคิ 
2) Deep Learning กำาหนดค่า Hidden layer sizes 
เท่ากับ 50 ค่า Epsilon เท่ากับ 1.0E-8 และค่า Rho 
เท่ากับ 0.99 และ 3) เทคนิค Neural Network 
กำาหนดค่า Hidden เท่ากับ 4 ค่า Training cycles 
เท่ากับ 200 ค่า Learning rate เท่ากับ 0.01 และ
คา่ Momentum เทา่กบั 0.9 ตวัอยา่งการกำาหนดค่า
ในโปรแกรม RapidMiner แสดงดังภาพประกอบ 4
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ภาพประกอบ 4  การสรา้งแบบจาํลองและเปรยีบเทยีบประสทิธภิาพของแบบจาํลองโดยใชโ้ปรแกรม RapidMiner Studio 

 
 

5.4.1 เทคนิคต้นไม้ป่าสุ่ม (Random Forest) 

   เทคนิคตน้ไมป่้าสุ่ม เป็นเทคนิคประเภทหนึ่งของเทคนิคตน้ไมต้ดัสนิใจทีม่ลีกัษณะแบบ Unpruned หรอื Regression Trees ซึง่ถกูสรา้ง

จากการนําข้อมูลไปสุ่มเลือกตัวอย่างข้อมูล หลักการของเทคนิค Random Forest คือ สร้างแบบจําลองจากเทคนิคต้นไม้ตัดสินใจหลาย ๆ 

แบบจําลอง (ตัง้แต่ 10 แบบจําลอง ถงึ มากกว่า 1,000 แบบจําลอง) โดยแต่ละแบบจําลองจะไดร้บัชุดขอ้มลูไม่เหมอืนกนั ซึ่งเป็นขอ้มลูย่อยของชดุ

ขอ้มลูทัง้หมด เทคนิคต้นไมต้ดัสนิใจทําการพยากรณ์และคํานวณผลการพยากรณ์ดว้ยการ Vote output ทีถู่กเลอืกเทคนิคต้นไมต้ดัสนิใจมากทีสุ่ด 

หรอืหาค่า Mean จากผลของแต่ละเทคนิคตน้ไมต้ดัสนิใจ แบบจาํลองใน Random Forest ถอืว่าเป็นตวัแบบทีเ่ป็นเทคนิคของการเรยีนรูโ้ดยใชข้อ้มลู

จํานวนมากของแบบจําลองทีไ่ม่สมบูรณ์ แต่ถ้าหากนําเทคนิคต้นไมต้ดัสนิใจทําการพยากรณ์ร่วมกนัจะไดแ้บบจําลองรวมทีม่คีวามสมบูรณ์มากขึน้ 

และมคีวามแม่นกว่าเทคนิคตน้ไมต้ดัสนิใจทีท่าํการพยากรณ์แบบเดีย่ว (Sukprasert, 2021) ภาพการทํางานของเทคนิค Random Forest แสดง

ดงัภาพประกอบ 5 

 

 

ภาพประกอบ 5  การทาํงานของเทคนิคตน้ไมป่้าสุ่ม 

 

 

5.4.2 เทคนิคโครงข่ายประสาทเทียม (Artificial Neural Network)  

   โครงข่ายประสาทเทยีม เป็นโมเดลทางคณิตศาสตร์ ที่ประมวลผลสารสนเทศดว้ยการคํานวณ เพื่อจําลองการทํางานของเครอืข่าย

ประสาทในสมองมนุษย ์ดว้ยวตัถุประสงคท์ีจ่ะสรา้งเครือ่งมอืซึง่มคีวามสามารถในการเรยีนรู ้การจดจาํแบบรปู และการทาํนายอนาคต แนวคดิเริม่ตน้

 Dataset 

Decision Tree-1 

 

Decision Tree-2 

 

Decision Tree-3 

 

 

Result-1 

 

Result-2 

 
Result-3 

 
Majority Voting /Averaging 

 

Final Result 

 

ต�ร�ง 1 ตัวอย่างข้อมูลรูปภาพ MRI ที่ถูกแปลงให้อยู่ในรูปแบบของข้อมูลที่มีโครงสร้าง (Structured 
Data)

Row 
No.

 Label KURTOSIS Max 
Gray 
Value

Mean Median Minimum 
Gray

Peak 
Relative 
count

Peak Skewness Standard 
Deviation

1 yes -0.801 255 75.786 79 0 0.083 3 0.507 69.476

2 yes -0.692 255 109.886 121 11 0.127 27 0.272 64.421

3 yes 3.124 255 51.240 54 0 0.158 2 1.560 57.128

4 yes 0.011 255 74.948 84 0 0.043 12 0.498 53.143

5 yes -0.382 255 108.255 115 3 0.020 21 0.433 66.249

6 no 4.190 255 26.370 3 0 0.191 0 1.689 35.174

7 no 2.107 255 35.414 32 0 0.314 0 1.245 38.074

8 no 3.237 255 43.916 44 0 0.121 3 1.494 42.579

9 no -1.425 139 46.699 47 0 0.259 0 0.160 40.330

10 no -0.504 255 47.028 30 0 0.399 1 0.601 48.261

ภ�พประกอบ 4 การสร้างแบบจำาลองและเปรียบเทียบประสิทธิภาพของแบบจำาลอง
โดยใช้โปรแกรม RapidMiner Studio
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5.4.1 เทคนิคต้นไม้ป�สุ่ม (Random 
Forest)

 เทคนคิตน้ไมป้า่สุม่ เปน็เทคนคิประเภทหนึง่
ของเทคนคิตน้ไมต้ดัสนิใจทีม่ลีกัษณะแบบ Unpruned 
หรือ Regression Trees ซึ่งถูกสร้างจากการนำา
ขอ้มลูไปสุม่เลอืกตวัอยา่งขอ้มลู หลกัการของเทคนคิ 
Random Forest คือ สร้างแบบจำาลองจากเทคนิค
ต้นไม้ตัดสินใจหลายๆ แบบจำาลอง (ตั้งแต่ 10 แบบ
จำาลอง ถึง มากกว่า 1,000 แบบจำาลอง) โดยแต่ละ
แบบจำาลองจะได้รับชุดข้อมูลไม่เหมือนกัน ซึ่งเป็น
ข้อมลูยอ่ยของชดุขอ้มลูทัง้หมด เทคนคิตน้ไมต้ดัสินใจ
ทำาการพยากรณ์และคำานวณผลการพยากรณ์ด้วย
การ Vote output ที่ถูกเลือกเทคนิคต้นไม้ตัดสินใจ
มากทีส่ดุ หรอืหาคา่ Mean จากผลของแตล่ะเทคนิค
ตน้ไมต้ดัสนิใจ แบบจำาลองใน Random Forest ถอืวา่
เป็นตัวแบบที่เป็นเทคนิคของการเรียนรู้โดยใช้ข้อมูล
จำานวนมากของแบบจำาลองที่ไม่สมบูรณ์ แต่ถ้าหาก
นำาเทคนิคต้นไม้ตัดสินใจทำาการพยากรณ์ร่วมกันจะ
ได้แบบจำาลองรวมท่ีมีความสมบูรณ์มากข้ึน และมี
ความแมน่กวา่เทคนคิตน้ไมต้ดัสนิใจทีท่ำาการพยากรณ์
แบบเดี่ยว (Sukprasert, 2021) ภาพการทำางานของ
เทคนิค Random Forest แสดงดังภาพประกอบ 5

5.4.2 เทคนิคโครงข่�ยประส�ทเทียม 
(Artifi cial Neural Network) 

 โครงข่ายประสาทเทียม เป็นโมเดลทาง
คณติศาสตร ์ทีป่ระมวลผลสารสนเทศดว้ยการคำานวณ 
เพือ่จำาลองการทำางานของเครอืขา่ยประสาทในสมอง
มนษุย ์ดว้ยวตัถปุระสงคที์จ่ะสรา้งเคร่ืองมือซึง่มคีวาม
สามารถในการเรียนรู้ การจดจำาแบบรูป และการ
ทำานายอนาคต แนวคดิเริม่ตน้ของเทคนคินีไ้ดม้าจาก
การศกึษาขา่ยงานไฟฟา้ในสมองชวีภาพ (Bioelectric 
Network) จะประกอบด้วยเชลล์ประสาทหรือ 
“นิวรอน” (Neurons) และจุดประสานประสาท 
(Synapses) แตล่ะเซลลป์ระสาทประกอบดว้ยปลาย
ในการรับกระแสประสาท เรียกว่า “เดนไดรท์” 
(Dendrite) ซึง่เปน็ Input และปลายในการสง่กระแส
ประสาทเรียกว่า “แอคซอน” (Axon) เป็นเหมือน 
Output ของเซลล์ เซลล์เหล่านี้ทำางานด้วยปฏิกิริยา
ไฟฟ้าเคมี (Sukprasert, 2021) ภาพการทำางาน
ของเทคนิคโครงข่ายประสาทเทียมแสดงดัง
ภาพประกอบ 6
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ภาพประกอบ 4  การสรา้งแบบจาํลองและเปรยีบเทยีบประสทิธภิาพของแบบจาํลองโดยใชโ้ปรแกรม RapidMiner Studio 
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จํานวนมากของแบบจําลองทีไ่ม่สมบูรณ์ แต่ถ้าหากนําเทคนิคต้นไมต้ดัสนิใจทําการพยากรณ์ร่วมกนัจะไดแ้บบจําลองรวมทีม่คีวามสมบูรณ์มากขึน้ 

และมคีวามแม่นกว่าเทคนิคตน้ไมต้ดัสนิใจทีท่าํการพยากรณ์แบบเดีย่ว (Sukprasert, 2021) ภาพการทํางานของเทคนิค Random Forest แสดง
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ภาพประกอบ 5  การทาํงานของเทคนิคตน้ไมป่้าสุ่ม 

 

 

5.4.2 เทคนิคโครงข่ายประสาทเทียม (Artificial Neural Network)  

   โครงข่ายประสาทเทยีม เป็นโมเดลทางคณิตศาสตร์ ที่ประมวลผลสารสนเทศดว้ยการคํานวณ เพื่อจําลองการทํางานของเครอืข่าย

ประสาทในสมองมนุษย ์ดว้ยวตัถุประสงคท์ีจ่ะสรา้งเครือ่งมอืซึง่มคีวามสามารถในการเรยีนรู ้การจดจาํแบบรปู และการทาํนายอนาคต แนวคดิเริม่ตน้

 Dataset 

Decision Tree-1 

 

Decision Tree-2 

 

Decision Tree-3 

 

 

Result-1 

 

Result-2 

 
Result-3 

 
Majority Voting /Averaging 

 

Final Result 

 ภ�พประกอบ 5 การทำางานของเทคนิคต้นไม้ป่าสุ่ม
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ของเทคนิคนี้ไดม้าจากการศกึษาข่ายงานไฟฟ้าในสมองชวีภาพ (Bioelectric Network) จะประกอบดว้ยเชลลป์ระสาทหรอื "นิวรอน" (Neurons) และ

จุดประสานประสาท (Synapses) แต่ละเซลลป์ระสาทประกอบดว้ยปลายในการรบักระแสประสาท เรยีกว่า "เดนไดรท"์ (Dendrite) ซึง่เป็น Input และ

ปลายในการส่งกระแสประสาทเรยีกว่า "แอคซอน" (Axon) เป็นเหมอืน Output ของเซลล ์เซลลเ์หล่านี้ทาํงานดว้ยปฏกิริยิาไฟฟ้าเคม ี(Sukprasert, 

2021) ภาพการทาํงานของเทคนิคโครงขา่ยประสาทเทยีมแสดงดงัภาพประกอบ 6 

 

 
ภาพประกอบ 6  การทาํงานของเทคนิคโครงขา่ยประสาทเทยีม (Artificial Neural Network)   

 

5.4.3 เทคนิคการเรียนรู้เชิงลึก (Deep Learning) 

   การเรียนรู้เชิงลึก คือการพัฒนาเทคโนโลยีคอมพิวเตอร์ให้สามารถเลียนแบบการทํางานของมนุษย์ ซึ่ง Deep Learning จะมี

กระบวนการคิดคํานวณคล้ายกับระบบเซลล์ประสาท (Neurons) ของสมองมนุษย์ เรียกว่าโครงข่ายประสาท (Neural Network: NN)   

(Saisangchan, Chamchong, & Suwannasa, 2022) ขอ้ดขีอง Deep Learning คอืมชี ัน้โครงขา่ยประสาทหลายชัน้เรยีกว่า Hidden Layer แสดงดงั

ภาพประกอบ 7 ทาํใหโ้ครงขา่ยสามารถเรยีนรูข้อ้มลูทีถู่กป้อนเขา้มาในเครอืข่ายไดด้ขี ึน้ ซึง่คาํวา่ Deep Learning กม็าจากการใชโ้ครงข่ายประสาท

ทีม่จีาํนวนชัน้ Hidden Layer จาํนวนมาก  

 

 
ภาพประกอบ 7  การทาํงานของเทคนิคการเรยีนรูเ้ชงิลกึ 

 

5.5 การประเมินผล (Evaluation)  

 เมื่อสร้างแบบจําลองเสร็จนําแบบจําลองมาทดสอบประเมนิประสิทธิภาพ โดยการแบ่งข้อมูลออกเป็น 2 ส่วน คอืวิธีการ Cross 

validation  โดยการแบ่งขอ้มลูออกเป็น 10 กลุ่มเท่า ๆ กนั (10-fold cross validation) แบ่งเป็นชุดขอ้มลูในการสรา้งแบบจําลอง (Training Set) และ

ชุดขอ้มลูทีใ่ชส้าํหรบัทดสอบประสทิธภิาพของแบบจาํลอง (Testing Set) โดยการรนัโมเดล 30 รอบ ซึง่ค่าทีใ่ชว้ดัประสทิธภิาพในการจาํแนกประเภท

ขอ้มลูประกอบดว้ย ค่าความแม่นยํา (Accuracy) ค่าประสทิธภิาพโดยรวม (F-measure) ค่าความไว (Sensitivity) และค่าจําเพาะ (Specificity) ดงั

สมการที ่1-5 (Lapthanachai et al., 2023) 

Input 

 

Hidden Layer Output Layer 

Input Layer Hidden Layer Output Layer 
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ภ�พประกอบ 6 การทำางานของเทคนิคโครงข่ายประสาทเทียม (Artifi cial Neural Network) 

ภ�พประกอบ 7 การทำางานของเทคนิคการเรียนรู้เชิงลึก

5.4.3 เทคนิคก�รเรียนรู้เชิงลึก (Deep 
Learning)

 การเรียนรู้เชิงลึก คือการพัฒนาเทคโนโลยี
คอมพวิเตอรใ์หส้ามารถเลยีนแบบการทำางานของมนษุย ์
ซึ่ง Deep Learning จะมีกระบวนการคิดคำานวณ
คล้ายกับระบบเซลล์ประสาท (Neurons) ของสมอง
มนษุย ์เรยีกวา่โครงขา่ยประสาท (Neural Network: 
NN) (Saisangchan, Chamchong, & Suwannasa, 
2022) ข้อดีของ Deep Learning คือมีชั้นโครงข่าย
ประสาทหลายชั้นเรียกว่า Hidden Layer แสดงดัง
ภาพประกอบ 7 ทำาให้โครงข่ายสามารถเรียนรู้ข้อมูล
ที่ถูกป้อนเข้ามาในเครือข่ายได้ดีขึ้น ซึ่งคำาว่า Deep 
Learning กม็าจากการใชโ้ครงขา่ยประสาทท่ีมจีำานวน
ชั้น Hidden Layer จำานวนมาก 

5.5 ก�รประเมินผล (Evaluation) 

 เมือ่สรา้งแบบจำาลองเสร็จนำาแบบจำาลองมา
ทดสอบประเมินประสทิธภิาพ โดยการแบง่ขอ้มลูออก
เป็น 2 ส่วน คือวิธีการ Cross validation โดยการ
แบง่ขอ้มูลออกเปน็ 10 กลุม่เทา่ๆ กนั (10-fold cross 
validation) แบง่เปน็ชดุขอ้มลูในการสรา้งแบบจำาลอง 
(Training Set) และชุดข้อมูลที่ใช้สำาหรับทดสอบ
ประสทิธภิาพของแบบจำาลอง (Testing Set) โดยการ
รันโมเดล 30 รอบ ซึ่งค่าที่ใช้วัดประสิทธิภาพในการ
จำาแนกประเภทข้อมูลประกอบด้วย ค่าความแม่นยำา 
(Accuracy) ค่าประสิทธิภาพโดยรวม (F-measure) 
คา่ความไว (Sensitivity) และคา่จำาเพาะ (Specifi city) 
ดังสมการที่ 1-5 (Lapthanachai et al., 2023)
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Journal of Applied Informatics and Technology, 5(2): 2023109การจำาแนกภาพ MRI สำาหรับการคัดกรองผู้ป่วยเนื้องอกในสมอง

กมลชนก สีพาติ่ง, นนทวัฒน์ เประนาม, วีระศักดิ์ สว่างโลก, อนุพงศ์ สุขประเสริฐ

5.5.1 ค่�คว�มแม่นยำ� (Accuracy)

 ค่าที่แบบจำาลองสามารถพยากรณ์ข้อมูล
ผู้ป่วยที่เป็นโรคและไม่เป็นโรคได้อย่างถูกต้องต่อ
ข้อมูลทั้งหมด ดังสมการที่ 1 

5.5.2 ค่�ประสิทธิภ�พโดยรวม 
(F-measure)

 ค่าที่เกิดจากการเปรียบเทียบระหว่าง ค่า 
Precision และ คา่ Recall ของแตล่ะคลาสเปา้หมาย 
ดังสมการที่ 2 และ 3 
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5.5.1 ค่าความแม่นยาํ (Accuracy) 

ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีเ่ป็นโรคและไมเ่ป็นโรคไดอ้ย่างถูกตอ้งต่อขอ้มลูทัง้หมด ดงัสมการที ่1    
 

Accuracy  =
TP + TN

TP + TN +FP + FN
                  (1)              

5.5.2 ค่าประสิทธิภาพโดยรวม (F-measure) 

   ค่าทีเ่กดิจากการเปรยีบเทยีบระหว่าง ค่า Precision และ ค่า Recall ของแต่ละคลาสเป้าหมาย ดงัสมการที ่2 และ 3  
 

F-measure คลาสเป้าหมาย YES  =
(2 * Precision(YES) * Recall (YES))

(Precision(YES) + Recall (YES))
         (2) 

 

F-measure คลาสเป้าหมาย NO  =
(2 * Precision(NO) * Recall (NO))

(Precision(NO) + Recall (NO))
          (3) 

 

 

 

5.5.3 ค่าความไว (Sensitivity) 

   ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีเ่ป็นโรคไดอ้ย่างถูกตอ้งต่อผูป่้วยทีเ่ป็นโรคจรงิ ดงัสมการที ่4  
 

Sensitivity  =
TP 

TP +  FN
                    (4) 

 

5.5.4 ค่าจาํเพาะ (Specificity) 

ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีไ่มเ่ป็นโรค ไดอ้ย่างถกูตอ้งต่อผูป่้วยทีพ่ยากรณ์ว่าเป็นโรค ดงัสมการที ่5      

    Specificity  = TN 
TN + FP

                     (5) 

 

โดยที ่ True Positive   (TP) คอื สิง่ทีพ่ยากรณ์ตรงกบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพียากรณ์ว่า จรงิ และสิง่ทีเ่กดิขึน้ คอืจรงิ  

   True Negative     (TN) คอื สิง่ทีพ่ยากรณ์ตรงกบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพีพยากรณ์ว่า ไมจ่รงิ และสิง่ทีเ่กดิขึน้ คอื ไมจ่รงิ 

False Positive     (FP)  คอื  สิง่ทีพ่ยากรณ์ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิ คอืพยากรณ์วา่ จรงิ แต่สิง่ทีเ่กดิขึน้ คอื ไมจ่รงิ 

False Negative   (FN) คอื สิง่ทีพ่ยากรณ์ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิคอืพยากรณ์ว่า ไมจ่รงิ แต่สิง่ทีเ่กดิขึน้ คอื จรงิ 

6. การนําไปใช้งาน (Deployment) 

 เมือ่ทาํการวเิคราะหข์อ้มลูโดยใชเ้ทคนิคการจําแนกขอ้มลูภาพ MRI พบว่าเทคนิค Random Forest เป็นเทคนิคทีเ่หมาะสมในการสร้าง

แบบจําลองการคดักรองผูป่้วยทีม่โีอกาสการเป็นโรคเนื้องอกในสมองจากภาพ MRI เพื่อช่วยคดักรองผูป่้วยเนื้องอกในสมอง และช่วยวางแผนการ

รกัษาจากแพทยผ์ูเ้ชีย่วชาญระบบประสาทและสมอง อกีทัง้ยงัสามารถนําผลการวเิคราะหท์ีไ่ดไ้ปพฒันาเป็นระบบสารสนเทศสาํหรบัการคดักรองผูท้ีม่ ี

โอกาสพบเป็นโรคเนื้องอกในสมองเบือ้งตน้ก่อนถงึมอืแพทยแ์ละลดภาระใหก้บัแพทย ์ในการวนิิจฉยัโรคเนื้องอกในสมองต่อไป 

7. ผลการวิเคราะห ์

 ผูว้จิยัไดนํ้าขอ้มลูภาพ MRI เพือ่นํามาสรา้งแบบจาํลองและเปรยีบเทยีบประสทิธภิาพของแบบจาํลองสําหรบัการคดักรองผูป่้วยเนื้องอก

ในสมอง จํานวนขอ้มลูทัง้หมด 253 ภาพ โดยใชข้อ้มลูจากเวบ็ไซตw์ww.kaggle.com ซึ่งถูกรวบรวมโดย Chakrabarty (2021) มาทําการศกึษาตาม

กระบวนการมาตรฐานการทาํเหมอืงขอ้มลู (CRISP-DM) เพือ่สรา้งแบบจาํลองการคดักรองผูป่้วยโอกาสการเป็นโรคเนื้องอกในสมอง โดยทาํการแบ่ง

ขอ้มลูออกเป็น 2 ส่วน ดว้ยเทคนิคการแบ่งขอ้มลูแบบ Cross Validation ซึง่ขอ้มลูจะถูกแบ่งออกเป็น 10 ส่วนเท่า ๆ กนั (10-fold cross validation) 

(Klaythong & Srisawat, 2023) เพื่อใช้สําหรบัเป็นชุดขอ้มูลสอน (Training set) และชุดขอ้มูลทดสอบ (Testing set) โดยใชเ้ทคนิคการทําเหมอืง

ขอ้มลูภาพ 3 เทคนิค ประกอบดว้ย เทคนิค Random Forest เทคนิค Deep Learning และเทคนิค Neural Network ทําการรนัแบบจําลองจํานวน

(1)
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5.5.1 ค่าความแม่นยาํ (Accuracy) 

ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีเ่ป็นโรคและไมเ่ป็นโรคไดอ้ย่างถูกตอ้งต่อขอ้มลูทัง้หมด ดงัสมการที ่1    
 

Accuracy  =
TP + TN

TP + TN +FP + FN
                  (1)              

5.5.2 ค่าประสิทธิภาพโดยรวม (F-measure) 

   ค่าทีเ่กดิจากการเปรยีบเทยีบระหว่าง ค่า Precision และ ค่า Recall ของแต่ละคลาสเป้าหมาย ดงัสมการที ่2 และ 3  
 

F-measure คลาสเป้าหมาย YES  =
(2 * Precision(YES) * Recall (YES))

(Precision(YES) + Recall (YES))
         (2) 

 

F-measure คลาสเป้าหมาย NO  =
(2 * Precision(NO) * Recall (NO))

(Precision(NO) + Recall (NO))
          (3) 

 

 

 

5.5.3 ค่าความไว (Sensitivity) 

   ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีเ่ป็นโรคไดอ้ย่างถูกตอ้งต่อผูป่้วยทีเ่ป็นโรคจรงิ ดงัสมการที ่4  
 

Sensitivity  =
TP 

TP +  FN
                    (4) 

 

5.5.4 ค่าจาํเพาะ (Specificity) 

ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีไ่มเ่ป็นโรค ไดอ้ย่างถกูตอ้งต่อผูป่้วยทีพ่ยากรณ์ว่าเป็นโรค ดงัสมการที ่5      

    Specificity  = TN 
TN + FP

                     (5) 

 

โดยที ่ True Positive   (TP) คอื สิง่ทีพ่ยากรณ์ตรงกบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพียากรณ์ว่า จรงิ และสิง่ทีเ่กดิขึน้ คอืจรงิ  

   True Negative     (TN) คอื สิง่ทีพ่ยากรณ์ตรงกบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพีพยากรณ์ว่า ไมจ่รงิ และสิง่ทีเ่กดิขึน้ คอื ไมจ่รงิ 

False Positive     (FP)  คอื  สิง่ทีพ่ยากรณ์ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิ คอืพยากรณ์วา่ จรงิ แต่สิง่ทีเ่กดิขึน้ คอื ไมจ่รงิ 

False Negative   (FN) คอื สิง่ทีพ่ยากรณ์ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิคอืพยากรณ์ว่า ไมจ่รงิ แต่สิง่ทีเ่กดิขึน้ คอื จรงิ 

6. การนําไปใช้งาน (Deployment) 

 เมือ่ทาํการวเิคราะหข์อ้มลูโดยใชเ้ทคนิคการจําแนกขอ้มลูภาพ MRI พบว่าเทคนิค Random Forest เป็นเทคนิคทีเ่หมาะสมในการสร้าง

แบบจําลองการคดักรองผูป่้วยทีม่โีอกาสการเป็นโรคเนื้องอกในสมองจากภาพ MRI เพื่อช่วยคดักรองผูป่้วยเนื้องอกในสมอง และช่วยวางแผนการ

รกัษาจากแพทยผ์ูเ้ชีย่วชาญระบบประสาทและสมอง อกีทัง้ยงัสามารถนําผลการวเิคราะหท์ีไ่ดไ้ปพฒันาเป็นระบบสารสนเทศสาํหรบัการคดักรองผูท้ีม่ ี

โอกาสพบเป็นโรคเนื้องอกในสมองเบือ้งตน้ก่อนถงึมอืแพทยแ์ละลดภาระใหก้บัแพทย ์ในการวนิิจฉยัโรคเนื้องอกในสมองต่อไป 

7. ผลการวิเคราะห ์

 ผูว้จิยัไดนํ้าขอ้มลูภาพ MRI เพือ่นํามาสรา้งแบบจาํลองและเปรยีบเทยีบประสทิธภิาพของแบบจาํลองสําหรบัการคดักรองผูป่้วยเนื้องอก

ในสมอง จํานวนขอ้มลูทัง้หมด 253 ภาพ โดยใชข้อ้มลูจากเวบ็ไซตw์ww.kaggle.com ซึ่งถูกรวบรวมโดย Chakrabarty (2021) มาทําการศกึษาตาม

กระบวนการมาตรฐานการทาํเหมอืงขอ้มลู (CRISP-DM) เพือ่สรา้งแบบจาํลองการคดักรองผูป่้วยโอกาสการเป็นโรคเนื้องอกในสมอง โดยทาํการแบ่ง

ขอ้มลูออกเป็น 2 ส่วน ดว้ยเทคนิคการแบ่งขอ้มลูแบบ Cross Validation ซึง่ขอ้มลูจะถูกแบ่งออกเป็น 10 ส่วนเท่า ๆ กนั (10-fold cross validation) 

(Klaythong & Srisawat, 2023) เพื่อใช้สําหรบัเป็นชุดขอ้มูลสอน (Training set) และชุดขอ้มูลทดสอบ (Testing set) โดยใชเ้ทคนิคการทําเหมอืง

ขอ้มลูภาพ 3 เทคนิค ประกอบดว้ย เทคนิค Random Forest เทคนิค Deep Learning และเทคนิค Neural Network ทําการรนัแบบจําลองจํานวน

(4)

5.5.3 ค่�คว�มไว (Sensitivity)

 ค่าที่แบบจำาลองสามารถพยากรณ์ข้อมูล
ผูป้ว่ยทีเ่ปน็โรคไดอ้ยา่งถูกตอ้งตอ่ผู้ปว่ยทีเ่ปน็โรคจรงิ 
ดังสมการที่ 4 

5.5.4 ค่�จำ�เพ�ะ (Specifi city)

 ค่าที่แบบจำาลองสามารถพยากรณ์ข้อมูล
ผูป้ว่ยทีไ่มเ่ปน็โรค ไดอ้ยา่งถกูตอ้งตอ่ผูป้ว่ยทีพ่ยากรณ์
ว่าเป็นโรค ดังสมการที่ 5 

 โดยที่  

 True Positive (TP) คือ สิ่งที่พยากรณ์ตรง
กับสิ่งที่เกิดข้ึนจริง ในกรณีพยากรณ์ว่า จริง และ
สิ่งที่เกิดขึ้น คือจริง 

 True Negative (TN) คอื สิง่ทีพ่ยากรณต์รง
กบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพีพยากรณว์า่ ไมจ่รงิ และ
สิ่งที่เกิดขึ้น คือ ไม่จริง

 False Positive (FP) คือ สิ่งที่พยากรณ์ไม่
ตรงกับสิ่งที่เกิดขึ้นจริง คือพยากรณ์ว่า จริง แต่สิ่งที่
เกิดขึ้น คือ ไม่จริง

 False Negative (FN) คือ สิ่งที่พยากรณ์
ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิคอืพยากรณว์า่ ไม่จรงิ แตส่ิง่ที่
เกิดขึ้น คือ จริง

6. ก�รนำ�ไปใช้ง�น (Deployment)

 เม่ือทำาการวิเคราะห์ข้อมูลโดยใช้เทคนิค
การจำาแนกข้อมูลภาพ MRI พบว่าเทคนิค Random 
Forest เป็นเทคนิคท่ีเหมาะสมในการสร้างแบบ
จำาลองการคัดกรองผู้ป่วยที่มีโอกาสการเป็นโรค
เนื้องอกในสมองจากภาพ MRI เพื่อช่วยคัดกรอง
ผู้ป่วยเนื้องอกในสมอง และช่วยวางแผนการรักษา
จากแพทย์ผู้เชี่ยวชาญระบบประสาทและสมอง 
อีกทั้งยังสามารถนำาผลการวิเคราะห์ที่ได้ไปพัฒนา
เปน็ระบบสารสนเทศสำาหรบัการคดักรองผูท้ีม่ ีโอกาส
พบเปน็โรคเน้ืองอกในสมองเบือ้งตน้กอ่นถึงมอืแพทย์
และลดภาระให้กับแพทย์ ในการวินิจฉัยโรคเนื้องอก
ในสมองต่อไป

7. ผลก�รวิเคร�ะห์

 ผู้วิจัยได้นำาข้อมูลภาพ MRI เพื่อนำามาส
ร้างแบบจำาลองและเปรียบเทียบประสิทธิภาพของ
แบบจำาลองสำาหรับการคัดกรองผู้ป่วยเนื้องอกใน
สมอง จำานวนข้อมูลทั้งหมด 253 ภาพ โดยใช้ข้อมูล
จากเว็บไซต์www.kaggle.com ซึ่งถูกรวบรวมโดย 
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5.5.1 ค่าความแม่นยาํ (Accuracy) 

ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีเ่ป็นโรคและไมเ่ป็นโรคไดอ้ย่างถูกตอ้งต่อขอ้มลูทัง้หมด ดงัสมการที ่1    
 

Accuracy  =
TP + TN

TP + TN +FP + FN
                  (1)              

5.5.2 ค่าประสิทธิภาพโดยรวม (F-measure) 

   ค่าทีเ่กดิจากการเปรยีบเทยีบระหว่าง ค่า Precision และ ค่า Recall ของแต่ละคลาสเป้าหมาย ดงัสมการที ่2 และ 3  
 

F-measure คลาสเป้าหมาย YES  =
(2 * Precision(YES) * Recall (YES))

(Precision(YES) + Recall (YES))
         (2) 

 

F-measure คลาสเป้าหมาย NO  =
(2 * Precision(NO) * Recall (NO))

(Precision(NO) + Recall (NO))
          (3) 

 

 

 

5.5.3 ค่าความไว (Sensitivity) 

   ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีเ่ป็นโรคไดอ้ย่างถูกตอ้งต่อผูป่้วยทีเ่ป็นโรคจรงิ ดงัสมการที ่4  
 

Sensitivity  =
TP 

TP +  FN
                    (4) 

 

5.5.4 ค่าจาํเพาะ (Specificity) 

ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีไ่มเ่ป็นโรค ไดอ้ย่างถกูตอ้งต่อผูป่้วยทีพ่ยากรณ์ว่าเป็นโรค ดงัสมการที ่5      

    Specificity  = TN 
TN + FP

                     (5) 

 

โดยที ่ True Positive   (TP) คอื สิง่ทีพ่ยากรณ์ตรงกบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพียากรณ์ว่า จรงิ และสิง่ทีเ่กดิขึน้ คอืจรงิ  

   True Negative     (TN) คอื สิง่ทีพ่ยากรณ์ตรงกบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพีพยากรณ์ว่า ไมจ่รงิ และสิง่ทีเ่กดิขึน้ คอื ไมจ่รงิ 

False Positive     (FP)  คอื  สิง่ทีพ่ยากรณ์ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิ คอืพยากรณ์วา่ จรงิ แต่สิง่ทีเ่กดิขึน้ คอื ไมจ่รงิ 

False Negative   (FN) คอื สิง่ทีพ่ยากรณ์ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิคอืพยากรณ์ว่า ไมจ่รงิ แต่สิง่ทีเ่กดิขึน้ คอื จรงิ 

6. การนําไปใช้งาน (Deployment) 

 เมือ่ทาํการวเิคราะหข์อ้มลูโดยใชเ้ทคนิคการจําแนกขอ้มลูภาพ MRI พบว่าเทคนิค Random Forest เป็นเทคนิคทีเ่หมาะสมในการสร้าง

แบบจําลองการคดักรองผูป่้วยทีม่โีอกาสการเป็นโรคเนื้องอกในสมองจากภาพ MRI เพื่อช่วยคดักรองผูป่้วยเนื้องอกในสมอง และช่วยวางแผนการ

รกัษาจากแพทยผ์ูเ้ชีย่วชาญระบบประสาทและสมอง อกีทัง้ยงัสามารถนําผลการวเิคราะหท์ีไ่ดไ้ปพฒันาเป็นระบบสารสนเทศสาํหรบัการคดักรองผูท้ีม่ ี

โอกาสพบเป็นโรคเนื้องอกในสมองเบือ้งตน้ก่อนถงึมอืแพทยแ์ละลดภาระใหก้บัแพทย ์ในการวนิิจฉยัโรคเนื้องอกในสมองต่อไป 

7. ผลการวิเคราะห ์

 ผูว้จิยัไดนํ้าขอ้มลูภาพ MRI เพือ่นํามาสรา้งแบบจาํลองและเปรยีบเทยีบประสทิธภิาพของแบบจาํลองสําหรบัการคดักรองผูป่้วยเนื้องอก

ในสมอง จํานวนขอ้มลูทัง้หมด 253 ภาพ โดยใชข้อ้มลูจากเวบ็ไซตw์ww.kaggle.com ซึ่งถูกรวบรวมโดย Chakrabarty (2021) มาทําการศกึษาตาม

กระบวนการมาตรฐานการทาํเหมอืงขอ้มลู (CRISP-DM) เพือ่สรา้งแบบจาํลองการคดักรองผูป่้วยโอกาสการเป็นโรคเนื้องอกในสมอง โดยทาํการแบ่ง

ขอ้มลูออกเป็น 2 ส่วน ดว้ยเทคนิคการแบ่งขอ้มลูแบบ Cross Validation ซึง่ขอ้มลูจะถูกแบ่งออกเป็น 10 ส่วนเท่า ๆ กนั (10-fold cross validation) 

(Klaythong & Srisawat, 2023) เพื่อใช้สําหรบัเป็นชุดขอ้มูลสอน (Training set) และชุดขอ้มูลทดสอบ (Testing set) โดยใชเ้ทคนิคการทําเหมอืง

ขอ้มลูภาพ 3 เทคนิค ประกอบดว้ย เทคนิค Random Forest เทคนิค Deep Learning และเทคนิค Neural Network ทําการรนัแบบจําลองจํานวน

10 

5.5.1 ค่าความแม่นยาํ (Accuracy) 

ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีเ่ป็นโรคและไมเ่ป็นโรคไดอ้ย่างถูกตอ้งต่อขอ้มลูทัง้หมด ดงัสมการที ่1    
 

Accuracy  =
TP + TN

TP + TN +FP + FN
                  (1)              

5.5.2 ค่าประสิทธิภาพโดยรวม (F-measure) 

   ค่าทีเ่กดิจากการเปรยีบเทยีบระหว่าง ค่า Precision และ ค่า Recall ของแต่ละคลาสเป้าหมาย ดงัสมการที ่2 และ 3  
 

F-measure คลาสเป้าหมาย YES  =
(2 * Precision(YES) * Recall (YES))

(Precision(YES) + Recall (YES))
         (2) 

 

F-measure คลาสเป้าหมาย NO  =
(2 * Precision(NO) * Recall (NO))

(Precision(NO) + Recall (NO))
          (3) 

 

 

 

5.5.3 ค่าความไว (Sensitivity) 

   ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีเ่ป็นโรคไดอ้ย่างถูกตอ้งต่อผูป่้วยทีเ่ป็นโรคจรงิ ดงัสมการที ่4  
 

Sensitivity  =
TP 

TP +  FN
                    (4) 

 

5.5.4 ค่าจาํเพาะ (Specificity) 

ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีไ่มเ่ป็นโรค ไดอ้ย่างถกูตอ้งต่อผูป่้วยทีพ่ยากรณ์ว่าเป็นโรค ดงัสมการที ่5      

    Specificity  = TN 
TN + FP

                     (5) 

 

โดยที ่ True Positive   (TP) คอื สิง่ทีพ่ยากรณ์ตรงกบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพียากรณ์ว่า จรงิ และสิง่ทีเ่กดิขึน้ คอืจรงิ  

   True Negative     (TN) คอื สิง่ทีพ่ยากรณ์ตรงกบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพีพยากรณ์ว่า ไมจ่รงิ และสิง่ทีเ่กดิขึน้ คอื ไมจ่รงิ 

False Positive     (FP)  คอื  สิง่ทีพ่ยากรณ์ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิ คอืพยากรณ์วา่ จรงิ แต่สิง่ทีเ่กดิขึน้ คอื ไมจ่รงิ 

False Negative   (FN) คอื สิง่ทีพ่ยากรณ์ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิคอืพยากรณ์ว่า ไมจ่รงิ แต่สิง่ทีเ่กดิขึน้ คอื จรงิ 

6. การนําไปใช้งาน (Deployment) 

 เมือ่ทาํการวเิคราะหข์อ้มลูโดยใชเ้ทคนิคการจําแนกขอ้มลูภาพ MRI พบว่าเทคนิค Random Forest เป็นเทคนิคทีเ่หมาะสมในการสร้าง

แบบจําลองการคดักรองผูป่้วยทีม่โีอกาสการเป็นโรคเนื้องอกในสมองจากภาพ MRI เพื่อช่วยคดักรองผูป่้วยเนื้องอกในสมอง และช่วยวางแผนการ

รกัษาจากแพทยผ์ูเ้ชีย่วชาญระบบประสาทและสมอง อกีทัง้ยงัสามารถนําผลการวเิคราะหท์ีไ่ดไ้ปพฒันาเป็นระบบสารสนเทศสาํหรบัการคดักรองผูท้ีม่ ี

โอกาสพบเป็นโรคเนื้องอกในสมองเบือ้งตน้ก่อนถงึมอืแพทยแ์ละลดภาระใหก้บัแพทย ์ในการวนิิจฉยัโรคเนื้องอกในสมองต่อไป 

7. ผลการวิเคราะห ์

 ผูว้จิยัไดนํ้าขอ้มลูภาพ MRI เพือ่นํามาสรา้งแบบจาํลองและเปรยีบเทยีบประสทิธภิาพของแบบจาํลองสําหรบัการคดักรองผูป่้วยเนื้องอก

ในสมอง จํานวนขอ้มลูทัง้หมด 253 ภาพ โดยใชข้อ้มลูจากเวบ็ไซตw์ww.kaggle.com ซึ่งถูกรวบรวมโดย Chakrabarty (2021) มาทําการศกึษาตาม

กระบวนการมาตรฐานการทาํเหมอืงขอ้มลู (CRISP-DM) เพือ่สรา้งแบบจาํลองการคดักรองผูป่้วยโอกาสการเป็นโรคเนื้องอกในสมอง โดยทาํการแบ่ง

ขอ้มลูออกเป็น 2 ส่วน ดว้ยเทคนิคการแบ่งขอ้มลูแบบ Cross Validation ซึง่ขอ้มลูจะถูกแบ่งออกเป็น 10 ส่วนเท่า ๆ กนั (10-fold cross validation) 

(Klaythong & Srisawat, 2023) เพื่อใช้สําหรบัเป็นชุดขอ้มูลสอน (Training set) และชุดขอ้มูลทดสอบ (Testing set) โดยใชเ้ทคนิคการทําเหมอืง

ขอ้มลูภาพ 3 เทคนิค ประกอบดว้ย เทคนิค Random Forest เทคนิค Deep Learning และเทคนิค Neural Network ทําการรนัแบบจําลองจํานวน

(2)
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5.5.1 ค่าความแม่นยาํ (Accuracy) 

ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีเ่ป็นโรคและไมเ่ป็นโรคไดอ้ย่างถูกตอ้งต่อขอ้มลูทัง้หมด ดงัสมการที ่1    
 

Accuracy  =
TP + TN

TP + TN +FP + FN
                  (1)              

5.5.2 ค่าประสิทธิภาพโดยรวม (F-measure) 

   ค่าทีเ่กดิจากการเปรยีบเทยีบระหว่าง ค่า Precision และ ค่า Recall ของแต่ละคลาสเป้าหมาย ดงัสมการที ่2 และ 3  
 

F-measure คลาสเป้าหมาย YES  =
(2 * Precision(YES) * Recall (YES))

(Precision(YES) + Recall (YES))
         (2) 

 

F-measure คลาสเป้าหมาย NO  =
(2 * Precision(NO) * Recall (NO))

(Precision(NO) + Recall (NO))
          (3) 

 

 

 

5.5.3 ค่าความไว (Sensitivity) 

   ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีเ่ป็นโรคไดอ้ย่างถูกตอ้งต่อผูป่้วยทีเ่ป็นโรคจรงิ ดงัสมการที ่4  
 

Sensitivity  =
TP 

TP +  FN
                    (4) 

 

5.5.4 ค่าจาํเพาะ (Specificity) 

ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีไ่มเ่ป็นโรค ไดอ้ย่างถกูตอ้งต่อผูป่้วยทีพ่ยากรณ์ว่าเป็นโรค ดงัสมการที ่5      

    Specificity  = TN 
TN + FP

                     (5) 

 

โดยที ่ True Positive   (TP) คอื สิง่ทีพ่ยากรณ์ตรงกบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพียากรณ์ว่า จรงิ และสิง่ทีเ่กดิขึน้ คอืจรงิ  

   True Negative     (TN) คอื สิง่ทีพ่ยากรณ์ตรงกบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพีพยากรณ์ว่า ไมจ่รงิ และสิง่ทีเ่กดิขึน้ คอื ไมจ่รงิ 

False Positive     (FP)  คอื  สิง่ทีพ่ยากรณ์ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิ คอืพยากรณ์วา่ จรงิ แต่สิง่ทีเ่กดิขึน้ คอื ไมจ่รงิ 

False Negative   (FN) คอื สิง่ทีพ่ยากรณ์ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิคอืพยากรณ์ว่า ไมจ่รงิ แต่สิง่ทีเ่กดิขึน้ คอื จรงิ 

6. การนําไปใช้งาน (Deployment) 

 เมือ่ทาํการวเิคราะหข์อ้มลูโดยใชเ้ทคนิคการจําแนกขอ้มลูภาพ MRI พบว่าเทคนิค Random Forest เป็นเทคนิคทีเ่หมาะสมในการสร้าง

แบบจําลองการคดักรองผูป่้วยทีม่โีอกาสการเป็นโรคเนื้องอกในสมองจากภาพ MRI เพื่อช่วยคดักรองผูป่้วยเนื้องอกในสมอง และช่วยวางแผนการ

รกัษาจากแพทยผ์ูเ้ชีย่วชาญระบบประสาทและสมอง อกีทัง้ยงัสามารถนําผลการวเิคราะหท์ีไ่ดไ้ปพฒันาเป็นระบบสารสนเทศสาํหรบัการคดักรองผูท้ีม่ ี

โอกาสพบเป็นโรคเนื้องอกในสมองเบือ้งตน้ก่อนถงึมอืแพทยแ์ละลดภาระใหก้บัแพทย ์ในการวนิิจฉยัโรคเนื้องอกในสมองต่อไป 

7. ผลการวิเคราะห ์

 ผูว้จิยัไดนํ้าขอ้มลูภาพ MRI เพือ่นํามาสรา้งแบบจาํลองและเปรยีบเทยีบประสทิธภิาพของแบบจาํลองสําหรบัการคดักรองผูป่้วยเนื้องอก

ในสมอง จํานวนขอ้มลูทัง้หมด 253 ภาพ โดยใชข้อ้มลูจากเวบ็ไซตw์ww.kaggle.com ซึ่งถูกรวบรวมโดย Chakrabarty (2021) มาทําการศกึษาตาม

กระบวนการมาตรฐานการทาํเหมอืงขอ้มลู (CRISP-DM) เพือ่สรา้งแบบจาํลองการคดักรองผูป่้วยโอกาสการเป็นโรคเนื้องอกในสมอง โดยทาํการแบ่ง

ขอ้มลูออกเป็น 2 ส่วน ดว้ยเทคนิคการแบ่งขอ้มลูแบบ Cross Validation ซึง่ขอ้มลูจะถูกแบ่งออกเป็น 10 ส่วนเท่า ๆ กนั (10-fold cross validation) 

(Klaythong & Srisawat, 2023) เพื่อใช้สําหรบัเป็นชุดขอ้มูลสอน (Training set) และชุดขอ้มูลทดสอบ (Testing set) โดยใชเ้ทคนิคการทําเหมอืง

ขอ้มลูภาพ 3 เทคนิค ประกอบดว้ย เทคนิค Random Forest เทคนิค Deep Learning และเทคนิค Neural Network ทําการรนัแบบจําลองจํานวน

10 

5.5.1 ค่าความแม่นยาํ (Accuracy) 

ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีเ่ป็นโรคและไมเ่ป็นโรคไดอ้ย่างถูกตอ้งต่อขอ้มลูทัง้หมด ดงัสมการที ่1    
 

Accuracy  =
TP + TN

TP + TN +FP + FN
                  (1)              

5.5.2 ค่าประสิทธิภาพโดยรวม (F-measure) 

   ค่าทีเ่กดิจากการเปรยีบเทยีบระหว่าง ค่า Precision และ ค่า Recall ของแต่ละคลาสเป้าหมาย ดงัสมการที ่2 และ 3  
 

F-measure คลาสเป้าหมาย YES  =
(2 * Precision(YES) * Recall (YES))

(Precision(YES) + Recall (YES))
         (2) 

 

F-measure คลาสเป้าหมาย NO  =
(2 * Precision(NO) * Recall (NO))

(Precision(NO) + Recall (NO))
          (3) 

 

 

 

5.5.3 ค่าความไว (Sensitivity) 

   ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีเ่ป็นโรคไดอ้ย่างถูกตอ้งต่อผูป่้วยทีเ่ป็นโรคจรงิ ดงัสมการที ่4  
 

Sensitivity  =
TP 

TP +  FN
                    (4) 

 

5.5.4 ค่าจาํเพาะ (Specificity) 

ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีไ่มเ่ป็นโรค ไดอ้ย่างถกูตอ้งต่อผูป่้วยทีพ่ยากรณ์ว่าเป็นโรค ดงัสมการที ่5      

    Specificity  = TN 
TN + FP

                     (5) 

 

โดยที ่ True Positive   (TP) คอื สิง่ทีพ่ยากรณ์ตรงกบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพียากรณ์ว่า จรงิ และสิง่ทีเ่กดิขึน้ คอืจรงิ  

   True Negative     (TN) คอื สิง่ทีพ่ยากรณ์ตรงกบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพีพยากรณ์ว่า ไมจ่รงิ และสิง่ทีเ่กดิขึน้ คอื ไมจ่รงิ 

False Positive     (FP)  คอื  สิง่ทีพ่ยากรณ์ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิ คอืพยากรณ์วา่ จรงิ แต่สิง่ทีเ่กดิขึน้ คอื ไมจ่รงิ 

False Negative   (FN) คอื สิง่ทีพ่ยากรณ์ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิคอืพยากรณ์ว่า ไมจ่รงิ แต่สิง่ทีเ่กดิขึน้ คอื จรงิ 

6. การนําไปใช้งาน (Deployment) 

 เมือ่ทาํการวเิคราะหข์อ้มลูโดยใชเ้ทคนิคการจําแนกขอ้มลูภาพ MRI พบว่าเทคนิค Random Forest เป็นเทคนิคทีเ่หมาะสมในการสร้าง

แบบจําลองการคดักรองผูป่้วยทีม่โีอกาสการเป็นโรคเนื้องอกในสมองจากภาพ MRI เพื่อช่วยคดักรองผูป่้วยเนื้องอกในสมอง และช่วยวางแผนการ

รกัษาจากแพทยผ์ูเ้ชีย่วชาญระบบประสาทและสมอง อกีทัง้ยงัสามารถนําผลการวเิคราะหท์ีไ่ดไ้ปพฒันาเป็นระบบสารสนเทศสาํหรบัการคดักรองผูท้ีม่ ี

โอกาสพบเป็นโรคเนื้องอกในสมองเบือ้งตน้ก่อนถงึมอืแพทยแ์ละลดภาระใหก้บัแพทย ์ในการวนิิจฉยัโรคเนื้องอกในสมองต่อไป 

7. ผลการวิเคราะห ์

 ผูว้จิยัไดนํ้าขอ้มลูภาพ MRI เพือ่นํามาสรา้งแบบจาํลองและเปรยีบเทยีบประสทิธภิาพของแบบจาํลองสําหรบัการคดักรองผูป่้วยเนื้องอก

ในสมอง จํานวนขอ้มลูทัง้หมด 253 ภาพ โดยใชข้อ้มลูจากเวบ็ไซตw์ww.kaggle.com ซึ่งถูกรวบรวมโดย Chakrabarty (2021) มาทําการศกึษาตาม

กระบวนการมาตรฐานการทาํเหมอืงขอ้มลู (CRISP-DM) เพือ่สรา้งแบบจาํลองการคดักรองผูป่้วยโอกาสการเป็นโรคเนื้องอกในสมอง โดยทาํการแบ่ง

ขอ้มลูออกเป็น 2 ส่วน ดว้ยเทคนิคการแบ่งขอ้มลูแบบ Cross Validation ซึง่ขอ้มลูจะถูกแบ่งออกเป็น 10 ส่วนเท่า ๆ กนั (10-fold cross validation) 

(Klaythong & Srisawat, 2023) เพื่อใชส้ําหรบัเป็นชุดขอ้มูลสอน (Training set) และชุดขอ้มูลทดสอบ (Testing set) โดยใชเ้ทคนิคการทําเหมอืง

ขอ้มลูภาพ 3 เทคนิค ประกอบดว้ย เทคนิค Random Forest เทคนิค Deep Learning และเทคนิค Neural Network ทําการรนัแบบจําลองจํานวน

(3)
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5.5.1 ค่าความแม่นยาํ (Accuracy) 

ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีเ่ป็นโรคและไมเ่ป็นโรคไดอ้ย่างถูกตอ้งต่อขอ้มลูทัง้หมด ดงัสมการที ่1    
 

Accuracy  =
TP + TN

TP + TN +FP + FN
                  (1)              

5.5.2 ค่าประสิทธิภาพโดยรวม (F-measure) 

   ค่าทีเ่กดิจากการเปรยีบเทยีบระหว่าง ค่า Precision และ ค่า Recall ของแต่ละคลาสเป้าหมาย ดงัสมการที ่2 และ 3  
 

F-measure คลาสเป้าหมาย YES  =
(2 * Precision(YES) * Recall (YES))

(Precision(YES) + Recall (YES))
         (2) 

 

F-measure คลาสเป้าหมาย NO  =
(2 * Precision(NO) * Recall (NO))

(Precision(NO) + Recall (NO))
          (3) 

 

 

 

5.5.3 ค่าความไว (Sensitivity) 

   ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีเ่ป็นโรคไดอ้ย่างถูกตอ้งต่อผูป่้วยทีเ่ป็นโรคจรงิ ดงัสมการที ่4  
 

Sensitivity  =
TP 

TP +  FN
                    (4) 

 

5.5.4 ค่าจาํเพาะ (Specificity) 

ค่าทีแ่บบจาํลองสามารถพยากรณ์ขอ้มลูผูป่้วยทีไ่มเ่ป็นโรค ไดอ้ย่างถกูตอ้งต่อผูป่้วยทีพ่ยากรณ์ว่าเป็นโรค ดงัสมการที ่5      

    Specificity  = TN 
TN + FP

                     (5) 

 

โดยที ่ True Positive   (TP) คอื สิง่ทีพ่ยากรณ์ตรงกบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพียากรณ์ว่า จรงิ และสิง่ทีเ่กดิขึน้ คอืจรงิ  

   True Negative     (TN) คอื สิง่ทีพ่ยากรณ์ตรงกบัสิง่ทีเ่กดิขึน้จรงิ ในกรณพีพยากรณ์ว่า ไมจ่รงิ และสิง่ทีเ่กดิขึน้ คอื ไมจ่รงิ 

False Positive     (FP)  คอื  สิง่ทีพ่ยากรณ์ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิ คอืพยากรณ์วา่ จรงิ แต่สิง่ทีเ่กดิขึน้ คอื ไมจ่รงิ 

False Negative   (FN) คอื สิง่ทีพ่ยากรณ์ไมต่รงกบัสิง่ทีเ่กดิขึน้จรงิคอืพยากรณ์ว่า ไมจ่รงิ แต่สิง่ทีเ่กดิขึน้ คอื จรงิ 

6. การนําไปใช้งาน (Deployment) 

 เมือ่ทาํการวเิคราะหข์อ้มลูโดยใชเ้ทคนิคการจําแนกขอ้มลูภาพ MRI พบว่าเทคนิค Random Forest เป็นเทคนิคทีเ่หมาะสมในการสร้าง

แบบจําลองการคดักรองผูป่้วยทีม่โีอกาสการเป็นโรคเนื้องอกในสมองจากภาพ MRI เพื่อช่วยคดักรองผูป่้วยเนื้องอกในสมอง และช่วยวางแผนการ

รกัษาจากแพทยผ์ูเ้ชีย่วชาญระบบประสาทและสมอง อกีทัง้ยงัสามารถนําผลการวเิคราะหท์ีไ่ดไ้ปพฒันาเป็นระบบสารสนเทศสาํหรบัการคดักรองผูท้ีม่ ี

โอกาสพบเป็นโรคเนื้องอกในสมองเบือ้งตน้ก่อนถงึมอืแพทยแ์ละลดภาระใหก้บัแพทย ์ในการวนิิจฉยัโรคเนื้องอกในสมองต่อไป 

7. ผลการวิเคราะห ์

 ผูว้จิยัไดนํ้าขอ้มลูภาพ MRI เพือ่นํามาสรา้งแบบจาํลองและเปรยีบเทยีบประสทิธภิาพของแบบจาํลองสําหรบัการคดักรองผูป่้วยเนื้องอก

ในสมอง จํานวนขอ้มลูทัง้หมด 253 ภาพ โดยใชข้อ้มลูจากเวบ็ไซตw์ww.kaggle.com ซึ่งถูกรวบรวมโดย Chakrabarty (2021) มาทําการศกึษาตาม

กระบวนการมาตรฐานการทาํเหมอืงขอ้มลู (CRISP-DM) เพือ่สรา้งแบบจาํลองการคดักรองผูป่้วยโอกาสการเป็นโรคเนื้องอกในสมอง โดยทาํการแบ่ง

ขอ้มลูออกเป็น 2 ส่วน ดว้ยเทคนิคการแบ่งขอ้มลูแบบ Cross Validation ซึง่ขอ้มลูจะถูกแบ่งออกเป็น 10 ส่วนเท่า ๆ กนั (10-fold cross validation) 

(Klaythong & Srisawat, 2023) เพื่อใช้สําหรบัเป็นชุดขอ้มูลสอน (Training set) และชุดขอ้มูลทดสอบ (Testing set) โดยใชเ้ทคนิคการทําเหมอืง

ขอ้มลูภาพ 3 เทคนิค ประกอบดว้ย เทคนิค Random Forest เทคนิค Deep Learning และเทคนิค Neural Network ทําการรนัแบบจําลองจํานวน

(5)
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Chakrabarty (2021) มาทำาการศกึษาตามกระบวนการ
มาตรฐานการทำาเหมืองข้อมลู (CRISP-DM) เพือ่สรา้ง
แบบจำาลองการคัดกรองผู้ป่วยโอกาสการเป็นโรค
เนือ้งอกในสมอง โดยทำาการแบ่งข้อมลูออกเป็น 2 สว่น 
ด้วยเทคนิคการแบ่งข้อมูลแบบ Cross Validation 
ซึ่งข้อมูลจะถูกแบ่งออกเป็น 10 ส่วนเท่าๆ กัน 
(10-Fold Cross Validation) (Klaythong & Srisawat, 
2023) เพือ่ใชส้ำาหรบัเปน็ชดุขอ้มลูสอน (Training Set) 
และชุดข้อมูลทดสอบ (Test Set) โดยใช้เทคนิคการ
ทำาเหมืองขอ้มูลภาพ 3 เทคนคิ ประกอบดว้ย เทคนคิ 
Random Forest เทคนคิ Deep Learning และเทคนคิ 
Neural Network ทำาการรนัแบบจำาลองจำานวนทัง้สิน้ 
30 รอบ ซึง่อ้างอิงจากทฤษฎแีนวโน้มเข้าสูศ่นูยก์ลาง 
(Central Limit Theorem) โดยทฤษฎีกล่าวไว้ว่า
ค่าเฉลี่ยของกลุ่มตัวอย่างที่ได้จากการสุ่มมาจาก
ประชากรทีม่กีารแจกแจงแบบปกต ิจะทำาให้กลุม่ตวัอย่าง

มีการแจกแจงแบบปกติตามไปด้วย ถึงแม้ว่าจะมี
ขนาดเล็กก็ตาม ซึง่ถ้า มีค่าเท่ากับ 30 ก็มากพอท่ีจะชว่ย
ใหก้ารแจกแจงเป็นปกตไิด ้(Songhmokholongtun, 
2018) จากนัน้ทำาการคำานวณหาคา่เฉลีย่และสว่นเบ่ียงเบน
มาตรฐานของประสิทธิภาพการจำาแนกประเภท
ข้อมูลภาพทั้ง 3 เทคนิค ดังแสดงในตารางที่ 2 เพื่อ
เปรียบเทียบประสิทธิภาพของการจำาแนกประเภท
ข้อมูลภาพ MRI สำาหรับการคัดกรองผู้ป่วยเน้ืองอก
ในสมอง ด้วยค่าความแม่นยำา ค่าประสิทธิภาพ
โดยรวม คา่ความไว และคา่จำาเพาะ โดยใช้งานโปรแกรม 
RapidMiner Studio Version 10 ในการวิเคราะห์
ขอ้มลูและเปรยีบเทยีบประสทิธภิาพของแบบจำาลอง 
ซึ่งผลลัพธ์ของประสิทธิภาพการจำาแนกประเภท
ข้อมูลภาพของทั้ง 3 แบบจำาลองได้แสดงในตาราง 3 
และภาพประกอบ 8

ต�ร�ง 2 แสดงค่าเฉลี่ยและส่วนเบี่ยงเบนมาตรฐานของประสิทธิภาพการจำาแนกประเภทข้อมูลภาพ
ทั้ง 3 เทคนิค

Classifi cation 

Performance

Image Classifi cation Techniques

Deep Learning Random Forest Neural Network

S.D. S.D. S.D.

Accuracy 73.5810 2.0220 78.5900 1.4500 71.1800 2.8900

F-measure 74.4353 1.8680 76.8200 1.4500 70.5000 0.0000

Sensitivity 79.2513 2.6228 72.0800 2.8900 69.7200 1.4500

Specifi city 68.3736 3.6464 85.1900 4.4300 72.4200 2.8900

ต�ร�ง 3 การเปรียบเทียบค่าทดสอบประสิทธิภาพของการจำาแนกประเภทข้อมูลภาพ MRI สำาหรับ
การคัดกรองผู้ป่วยเนื้องอกในสมอง

Image Classifi cation Techniques
Classifi cation Performance

Accuracy F-measure Sensitivity Specifi city

Deep Learning 69.35% 68.77% 73.33% 65.17%

Random Forest* 76.31% 73.48% 70.14% 82.69%

Neural Network 72.81% 70.36% 70.69% 74.61%

* คือ เทคนิคที่มีความเหมาะสมสำาหรับนำามาสร้างตัวแบบการพยากรณ์โอกาสการเป็นโรคเนื้องอกในสมองด้วยภาพ MRI
หมายเหตุ - เทคนิค Random Forest ค่า Maximal Depth ที่ทำาให้ประสิทธิภาพสูงสุดเท่ากับ 8
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 จากตาราง 2 พบว่าเทคนคิทีใ่ห้ค่าเฉลีย่ความ
แม่นยำาสูงสุดคือ เทคนิค Random Forest ซึ่งมีค่า
เทา่กบั 78.59% รองลงมาคอืเทคนคิ Deep Learning 
มีค่าเท่ากับ 73.58% เทคนิคที่ให้ค่าเฉลี่ยความแม่น
นอ้ยทีส่ดุคอื เทคนคิ Neural Network ซึง่มีคา่เทา่กับ 
71.18% เทคนิคท่ีให้ค่าเฉลี่ยประสิทธิภาพโดยรวม
สูงสุดคือ เทคนิค Random Forest ซึ่งมีค่าเท่ากับ 
76.82% รองลงมาคือเทคนิค Deep Learning มีค่า
เทา่กับ 74.43% และเทคนคิทีใ่หค้า่เฉลีย่ประสทิธภิาพ
โดยรวมต่ำาที่สุดคือ เทคนิค Neural Network ซึ่งมี
คา่เทา่กบั 70.50% เทคนคิทีใ่ห้ค่าเฉลีย่ความไวสงูสดุ
คือ เทคนคิ Deep Learning ซ่ึงมคีา่เทา่กบั 79.25% 
รองลงมาคือ เทคนิค Neural Network มีค่าเท่ากับ 
72.08% และเทคนคิทีใ่หค้า่เฉลีย่ความไวนอ้ยทีส่ดุคอื 
เทคนิค Neural Network ซึ่งมีค่าเท่ากับ 69.72% 
และเทคนิคที่ให้ค่าเฉลี่ยจำาเพาะสูงสุดคือ เทคนิค 
Random Forest ซึ่งมีค่าเท่ากับ 85.19% รองลงมา

คือ เทคนิค Neural Network มีค่าเท่ากับ 72.42% 
และเทคนคิทีใ่หค้า่เฉลีย่จำาเพาะนอ้ยทีส่ดุคอื เทคนคิ 
Deep Learning ซึ่งมีค่าเท่ากับ 68.37% ตามลำาดับ

 จากตาราง 3 พบวา่เทคนคิ Random Forest 
สร้างแบบจำาลองที่มีค่าในการพยากรณ์สูงที่สุด โดย
ใหค้า่ความแมน่ยำา เทา่กบั 76.31% คา่ประสทิธภิาพ
โดยรวม เทา่กับ 73.48% คา่ความไว เทา่กบั 70.14% 
และค่าจำาเพาะ เท่ากับ 82.69% รองลงมา เทคนิค 
Neural Network โดยให้ค่าค่าความแม่นยำา เท่ากับ 
72.81% ค่าประสิทธิภาพโดยรวม เท่ากับ 70.36% 
ค่าความไว เท่ากับ 70.69% และค่าจำาเพาะ เท่ากับ 
74.61% และน้อยที่สุดในเทคนิค Deep Learn-
ing โดยให้ค่าค่าความแม่นยำา เท่ากับ 69.35% ค่า
ประสิทธิภาพโดยรวม เท่ากับ 68.77% ค่าความไว 
เท่ากับ 73.33% และค่าจำาเพาะ เท่ากับ 65.17% 
และกราฟเปรียบเทียบประสิทธิภาพของแบบจำาลอง
แสดงดังภาพประกอบ 8 
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ภาพประกอบ 8  การเปรยีบเทยีบประสทิธภิาพของแบบจาํลอง 

 

8. อภิปรายผลการทาํวิจยั 

 งานวจิยันี้มวีตัถุประสงค์เพื่อศกึษาสร้างแบบจําลองและเปรยีบเทยีบประสทิธภิาพของแบบจําลอง เพื่อใชส้ําหรบัการคดักรองผู้ป่วย

โอกาสการเป็นโรคเนื้องอกในสมองดว้ยภาพ MRI ผูว้จิยัไดนํ้าขอ้มลูภาพ MRI ทัง้หมด 253 ภาพ มาวเิคราะหต์ามกระบวนการทาํเหมอืงขอ้มลู และ

นําเทคนิคการจาํแนกประเภทขอ้มลูภาพทัง้ 3 เทคนิค ไดแ้ก่ เทคนิค Random Forest เทคนิค Deep Learning และเทคนิค Neural Network จากนัน้

ผู้วจิยัได้ทําการเพิม่ประสทิธภิาพของการจําแนกประเภทขอ้มลูด้วยเทคนิค Optimize Parameters สําหรบัการหาค่าที่ดทีี่สุด (Level of Random 

Forest Maximal Depth) หาจํานวนต้นไม้ที่เหมาะสมที่สุดสําหรบัเทคนิค Random Forest และทดสอบประสิทธิภาพของการจําแนกประเภท

ขอ้มลูภาพของแบบจาํลองโดยใชค้่าความแมน่ยาํ ค่าประสทิธภิาพโดยรวม ค่าความไว และค่าจาํเพาะ เพือ่หาแบบจาํลองทีเ่หมาะสมทีสุ่ดสาํหรบัการ

นําไปสร้างตวัแบบในการพยากรณ์ ผลการวจิยัพบว่า เทคนิค Random Forest ให้ค่าความแม่นยําสูงที่สุดถึง 76.31% ค่าประสทิธภิาพโดยรวม

เท่ากบั 73.48% ค่าความไวเทา่กบั 70.14% และค่าจาํเพาะเท่ากบั 82.69% ซึง่สอดคลอ้งกบังานวจิยัของ Yang, Islam & Khaled (2019) ทีไ่ดศ้กึษา

การจําแนกประเภทการถ่ายภาพดว้ยคลื่นสนามแม่เหลก็ของการเชื่อมต่อการทํางานสําหรบัความผดิปกตขิองสเปกตรมัออทสิตกิ โดยใชชุ้ดขอ้มลู 

Multisite ABIDE Dataset โดยไดท้าํการจาํแนกผูป่้วยโรคออทสิตกิสเปกตรมั (ASD) และผูเ้ขา้ร่วมการพฒันาโดยทัว่ไป (TD) โดยใชข้อ้มลู MRI (rs-

fMRI) ดว้ยเทคนิค Random Forest ซึง่ผลการวเิคราะหข์องงานวจิยัดงักล่าวไดค้่าความแม่นยําทีด่ทีีสุ่ด คอื 71.98% อกีทัง้ยงัสอดคลอ้งกบังานวจิยั

ของ Mehdy et al. (2017) ซึ่งใช้เทคนิค Neural Network เพื่อประมวลผลภาพเพื่อตรวจหามะเรง็เต้านมในระยะเริม่ต้น ได้ค่ารองลงมาคอื 72.64 

และผลงานวจิยัของ Cai, Gao, & Zhao (2020) ทาํการวจิยัโดยใชเ้ทคนิค Deep Learning ในการจาํแนกและแบ่งภาพทางการแพทย ์ไดค้่าน้อย

ทีสุ่ด คอื 70.20%  ดงันัน้เทคนิค Random Forest จงึเป็นเทคนิคทีม่คีวามเหมาะสมทีสุ่ดในการนํามาสรา้งแบบจําลองการคดักรองผูป่้วยโอกาสการ

เป็นโรคเนื้องอกในสมองในครัง้นี้ เพื่อช่วยให้แพทย์สามารถการคดักรองผู้ป่วยทีอ่าจจะเป็นโรคเนื้องอกในสมองไดแ้ม่นยํายิง่ข ึน้ รวมทัง้หาแนว

ทางการวางแผนการรกัษาจากแพทยผ์ูเ้ชีย่วชาญระบบประสาทและสมองไดอ้ย่างถูกตอ้ง   
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8. อภิปรายผลการทำ�วิจัย

	 งานวจิยันีม้วัีตถปุระสงคเ์พือ่ศกึษาสรา้งแบบ
จำ�ลองและเปรยีบเทยีบประสทิธภิาพของแบบจำ�ลอง 
เพื่อใช้สำ�หรับการคัดกรองผู้ป่วยโอกาสการเป็นโรค 
เน้ืองอกในสมองด้วยภาพ MRI ผูว้จิยัไดน้ำ�ขอ้มลูภาพ 
MRI ทัง้หมด 253 ภาพ มาวเิคราะหต์ามกระบวนการ
ทำ�เหมืองข้อมูล และนำ�เทคนิคการจำ�แนกประเภท
ข้อมูลภาพทั้ง 3 เทคนิค ได้แก่ เทคนิค Random 
Forest เทคนิค Deep Learning และเทคนคิ Neural 
Network จากนั้นผู้วิจัยได้ทำ�การเพิ่มประสิทธิภาพ
ของการจำ�แนกประเภทขอ้มูลดว้ยเทคนคิ Optimize 
Parameters สำ�หรับการหาค่าที่ดีที่สุด (Level of 
Random Forest Maximal Depth) หาจำ�นวนตน้ไม้
ที่เหมาะสมที่สุดสำ�หรับเทคนิค Random Forest 
และทดสอบประสิทธิภาพของการจำ�แนกประเภท
ข้อมูลภาพของแบบจำ�ลองโดยใช้ค่าความแม่นยำ�  
ค่าประสิทธิภาพโดยรวม ค่าความไว และค่าจำ�เพาะ 
เพ่ือหาแบบจำ�ลองที่เหมาะสมที่สุดสำ�หรับการนำ�
ไปสร้างตัวแบบในการพยากรณ์ ผลการวิจัยพบว่า 
เทคนคิ Random Forest ใหค้า่ความแมน่ยำ�สูงทีสุ่ด
ถงึ 76.31% คา่ประสทิธภิาพโดยรวมเทา่กบั 73.48% 
ค่าความไวเท่ากับ 70.14% และค่าจำ�เพาะเท่ากับ 
82.69% ซึ่งสอดคล้องกับงานวิจัยของ Yang, Islam 
& Khaled (2019) ทีไ่ดศ้กึษาการจำ�แนกประเภทการ
ถา่ยภาพดว้ยคลืน่สนามแมเ่หลก็ของการเชือ่มตอ่การ
ทำ�งานสำ�หรับความผิดปกติของสเปกตรัมออทิสติก 
โดยใช้ชุดข้อมูล Multisite ABIDE Dataset โดยได้
ทำ�การจำ�แนกผู้ป่วยโรคออทิสติกสเปกตรัม (ASD) 
และผูเ้ข้ารว่มการพัฒนาโดยทั่วไป (TD) โดยใชข้อ้มลู 
MRI (rs-fMRI) ด้วยเทคนิค Random Forest ซึ่งผล
การวเิคราะหข์องงานวจิยัดงักลา่วไดค้า่ความแมน่ยำ�
ที่ดีที่สุด คือ 71.98% อีกทั้งยังสอดคล้องกับงานวิจัย
ของ Mehdy et al. (2017) ซึ่งใช้เทคนิค Neural 
Network เพื่อประมวลผลภาพเพื่อตรวจหามะเร็ง
เตา้นมในระยะเริม่ต้น ไดค้า่รองลงมาคอื 72.64 และ 

ผลงานวิจัยของ Cai, Gao, & Zhao (2020) ทำ�การ
วิจัยโดยใช้เทคนิค Deep Learning ในการจำ�แนก 
และแบง่ภาพทางการแพทย ์ไดค้า่นอ้ยทีส่ดุ คอื 70.20% 
ดังนั้นเทคนิค Random Forest จึงเป็นเทคนิคที่มี 
ความเหมาะสมที่สุดในการนำ�มาสร้างแบบจำ�ลอง 
การคดักรองผูป้ว่ยโอกาสการเปน็โรคเนือ้งอกในสมอง
ในครัง้น้ี เพ่ือชว่ยใหแ้พทยส์ามารถการคัดกรองผูป่้วย
ที่อาจจะเป็นโรคเนื้องอกในสมองได้แม่นยำ�ยิ่งขึ้น 
รวมท้ังหาแนวทางการวางแผนการรักษาจากแพทย์
ผู้เชี่ยวชาญระบบประสาทและสมองได้อย่างถูกต้อง 
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