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mﬂamuaqaﬂluamqmamw MRI tnglddeyaandiuls www. kaggle.
com mlmaﬂs’msaaﬂma Chakrabarty (2021) mmmamawmm
253 7 wagtuNIAsginnunsEUIuNSYmileadeya MnThuUSeu
Wisudszansnmuuudnans ian1sdenui welesulihdy Wumede
ferumnganlunmsasuuuiassmsnennsallonadulsaiioson
Tuawea TaeliAneuusiuggaiigniie 76.31% Aszavsnmlaesiu
Wiy 73.48% aanulavindu 70.14% wazA1dwizlindu 82.69%
Fenanshesziteyaluadsiiannsailvaadussuuasauma
dielddmsunsdansesieiiiosenluaedusuinn

Abstract: This research aims to create a model for screening brain
tumor patients using MRI imaging data from www.kaggle.com.
The data was gathered by Chakrabarty (2021) with a total of 253
images. The data was analyzed using the cross-industry standard
process for data mining, then the performances of the classification
models were compared. The results showed that random forest
technique gave the best result for predicting the likelihood of brain
tumors, with an accuracy of 76.31%. The f-measure was 73.48%
with a sensitivity of 70.14% and a specificity of 82.69%. The data
analysis results could be utilized to develop an information system

for future patient screenings for brain tumors.
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1. UNU

asenluaneudulsannuldnnine

e 7
auNG 5ﬂﬁgq€1’qﬁﬂﬁ;§ﬂ’wLﬁmmmﬁmmas
flaudsasionisidedia (Bunevicius et al.,
2013; Siegel, Miller & Jemal, 2018) nN15H16AA

Wanzlnan@sweioiatanaan Wun1ssnw

fanuguuse Wesnvilviauesieny

L 2D LS

fineslituiiodesenaues ieifiunninmdin
wazann1IEUnINTeuULNRUIY YaTsey 2 - 4
Fanusnvesnisinitusiane 919 DUNTY AU
TymuazAnunndnsinuaiusanig W 8113
goud weulindu uazen1sUin Auinle wu
AR, TAULAST wagdnnia (Tankumpuan
et al., 2015; Armstrong, et al., 2016) AaBAIU
Hapmanuunnsewnumsiasinuldegnatos
$ovay 30 lufthewdosenluavesniendanis
H1dn Inedanvguiainnisiidaladnisiiany
leauesusdiu TuiluAnnsuinvesaLoIUTn
Tneseusumisiienga Johnson et al., 2012)
FarnuunwesiuszuuUsTamnssAni i
gadeanudndulanaznisufuiRnadnsusedn
Fu prmunwsesiAnINduI1INg HAEINS
Uszaunnedanariiibinaun ndinliflussey
fuvieanmanfusreyem (Bunevicius et al.,
2014; Back et al., 2014) uslutagtumalulad
NN dilaudfnluseuuusnisauan
iosnnmaluladmsnisunmdinisivasuulas
waginviegusing tnefivseansnalunis
$nvigetu anendesvosniazunindeud
Ainanmssnun ansveziamsiniiu Tnsiame
nguifteiiflsanisanes o nguiiinnioy
anufinUnfivesdudesiuaues nqulsaiesen
Tuawes ngulsruzisiinszaneaniidusngaues
LLazﬂﬁjummiLﬁmmsﬁwmuﬁﬁmﬂa‘uammm
fuaengulsanisaunsannisiiidosonluaes
wazidudenfinuniluaueandd Taevtilusy

MISAWIAILITNITNIAR HANAIN1THIARBILAA
omsthadsmun T finsvanededely
duihafssiiRenaluiufinesinnends fauuy
Frnsmuazans Snuarmanersingmuldaus
fmsunmengadluauiimsmeveailaide duwa
TAno1nslévanegUuuuiauiernisuanisee
shaslUaudsemsniaUszanmiinen (Srisubat,
A. et al.,, 2017) ndaymAanangideatinig
aulalumaihngufnisduundssinndoyanin
wdnnsesfiheiesenluanesionn MR Tu
Usunellng 1ilefinelonanisidulsaiiosen
Tuanes wazdglviuunmglavinnisnaununns
%ﬂmmﬂLLW‘V]é;:il,%mmﬁyiswﬂizmmazaum
venaniifiansnsatmamsiaseRiila luiaun
Lﬂuswumiaumﬂﬁm%’umiﬁmmaaﬁﬂwLﬂ‘fa
senluanondeduneuddlounmdiiieannisy
voaunnglunsitadelsanely
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1. ieadsuuudnaesdmsunis
AnnsosUlgllasanluauenienIn MR

2. Wi USEUBUUSLANS AN UUI 1A
nlddmiunsdansestheiilosenluauesiie
2O MRI

3. YBULIAIIUIRY

IAUINTMNUAVDUALALTDANAS
WES19ANUN L UDIAY ATl

3.1 Yayaililunisidey

fIdglalddoyanin MRI dwiuiun
afauuuinnesdmiunisdansosfiheiiosenty
awsduIutavin 253 am Fsarilvanldian
Vuled www.kaggle.com lateyagnsiusiulag
Chakrabarty (2021) Segndmuiuluguuuulaidnm
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wwana jpg Ineuuseyasendu 2 Inawes fie
Trlawnes No daufutoyanin MRI vesgilaify
Tsrudosanluawas $1u7u 98 0 uaglviawnes
Yes dafiudoyanm MRl vesfthedidulse
dosenluauos $1uau 155 am Gegndeyail
Silva (2021) lethdeyanm MRI andnwing
nradunmaduiesenluauesestitay lne
yhuweauasidueanmitssyhilloniadu
dosenluanesvidold maliadiFeniimsGeus
wuuselou

3.2 WANATN I U9TUIRY

TuauAdeilfideldmatanisvimiles
foyan1w (Image Mining) tilevhnsansdauuy
dmfunsadrauuudianinis dansestleidle
santuaues Wngliinallansduunussnndoya
1 3 wietla Usenaume duliivrdu (Random
Forest) Tn39t18 Uszaniiey (Neural Network)
uazN15I38u319AN (Deep Leaming) Ingn1sviagey
UsgAnsnmvean1sinnunusesiandeyanin
MRI T8 ArAskaiugn (Accuracy) AUTEENSAW
g5 (F-measure) AAula (Sensitivity) wag
AN (Specificity)

3.3 1USHNSUN AN UIIUIRY

f3819lUsunsu RapidMiner Studio
Version 10 itelddmiunisindeudeyalu
ATIATIZRLAENNTESUUUIIa9E NS UNTS
danseafftheiiilonadulsaidosonluauos
suludenisiSeuifieunuusiassiilddmndu
msﬁ’mmaa@’ﬂ’mLﬁaqaﬂiuamaﬂm%ﬁ:

4. WulAauLazNg e Ning1Uas
4.1 \ilasanluguas (Brain Tumor)

Weswenluausaduile@onasgdvln
wUURAUNAlUwadaues aulunsenunisiinau

YasavaILar Iz sram ioserluauesanunn
wseanlfifudsenuuusssunuasidoseniuy
do$re Tnsdndluafinaglinsuaimgiiuuda
yosnstdaiiioson RUIgu1IeeInYINg
Yadidowdoammiinilunssuniug o1nsifou
vouilosenluaues ldun exmsfiAnniesen
fanaulugsiuiivinaauesdsmarilisesu
ArufuDIANesgEInTY flheaziomstn
U3nafsuzegnaun aansn ondeu wiuam
Founarornmsfiinanilesenlunariuuina
uszuudszamiluunagn 01 eseniinlu
UinalndiduszuuUssamiihauniuauuy
1 alitheinomaiumsouss luntide
¥ fianuiaunfvesnsuoaiiu uidlewnain
gniflesenunnaviuuinudussuUsEamesm
walan1snadiadelunsmanuiauniives
desenluauss ansavilélagnisnsaadae
aduutimanllih vieFend1 MRI Fadumaie
filinsasiidadefiauusiug) uaznauny
ms¥nugroufiasdignarueniiesen (Sikarin,
2022) Wuiirfunuisees Raza (2021) il
mM3finwinsUsznananladearmhlagns
Swunamm MRI dwiunisdnnsesifieiiosen

4.2 n1s3uunUsELandayanin
(Image Classification)

n1sdunUssiavdeyanindunis
Uszianalun1vata Lﬁ@LLHﬂ%@yjaﬂﬂﬂWWﬁ'ﬂﬁuﬂ
fuszneuduiiuiidnuoondundudos Taeld
dnwasnad R duiiuAALLANASETINg
nguganm Tasgaamiignislegnaunfeatu
sziidnwaznvadfaniznguidululuiiaonig
ey udaznguyaniniisuunldtuasuans
5a§iwﬂﬂqmﬁuﬁuﬂizmﬂmﬂizLﬂwﬁmmmmq
fuly Tnefiinguszasdiitemndinouiininiy
foorls Fenssuundszinndoyaninii
vaneuuy Sevhlddenisaialunadumn Tagld



MsTmunAm MRl dmsunisAansestheiliosenluases
nuavun dwads, wundand wWsvww, Tsednd adlan, oyned guusuiads

103

MsTInemsasauneaLazinaluladuszend, 52): 2566
Journal of Applied Informatics and Technology, 5(2): 2023

Foyanmiifimssuunuszamud wu nmves
&0 ANVBINY WIOAINVBIDINA NITTILUN
UizLﬂm’fayjamwﬁjﬁﬂlﬂumiﬂismawamw
onludl® Wy NsAUMAIN NI YSe
NShAAIHANINSNIUTR N1sTuwunUssnndoya
awiufinssuunUszandoganmiiinigly
NUBHNUNIVANY WU NITAUKNININAINNADY
feguvesnsdwiiede nsdaiunndmlud®
Tupdan I MiansuanInanIngnlusiAlundn
Hulas venaniflinnsldnunissuundssan
Poyaninluaidumulygyiuseivg Wy n1s
FuunUszinnveaninaesgidauluivled
WIan1sunUszavvaInmUsznauuvauly
vifsdount 1Wusu FanadanisuunUssan
doyanmidenld Uszneusne 1) walla Random
Forest WulAgIAunuYey Yang et al. (2017)
Igvinsidenssauunain MR #ldlunissnw
Auaelsauzisaesdlagldmadasuldvidy
iiemandnuaizmameimanmzvesiasuas
Yl duaredudmsunsas voxel Aasaudh
Afuszansamuarlidoyauniignazgns

9
g
9

Tngldmsdonaneandd oussiunanissnw
vosgUaeselvy ngldwadiaduldunguluns
uundsziangunimiguiy 2) wmaila Deep
Learning lnedl Cai, Gao, & Zhao (2020) ¢
NTITHMITMUNUAZNITUUIN TN TUNNE
Ingdoyantemsunndadnllvgusenaumedeys
wysudoudiannsednd Teyaninniansunme
Toyadu v1a+ Ingldinadia Deep Learning Tun1s
Juundszianguamguiy 3) waila Neural
Network Fuwes Mehdy et al., (2017) 1¢f
yhnsidenissuungunimiilonsiavuzise
winsiluszeyEus lagldinadia Neural Network
Tunmsduunussiangunmiguiy

NUITgdmTUMTAasaLUUTIae LAY
nswWIguiguUsEansamueuutaesdmsu
nsfnsesiitheiflosenluauesiionim MR
wadiaduunyszinndeyaninlagnisii
wilesdoya Tnsddunaunisdniiuiuy
AanMUsEne 1

www.kaggle.com

| Data Collection |

v

| Data Preprocessing |

Modeling

| Random Forest |

I Deep Learning |

| Neural Network |

4

Evaluation

Best Model
Deployment

AMNUSENBY 1 LEAISATEUNUITY
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[ Business

)
Understanding | «fmm

Data
Understanding

Data
Preparation

Deployment

Evoluation

Modeling

MWUTENBY 2 uanidunaunsimilesdaya (CRISP-DM)

{AdelfhdeyauinTeiautunou
ﬂ’liﬁ?’]LLuﬂﬁﬁauuaﬂ’lW (Cross-Industry Standard
Process for Data Mining: CRISP-DM) flauansli
AMWUTZNOU 2 WuheIRuITeneInsainIsin
lsavaeadenluaues dwmsunmsuiangusiae
lsAraonLaon luanolng1999nIUNTEUIUAIT
wnsgrulunsviumilestoya (CRISP-DM)
Al (Kumijit et al., 2022) Tun1sa519uuudiany
Lﬁaﬁﬂﬂiaﬂﬁﬂwﬁﬁiamaﬂmﬂmﬁmafﬂ,uamaq
LaEYINNISNAFBUUILANTAINVBILUUIIADY
Tnefidunounisiinseideyaia 6 duneu
il

5.1 unsunsiaadiladaym
(Business Understanding)

{AdetarhanAseituniiefnyins
dnnsosfteidiesenluanosainnin MRI ag
maSguiisulssaninmueunaiiamilostaya
dvfunsiuundszinndeyanm lagiarsand
wadelafifinramnzaslunisairauudaes
Tunsdansesthefiosfnloniamadulzaiie
sonluaues

5.2 msinanudnlaineanudaya
(Data Understanding)

fAtelAnyuasnut fnudtaelsnide
sanluanesdnunn dwaliunmgliiemaste
ns¥nwduaslsaiionuluaues §ifedesnis
fianngendusidumadenlsituumglunsdn
nsasttheitioserluaveadesiu femsfisnsan
N0 MR dmsunsdansestiielsaiioen
Tuawes wastoyadidelinusiusudeyan
Fules www.kaggle.com Fadfeyagnineunslng
Chakrabarty (2021) Saifuyadeyatievostae
dosonluauos svun 253 nn Tnedaudadu
2 ngu Wun nauithedulsaidosenluaes
1 98 a warnguveadiilaildifudesenly
aues $1U 155 N B MRI fivunn
630x630 finiwa TneiianuaziBunnwegi 97
dpi wargnimnuluguuulndnmuuana jpg
wazthlUlddmsumsilneiteyasely
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(b)

amUsEnau 3 fegdayanin MRl Mihuildlunisiasieyt lnedunm MR vewUae
(a) Niliilosonluaves uaz (b) lifiilesenluaues

5.3 n1sinsesudaya (Data
Preparation)

FI3uladdeyantn MRI 11ving
wisndeyaliegluguuuudeyaitllassadrsnou
NTILATIZMElUITINTN RapidMiner Studio
wazyinsasawuuIaesdmiuannsegUle
Hosenluauesemaiiansvimiiostoyanm
Tnegidvhmaiiunmliluliiames No Liledn
Hudeganm MRI vesdfiilidulsaiiiosenty
auos $1uau 98 A uaglnlawmes Yes Lilodn
udeyan MRI vesitefifulsaiilosenty
@109 9 155 21 Iaenn MRI 9nnmasd
YAFUAIN 630x630 TNILA uazilnuaziden
awagit 97 dpi 1 2 Tnlawe$ Tnelaifimsuiu
navasnmlunisiaedliing 3981901 MR
wanIRsnINUsENeU 3

Mniuuvasteyaoglusunuuteya
Tassa$na (Structured Data) dmiusddod
Aidelalinsuennadnuaglagsssunid dwmsu
nsvimilesgunmluseauaina (Global Level)
ileusnanansRdunatseanangunm uay
UaUanNiInTLANAIueIn T Bamangdiviu
MIIMUNUTLLANTDIN WAL NMTIVUAAMEUTR
VOINNLIAYTIU NITATUIUAFING)

5.3.1 AMvuaA1anAvasguaIn

Tu Global statistics 7lulddmsy
nsduunUssandeyanin lagld 8 A1 laun
Aade (Mean) Asisegiu (Median) A1l
(Kurtosis) A19ngen (Peak) damﬁmwumm@u
(Standard Deviation) A1AuLY (Skewness)
AnAmdusth (Min Gray Value) warAn@ngean
(Max Gray Value) Lanis361574 1
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M3l eddeyazunm MR ignudadlvieglusliuuresteyanilasaiia (Structured

Data)
Row Label KURTOSIS Max Mean Median  Minimum Peak Peak Skewness Standard
No. Gray Gray Relative Deviation
Value count
1 yes -0.801 255 75.786 79 0 0.083 3 0.507 69.476
2 yes -0.692 255 109.886 121 11 0.127 27 0.272 64.421
3 yes 3.124 255 51.240 54 0 0.158 2 1.560 57.128
4 yes 0.011 255 74.948 84 0 0.043 12 0.498 53.143
5 yes -0.382 255 108.255 115 3 0.020 21 0.433 66.249
6 no 4.190 255 26.370 3 0 0.191 0 1.689 35.174
7 no 2.107 255 35.414 32 0 0.314 0 1.245 38.074
8 no 3.237 255 43.916 a4 0 0.121 3 1.494 42.579
9 no -1.425 139 46.699 47 0 0.259 0 0.160 40.330
10 no -0.504 255 47.028 30 0 0.399 1 0.601 48.261

5.4 N158519uUU1a8e (Modeling) WU 100 @iy Maximal depth 1infiu 10 maila
2) Deep Learning fiviune Hidden layer sizes
WAU 50 A1 Epsilon AU 1.0E-8 LazA1 Rho
Windu 0.99 waz 3) wada Neural Network

FumeunsaduuusaesluUiouiio
UsrAvsnnveamaiian1siuunUssinndayann
3 adlaioadanuusiassdmiunisinnses
fthedasenluauasienin MR Taglilusunsu
RapidMiner Version 10 (Sukprasert, 2021)
Usznausiy 1) wmalla Random Forest lay

AnuAAT Hidden WA 4 A1 Training cycles
WINAU 200 A1 Learning rate AU 0.01 wag
A1 Momentum AU 0.9 $18819N15AINUAAT

. o, - Tulusunsu RapidMiner Lansfian wysznou 4
mMuuansdinesvesnaila Random Forest

Retrieve Image_Data Muttiply Optimize Parameters ...

Cross Validation (Dee...
o % mad

tes

pe
pe
!

Cross Validation (NN) (..

"%

per

AUsENaU 4 NsasLUUTIaRILazIUS B U UUSE AVNE AN UBILUUTIABY
Tnglalusinsu RapidMiner Studio
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Decision Tree-1

v

Result-1

Decision Tree-2

Result-2

n o

Decision Tree-3

v

Result-3

N . -
[ Majority Voting /Averaging ]

Final Result

anUsznau 5 nsvihnuveamatiasulingy

5.4.1 walladuldUngu (Random
Forest)

wadiadulsitngy umadieUssivmils
veunadiaduliifnaulafiddnvaguuy Unpruned
39 Regression Trees G1gnai1eannisth
Toyalududendegnsoya nannisvesnalia
Random Forest fia a31auuuiaasanmaile
fuldifnaulavansq uuushaes (e 10 wuu
91889 3 1NN 1,000 HUUII@e) Iagusday
wuudrassazlefuyadeyalaimiloudsu Fadu
feyadenvesyndayaavun wadasilifnduls
MNIINYINTAUALATUIUNANITNYIN TR
M3 Vote output fignideninadasuliiiagula
1nilgn WevAn Mean nHavesusiazimatie
suliifinduls wuudiaedlu Random Forest fiai
WushuuuiidumaiavesnisSouslaglideya
Fruusnnvesiuudaesiilianysal wsidun
wmalladulddndulavinnisnensalsiuiuag
IHuudaessuiifiarmanysafinnty uazd
Anuusiuniunedadulsifinaulaivinniswennsal
LL‘U‘UL?]IEJ? (Sukprasert, 2021) AWANTYINIUVDS
walla Random Forest uansRInMUsznay 5

5.4.2 wmalalasesvigussaniay
(Artificial Neural Network)

TaseineUsyamiiey Wulaeanig
AdAraRs UsvinanaaTauARIENSALI
WeshassmeiauveseseteUszamluaues
uywd feingUsyasdfiazairanosdofedany
anwnsalunsieus Msandnuuusy wagns
¥unwouan wnAnsuduveanadaildunen
nsanwenulitluauestiniw (Bioelectric
Network) 3zUsgneumielwaalszd@1nnie
“U350U” (Neurons) uaggaussaudssam
(Synapses) Wagwaauszamisznaunielany
Tun1ssunszuadsyan Senin “weulasn”
(Dendrite) Fadu Input wazdanslunisdsnszua
UsgamiSenin “uanveu” (Axon) WWuwmileu
Output Vouwad iwadmaETTUFEURATEN
Induadl (Sukprasert, 2021) ATWASYI19TY
YU NALALATIINI8UTEA NN YULARN IR
ANUIENBU 6
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Input

Hidden Layer

Output Layer

AMwUsENaU 6 MsynuYBInANAlASIINeUsTaN ey (Artificial Neural Network)

O
AN
AR vq,lfm\‘\«
‘ :////'N

Y,
N
]
N,
b
élh'

A\

Input Layer

(X
N

i

y
AR

Hidden Layer

Wi "
QA
—>
—>
7'/’,'(0’\\\):‘: ‘
/A

Output Layer

AMNUsENaY 7 MsviheuvenAtian1sBeusideGn

5.4.3 wmAliANT5I38U31T9EN (Deep
Learning)

NsTEUsaEn Aensiauunalulad
ARNNILABSENLTO UL UUNIIYIN TRy
GR Deep Learning ANTTUIUNTANAIUIN
AaNeAUTTULaaUTZEm (Neurons) U09a8384
uywd Beninlassieuszam (Neural Network:
NN) (Saisangchan, Chamchong, & Suwannasa,
2022) Yoiua1 Deep Learning Foiitulasetng
Ussamvanetuiienin Hidden Layer uanasq
AmUsenau 7 vlilassvanunsaiseuideya
fgndloudanluedetnsléitu Fsin Deep
Learning Axnannstilasadnsuszanmiifisnuam
#u Hidden Layer 97U2UuIN

5.5 n1suUsziiiuna (Evaluation)

deasuuudasuasatuuuiiasan
naapuUsEiulsEavsnm lngn1suusloyaoen
Ju 2 dau Ap3Sn1s Cross validation laenis
wusdayaeenilu 10 nguwi1g fu (10-fold cross
validation) wisugadeyalunisasiwuuinass
(Training Set) uazyadoyailidmiunaaey
UseAnsnmuesiuudnasd (Testing Set) lnens
$uluea 30 saU Fedildiaussansnnlunis
TuunUsziandeyausznaume Armnuiugn
(Accuracy) A1UsEANSAMIAESM (F-measure)
Al (Sensitivity) WagArd g (Specificity)
feaunsi 1-5 (Lapthanachai et al., 2023)
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5.5.1 A1AuwUe1 (Accuracy)

AMILUUTIRRIEINTONEINTAITRYA
Aurelulsauarliidulsaldedisgniosse
Toyavavie FaaunIsn 1

A TP +TN 1)
CeUTaCY T TP 4 TN +FP + FN

5.5.2 A1UsLaNSA nlaesau
(F-measure)

| A oa ~ a ' |

ANTILANANNNISLUSEULNBUTENING AN
Precision kag A1 Recall voskmazaaa@d1umung
AIANNITN 2 WaL 3

F-measure aasiinwung YES =

2)

(2 * Precision(YES) * Recall (YES))
(Precision(YES) + Recall (YES))

F-measure aasiinvung NO =

(2 * Precision(NO) * Recall (NO)) (3)
(Precision(NO) + Recall (NO))

5.5.3 A1n21ula (Sensitivity)

AMILUUTIDIE I TONEINTAITRYA
AUrendulsaldagnsgnsassadiendulsnas
AIANN5N 4

TP
Sensitivity =TP =y (@)

5.5.4 A1 W12 (Specificity)

AMILUUTIRRIEINTONEINTAITRYA
Ateiliddulse laeggniewiedtienneinsal
L o =
Judulsa dsaunsn 5

TN

Specificity = S (5)

Tnen

True Positive (TP) A9 AI9INeINTAINT

1%
=

VAILAATUDTT TUNTENYINTAIIN 239 LAy

False Positive (FP) Ai@ ?ﬁﬁwmﬂiaﬂﬂ

'
U oa

ASAINUAITLNATUITI ABNEINTAIIN 939 WHAST

WVnTU Ao hlase

False Negative (FN) filo @sinensal
lainsatuasinatuasameneInsaiin lase waadeh
WVInUU AD 939

6. N3 lulgu (Deployment)

idevimsiinsesideyalasliinaie
nsuundeyanIm MRI wuitmaila Random
Forest 1Jumaiiafimnzanlunisadawuu
$ravsmisdnnsesfasiiilentanisidulse
\esonluauesainnim MRI iedrefnnses
Q’ﬂamﬁmaﬂﬁluamq WAYILINUHUNITINED
mmeméﬁL%aﬁuwﬁwuﬂszamLLazauaa
Snvadianunsatinanisinssilgluwan
Wuszuuansaumadmsumsdnnsesdiisl loma
wudulsauiesenluanoaiostunoudadiounnd
wazannseliiuunme lumsiaselsaiiasen
Tuaneomald

7. NAN1SILASIZH

Fideldidoyanm MRI Wena
FauvuaeuaziUIguiiuUseansnmues
wuusansdmiunisdansesineiiiesontu
aes Swaudoyarianun 253 o Tnglideya
nduleiwww.kagele.com %agmamaﬂm
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Chakrabarty (2021) 171v1ANSANIRINNTZUIUNTT
snasgrunsvwiiaadesya (CRISP-DM) Liloadns
wuudnaesnisdansesUaslontanisidulse
esenluaues Inevhnsutstoyaoenidu 2 dau
mewailan1sulsteyauuu Cross Validation
Fateyaazgnuvseonidu 10 dmwing fu
(10-Fold Cross Validation) (Klaythong & Srisawat,
2023) vielddmiuduyndeyaaeu (Training Set)
waryatoyanadeu (Test Set) lagltinalianis
Vmilastoyanin 3 naila Usznaume naile
Random Forest imalla Deep Learning kaginaila
Neural Network ¥hnssusuusiansdiuauitdn
30 59U FegnaBsmnnnguiuualiudngaudnany
(Central Limit Theorem) lnenguinanitii
Atdeveanguiietsiildainnsguniain
Usgnnsiiiinsuanuasuuuund assiliingusnetne

M99 2
‘1/N 3 WAl

Jnsuwanuasiuuunfanuluaae feusiinaydl
gunEnAnY Fedh Siewiniu 30 Aunanefiazee
Tnsuanuaaduundle (Songhmokholongtun,
2018) MMTThmMsFuaARasLard LY
mmﬁmsuaaﬂi amsmwmimuuﬂﬂiumw
Sua:uam‘wm 3 wada fuwanslunisned 2 e
Wiguiguused@nsnimaesnisinuunuselan
foyanim MRl dmiunisdnnsesdiheosen
Tuaues MmyAIANNLLLGT AUSEENTA W
Tnesix Aaah wazadwne Tneldaulusunsy
RapidMiner Studio Version 10 Tun1stasngy
ToyauazilIeuiiguUsEansn e suunaes
FanadnsvoUsz AN A MmN IUNUTELAN
Si’faagamwmaqﬁa 3 wuudnaedlalanslumnisng 3
kaznNIwUsznau 8

LLaﬂ\‘iﬂ’WLQaﬁJLLa”ﬁ’J‘uL‘UENLU‘LJ?J’W]i%Tu‘UENUi”ﬁV]ﬁﬂ’]Wﬂ?iﬂ’]LLuﬂﬂivLﬂﬂ/ﬁJamaﬂ’]W

Image Classification Techniques

Classification
Deep Learning

Random Forest Neural Network

Performance - - -
X S.D. X S.D. X S.D.
Accuracy 73.5810 2.0220 78.5900 1.4500 71.1800 2.8900
F-measure 74.4353 1.8680 76.8200 1.4500 70.5000 0.0000
Sensitivity 79.2513 2.6228 72.0800 2.8900 69.7200 1.4500
Specificity 68.3736 3.6464 85.1900 4.4300 72.4200 2.8900
f1979 3 AMSUTIUTIIUAMAEDUUSEENSATNUBINITAN LLUﬂﬂiuLﬂVI"U@Naﬂ'}W MRI @113

maﬂmﬂsamﬂ’wLuaaaﬂiuamaa

Classification Performance

Image Classification Techniques

Accuracy F-measure Sensitivity Specificity
Deep Learning 69.35% 68.77% 73.33% 65.17%
Random Forest* 76.31% 73.48% 70.14% 82.69%
Neural Network 72.81% 70.36% 70.69% 74.61%

* fla wedandanuuiizatdviuiunasisinuunisneinsallantanisidulsaliosenluanassisnin MRI
w99 - 1At Random Forest A7 Maximal Depth v liuseangamgegainy 8
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514 2 wuhwadeiivieiadeainy
wiudrgsane wiala Random Forest Gsflen
Wi 78.59% 09a9u1AaLnAtiaA Deep Learning
Sy 73.58% wediafilianadsanuuliy
tfouiignie imaila Neural Network defidnvini
71.18% wiadafilviaedeusyansnminesu
geanfo 1mATlA Random Forest FafiAwiniy
76.82% T9389u1ABIMATLA Deep Learning HAn
Wiy 76.43% wazeilafilirindeussansam
Tngasiiigafe et Neural Network @sd]
Aty 70.50% meadaiiliriedennuligean
#ie wiafla Deep Learning BsfiAiviniu 79.25%
50983179 Atla Neural Network JALvinAU
72.08% uazinadailiriadsaslbiiesfiaade
wmafia Neural Network 3efiinvinfu 69.72%
wazimadailiaedodunzgeande mada
Random Forest FaflAnvinfiu 85.19% 5098431

|

g wAllA Neural Network HAWvinfu 72.42%
wazwadiailviraiedniziesiigafe meda

#l
Deep Learning FANNIAU 68.37% AUa16U

NAITN 3 NUIUNALA Random Forest
aauuudassdifiatlunsnennsalgsiian lne
TAAMLLauET WNAU 76.31% AUsEaNSnN
Tne593 WA 73.48% Aaul Windu 70.14%
UAZAIIUNIE WINAU 82.69% 098911 LnATlA
Neural Network laglvianaraanuusiugn 1winiu
72.81% A1UszaANSAMIaeT Windu 70.36%
AMUla WU 70.69% LagAdng Windu
74.61% uayiesiigalumaia Deep Learn-
ing TaglviAnAIAINLIUET WU 69.35% fn
Usedndnmlaesin Wiy 68.77% A1l
WINAU 73.33% LagA19WIE WINAU 65.17%
waznIUTeUBUUTE NS A NB L UUTIA0Y
LanIssnInUsznou 8

Classification Performance
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8. 9AUs18NAaN15N1IY

AT Usrasiiiofnwaiiuuy
NavauaziUieuiieulssansnmusaLuuinaes
iigltdmiunmsiansosiithelemanisidulse
oserluanesiasnin MRI 3duldhdoyanm
MRI 73130 253 217 UTHATIFAINNTFUILNTS
iwmdlesdaya wavimaliansduundsznm
foganwiis 3 wada l¥un wadia Random
Forest wAlla Deep Learning kagimAila Neural
Network nifugideldvinnisfiudszavsam
Y9INFIMUNUTTIANTayamelnalla Optimize
Parameters dmiunsmendiaiign (Level of
Random Forest Maximal Depth) wanuausulil
fmnzaudigndmiumada Random Forest
warNAARUUTEANTAIMYBINTTIMUNUTELAN
Tayanmvesiuuinaedasliaininuuiiugn
AsEansnmlaesiu Aruly wagAd g
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wiaila Random Forest e usiuggafign
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82.69% TeapAARDITUNUAITHYDS Yang, Islam
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MRI (rs-fMRI) einAfin Random Forest &k
NFIATIERURIATERINALAAAILUEN
fiffian Ao 71.98% Bniisdsaenndoatuaide
983 Mehdy et al. (2017) F3ldinafia Neural
Network LileUszanananiniiionsiamuziss
whusiluszezizus Iiasosaunde 72,64 uay

NAIUIT8VBY Cai, Gao, & Zhao (2020) NS
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faumadia Random Forest Fadumadiaiia
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