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Abstract: Currently, lime is a type of plant that has been cultivated in many places.
Because limes are used in cooking, and their properties are herb. In Thailand, limes are used
for drinking and medical herb to use in health care. From this popularity, the cultivation
of limes became widespread and began to be planted more on farms and more at home.
Nowadays, lime cultivation can be controlled to produce off-season produce. However, lime
is also prone to diseases without proper care. For these reasons, this research is to study
the analysis of decease from lime leaves by using deep learning. The Convolutional Neural
Networks (CNNs) of deep learning is used to classify the disease. In this study, LeNet-5, VGG16,
and RestNet-50 architectures of CNNs are to the proposed architecture based on VGGNet
by adjusting hyperparameter. This improvement in the proposed architecture is to reduce
the size of the learning layer and can decrease the number of network parameters. This will
make processing faster but the performance remains the same. The total number of single
lime leaf images is 5,710. The input images are RGB color. The normal and decease lime
leaves are separated equally. Training and test sets are 80 and 20 percent, respectively. The
evaluation result is found that LeNet-5 has the lowest accuracy at 78.90 percent, while the
proposed architecture has the highest accuracy at 89.06 percent but it is not different from
ResNet-50.
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Feedforward Neural Network 3gyiaulseeng
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Tinananldnaent feuludagiuianuasns
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Ugnuzuraludnnunn wiognslsiniu uzun
\Duiwiinulsaldvarnuans snladld3unsoua
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Huszdnsnmlanenaunisaeusiy Unsuper-
vised Restricted Boltzmann Machine uaglu
Fussulnonsuunsvhaugie Supervised
Back-propagation #s5en3§mssinanain Deep Belief
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nassilede lnely Convolutional Deep Belief
Network Tun1s31uun Feature 2100 WA139
Fuunlagld Support Vector Machine Tngdaya
ddfunmiianeiio@euainam Sudoku
$1unu 200 nMmdszneuldainndssiiedefions
sxflmaedeulmuazuans nadnsilaiions
ns3andu 97.7% awiiuinnisuseendld Deep
Belief Network anansatiglunisainaudnuaey
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Plant Leaf Recognition Using a Convolution
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GoogleNet (Model 2) AU Flavia dataset
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fasslufieeingg Ao wuaks wuaueu sy 45 a3
war 90 991 WUIUIEANTAMANUYNABY
(Accuracy) w89 Model 1 1Uu 99.6% (1aan
Uszanawa 8 ¥y, 43 u1¥l) uay Model 2 1Ju
99.8% (naruseanana 9 wu. 18 ur¥l) Tuanmn
WndeIieaiu 81 Model 2 fUsyavSandingn
Model 1 Entios usnarlunsuszuanaiiado
35 w7 aghalsimuagiiuinUseansamaenann
Auusliiieddy vasiinanfiutulunns
Boud usanmsmeassidulddnwfiudy
Tngmsasaudasdnmimnnndlanudeneiie
Fuluguuuusne lasnmusenauiidRafieuan
PO (Discolored image) 5%, 10%, 30%,
50% waz 60% WUt Model 71 2 agliidseanzam
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aanandalavihnisnaaesiunsanmuseneuiina
e mﬁ]Lﬂugmﬁmﬁmﬁawmmeﬁ’mmmﬂuﬁu

I@aa"iﬁamwﬂizﬂauﬁgﬂLﬁﬂ%uﬁ 5%, 10%, 15%
wag 30% Wui1 Model 2 An1 Model 1 uagaz
WiundauinsadresnmuseneuiaRaiou vie
awdene Adsanunsaiiluldildgndesnnni
98% Waz 94% MIUANU

Pawara et al. (2017) l@@nw1ds Data
Augmentation for Plant Classification lagil
n15911 Data Augmentation (DA) Aunwlu 6
suiuu laun nsvyunnludiasnge (Rotation)
NSUaRNIN (Blur) N1sanazuaInIuInsIge
fiu (Scaling) MsUsUsTAUANUITLE (Contrast)
wazn1sUTukas (Lumination) wazn1sdnnin
Tudnwazaneg fu (Projective) AUAIWAUSHY
INTBYANN Folio, AgrilPlant uag Swedish
leaf Inglins3eudiBadnTioguuiiugiuuas CNN
o anlmenssuves AlexNet, GoogleNet lng
fvuanmiidndu 256x256 anm wudnas
11 Augmentation deheiulssavsamluns
$3lgunsislassaing AlexNet wag GooleNet
dleiauunsdilidvin Augmentation waswndl
nsldnnUsznauiinisvin Augmentation %a1n
vaneissiy axdafiuuszavsnilunisia
1§An31nsa7ld Augmentation wuulauwuuwils

Okafor et al. (2016) la@nw1fiens
FuuniugiivlesTeuiiounisld CNN Ay
nsannAMdEnuuzluulanen LArgIUeInNIN
(Bags of Visual Words) menisiseuilagld
KNN (K-nearest Neighborhoods) &swuin
Bn1sTwuniugiivadg CNN duszansam
Usenaulunsligavesnindu KNN
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3. M Juwwomslumsiannnmsiesizi
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2. nuNingIvaq

2.1 n1suundsznn (Classification)
Tagn1siTeusLdean

e lunsinwunUseaam (Classification)
WUITUNDUVBINITIUNBaNTY 3 Tunau
nang Tumsaulaninindsenau 1

AINTUNBUNITYNIULDINITILLUA
Usznsanannd aziiuinazsuniseniazfes
afinnuanvurdAyveringeanin lasany

fedade daud ar. 2006 Wuduandu msEeu
iﬂﬂiﬁ%’]ﬂ%uﬁﬂ (Deep structured learmning) %3
Fond1 ms3ouiudn (Deep Leaming) vidonns
Seuduuuddudu (Hierarchical Learning) 16
nangulunuidlmimesiu Machine Learning
(Bengio, 2009) %ﬂmuii’f&Jé’fﬂﬂﬁnﬁﬁﬁugmuﬂmﬂ
PUATENAUlATNgUsTAWLEN (Artificial
Neural Network, ANN) lagafelaseasnenis
197411910 Multi-layer Perceptron (MLP)
Imaifﬁ'ﬂﬁ’uﬁiu%a Back-probpagation (BP) ul
U113 Computation cost ﬁﬁau%’wqq ol
1958938 AAL. 1990-2000 wuiwmadaignii
mSLGé’ﬂumiSsuﬁﬁﬂizaummﬁﬂL%ﬁ]ﬁa Support
Vector Machines (SVMs) wsidsmssananaiigians
ftgmulethluuszgndldaududeyasse

a819lsAnL MendensiauensSeu
S@9dn lae Hinton & Salakhutdinov (2006)
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Fanandliiiiuiudaztuves Feedforward
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Inenaun1saauny Unsupervised Restricted
Boltzmann Machine LLaﬂu%uﬁi@mI%miU%’U
N1591197U8  Supervised Back-propagation
Fa38nI3n15¢na1731 Deep Belief Network
(DBN) S?fqmﬂmiﬂﬂl,auaﬂ%y’ﬂﬁﬁqLﬂuﬁ;mL'%uél’u
Y04UITEN NN TS eu3ITEN Wuduan

E:> nszeng

f
Input Image AasdnuagluszRus Classification
(edges, shain code, etc) MENTFEUIVBUATON
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I¥EuinsihunyszgndldiuamAdoniei
Computer Vision taz Image Processing lag
Beudnmandeyahdluiines (Pixel) sesn
$ruunUsznm (Classifier) Inusiazdrfuturos
mahauaziuunaudnvazesnulu Output
Tuusavdunavindy Input yasutudaly
AunNUsEnaU 2

dmfutunaumsFeuiieniseusios
an tnevaludsoandu 3 Ussande

1. Tassthedudnuuuiiaou (Supervised
Deep Network) dwhauldfidlesuiunainay
(Label) fivunlug) Inssas1evasiuna (Model)
HeaudAgyann wu 1Aseaseiuu Convolution
lon Deep Neural Network (DNN),
Convolutional Neural Network (CNN),
Recurrent Neural Network (RNN)

2 Tnssptudnuulaifigaeu (Unsuper-
vised Deep Network) 1dunsiseuiainlasaing
ysadRvietudutoyaiistliinanns anzay
funsdifisiuunaaasdlyiunndnléun Deep

Autoencoder, Deep Belief Network (DBN),
Restricted Baltzmann Machines (RBM) 1Tusiu

3. Tnssdredudnuuunay (Hybridge
Deep Network) ifumsuaunanudumeunsyine
Aeunsaeuluusazsudiensld Unsupervised
Deep Network fiou uda3slimsaeuludusienn
A28 Supervised Deep Network %Gﬂf\]i}ﬁ’uﬁamu
neunauilasuaulontuinn wunsld DBN
wdImee DNN 138 CNN Lusu

2.2 Tasedrguszanaauligdu
(Convolutional Neural Network,
CNN)

lasetnguszamasuligdu (Deng &
Yu, 2013) Sfugmusnanlaseiedsyamuuy
wanet (Multi-layer Perceptron, MLP). an
n15vaLTes CNN LHulAsstnsuuuvaneduiia

1%
1

FULATIATIINSWOUNLAY NIFLS89RDNAUVD

v o

AITMUNAMANYUEVAIETY N15ATUIMIIE

AudnwazkuUlnauaauNUuLazYI IviAMaN o
fanupsinnduluddutuniay Fdaswing
¥84 CNN Uansnsnmusenau 3

Layer 1 Layer 2

Image |:>

=

Layer 3

|:l,> |:l,> Simple Classifier

AnUsenau 2 Tuneunisiuunuszanlaglinmsiteuiiuuanuiu

AU ——

1% stage 2" stage

Ju Full
Connection

> Classes

3" stage

Awusznau 3 lassadrealuves CNN
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NNNUTENOU 3 Tulsay Stage 909
Convolution zd@eusefuduuuy Stack 7
sierflaatuly Tnseadnaves CNN Wumssefunany
Fulumsuunaadnumglagld Feed-forward
ftunouswieluil Tneen Input Tusfu Convolution
WITHUIAIININTBIUNIIAEY (Gradient filter)
n15911 Pooling tagn13 Normalization %1 Feature
map WidnfargniSeusuuniifaeu (Supervised
learning) Tagl¥n1597uun Back-propagation

Tuusiaztu Feature input 1197M9A3
auq Prwestuteunthdauionit Receptive
field lngn1sduunAmudnee N151veu (Edge)
4y (Corners) A4LAY (Curve) visegavaney
(End-points) Gsazgnarmdulituigaiu iy
nMamandnuuzuuiiuguilildnisFousd
rnuAMEnYrUNege1agnidamelule
9 Kernel weight ve3dnsas Convolution
wgnaniunsegludupouvessuiumadous

Y

Convolution

/ T
7/

CNN aunsathunlglusnuidelavann
waeanv1 kA 1153310 (Image recognition)
N153311889 (Speech recognition) NsUsEI8
NANTYI5IIUA (Natural language processing)
Fa CNN Idnaneundusuiifiaauddaann
W91z Weight yeeu Convolutional il
wnldlunssuunandnune susfosuludy
Full connection Aagihanldlunissuundssiam
(Classification) Tusgwinsnsaou laseasnsves
CNN fildFunisusuugslutiagtududadel
Uszndaniieaudl nanlunisAuiu way
Wiuuszansnmliiulusunsy

INANUTENDU 4 LANISIUALLDAVD
annUnunssy CNN 2 sEaU F9UsENaUnIe

* nmii (Input image) luaglugy
YouuEng 4 47 fusznouludie Sruiuves
3UnM (Samples) AUgIUBINIW (Height of an
image) AUN319983A W (Width of an image)
WAZINUIUVBIIRE (Channels of an image)

Convolution Convolution

Pooling

Full

connection

’
’
’
’
’
7

’ Pooling

Input image

-

1% stage

l

Output

(class)

Feature extraction

Classifier

AUsEnau 4 aanUnenssy CNN WUy 2 526U (LeCun & Bengio, 1998)
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Feature map

4 |5 |4 |2
1 1 8 |7 max (4,2,8,7)=8 o I8
2 |6 |0 |3 —> |6 |4
max pool Yu1a 2x2 filters
1 2 |1 |4 )
IWae stride=2

aUsEnau 5 N13ttiunis Pooling

e §u Convolution udruilifeuse
sgwindeyatind (input data) ddudeu
(Hidden layer) Ingn15UsgenAduILNYDNEn
FInN399 WU WA 3x3 or 5x5 FanTesuand
Wunisulasnmiiduazasie Feature map.

* 4 Pool (Pooling layer) t8un1sm
fog1ags (sub-sampling) iieasuuamn3nd
U9 Feature mapiﬂamiﬂizmiﬁmi Stride Uag
yennilan ievnAads wiluusas Stride
Fafp819119MAT Max pooling fifuwinves
window=2x2 wag stride=2 aunsaaLiunis
1ae

* 44 Full connection utuneuaniig
Tunsvihuneua Softmax output ﬁiﬁmﬂ Feature
map mﬂ%u Convolution Lag %‘u Pooling

2.3-daUnenssulaseviedsean
ﬂaui’ag‘ffu (Convolutional Neural
Network Architecture)

Tul 1998 LeNet-5 lagnuauslag
LeCun et al,, (1998) Faidiu ONN Hugniliduiidan
34 LeNet-5 Usznauludenaulagiu 7 4u iold
Tumsduuniias Bsliuszgndldiuidasuinns
Afamidnduniwsgdumiisivuiniig
32x32 finiwa Andsaindl NN Ieiinstiaue
TAs9n15 ImageNet Aldnesauiiiodnnisus s
mssnmangrudeyavunelg Tnelassnisi

Finsdoutedunng st 2012 Wuduan
Tunsudedu ONN Tusn (2012) T AlexNet
(Krizhevsky, Sutskever & Hinton, 2017) W
Frus FsanPnenssy AlexNet asfimnundnonds
#U LeNet-5 wiflsruautuunnnin wazsuau
Filter Tuusazdusnni Tnefivianun 8 4u
TnensSoudiiaan 6 Yulaeld Nvidia Geforce
GTX 580 GPU $1uau 2 &2 danilnenssuiitnaue
19y (Krizhevsky, Sutskever & Hinton, 2012)

Tul 2013 ZFNet (Zeiler & Fergus,
2014) Wugyuznisutstuanilnanssy CNN
Tneflsiuau 8 du wazUsu hyper-parameters
v83 AlexNet siaungyugn1sudeadulul 2014
launaaUnenssu GoogleNet (Inception V1)
910 Google team UsAnEn1mANgNFDIUD
na¥ilndiAssiuUsavsnmmssunyes
uywd anilnenssuiiviomn 22 $u faseney
§e Convolution vwiadnifieansiuiuves
W5 0w Feaansnandiuiumsfivesann
AlexNet @sfivunn 60 dumisfiwesaunde
Wee 4 d1un1dnes GoogleNet (Szegedy,
et al,, 2015) ffiug 1970 LeNet-5 (LeCun,
Bottou, Bengio, & Haffner, 1998) laguiaus
Tupalmaidadendy Inception Fslunaiild Batch
normalization N13¥11A W distortion LagAn
RMSprop e?fqimﬂédwﬁ%L*Tluiuaammmﬁﬂﬁ
sfiunssng melulaseng luvasdoatuly
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¥ 2014 Fafianrdnenssu CNN Snussiavdiodn
VGGNet (Simonyan & Zisserman, 2014) %Gagﬁlu
5 SUAULINTBINTHTITU taglasunuionly
msinUszgndldedaunsvas lngusenaudme
Convolution 16 9u warillassadrady Uniform
§935T0lis991n AlexNet anntin Tnoflunad
YUIN 3x3 AIYAINTDITIUIUNIN VGGNet
gniseuieguu GPU d1uau 4 dudunan 23
i Jamangdmsunslilumsduunnadnung
M Fdeaiiisiuay 138 Sumsiines
a01Unen3su VGGNet Lansnin1mdsenau 6

Vi

conv 1_1

abew

conv 1_2

pool 1

conv 2_1

conv 2 2

pool 2

conv 3_1

conv 3 2

conv 3 3

pool 3

conv 4_1

conv 4_2

conv 4_3

pool 4

conv 5_1

conv 5_2

conv 5_3

pool 5

fc6

fe7

-
o
(]

< senligeqoid

AWUseNau 6 VGGNet (Das, 2017)

dmiugvuglul 2015 ve9 ImageNet
1oA ResNet @1 Microsoft (He et al., 2016)
Taglaunausanrtaanssulnilay “skip
connections” a1 Batch normalization
WisTy Fesrunutuioun 152 Sutunsiden
WUU residual connection @elinududounin
VGGNet veuuu 8 GPU Junan 2-3 dUa
Faannilnanssu ResNet uansdanmusznau 7

dmsulunuaed thauemsiFouiiion
TWnsBeuGSuiaedneay CNN anandnenssy
3 Uszunm lonn aantnenssu LeNet-5 VGGNet
WaE ResNet dsiisroazidunditl

|
sizetz | TXTconv, 6412

max poolf2
Size:56
- 1x1 conv, 64
3x3 conv, 64
1x1 conv, 256

|

1x1conv, 64
3x3 conv, 64
1x1 conv, 256

sy201q [013>

|

1x1 conv, 64
3x3 conv, 64
1x1 conv, 256

Size:28
1x1 conv, 128/2

3x3 conv, 128
1x1 conv, 512

i
i
i
i

1x1conv, 128

3x3 conv, 128

1x1 conv, 512

b

1x1conv, 128
3x3 conv, 128
1x1 conv, 512

|

syoo1q [LISf>

1x1 conv, 256/2
3x3 conv, 256
1x1 conv, 1024

3x3 conv, 256
1x1 conv, 1024
—
¥
1x1 conv, 256
3x3 conv, 256
1x1conv, 1024

sy201q [718)>

1x1 conv, 256 }

Size:7
1x1 conv, 512/2
3x3 conv, 512

1x1 conv, 2048

1x1 conv, 512

3x3 conv, 512

1x1 conv, 2048
1

sy201q [€]8f>

¥
1x1 conv, 512
3x3 conv, 512
1x1 conv, 2048

g ool

fc,1000

AMNUILNBYU 7 ResNet (Das, 2017)
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C3: f. maps 16@10x10
S4: 1. maps 16@5x5

C1: feature maps
INPUT 6@28x28

32x32

S2: f. maps
6@14x14

Convolutions

Subsampling Convolutions ~ Subsampling

Full coanection
Full connection

awdsznau 8 @aUnunssu LeNet-5 (LeCun et al., 1998)

2.3.1 @a1Unenssy LeNet-5

Input 32x32

LeNet-5 (LeCun & Bengio, 1998) 1¥u
andnenssuiiugiuues CNN 35 easidunued

3x3 conv, 64
3x3 conv, 64
2x2 maxpool/2

antnenssusanmysenau 8 tnedvu Convolu-
tion Y19%uA 5 TU (C1-C5) 9u Full connection

3x3 conv, 128
3x3 conv, 128
2x2 maxpool/2

1 9 wag Fu Output 8 1 Fu 52 7 Fu

2.3.2 @aUnenssy VGG16

3x3 conv, 256
3x3 conv, 256
3x3 conv, 256
2x2 maxpool/2

dmsuandnenssy VGGNet Tufitilld
VGG16 (Simonyan & Zisserman, 2014) @a.du
anUnenssuves VGGNet Nilnansudsdunian

3x3 conv, 512
3x3 conv, 512
3x3 conv, 512
2x2 maxpool/2

Tneil Convolution Vavua 16 YU FILATIASI
2949 VGGNet 2zt udnwaiznuy uniform laedlun
anflalmesvun maxpooling 2x2 Way stride=2

3x3 conv, 512
3x3 conv, 512
3x3 conv, 512
2x2 maxpool/2

andu Activation Tuwmaztuuas Convolution
Ao ‘ReLu’ e Nlumatianuiunisiimes 138
U39S @aa1nenssuves VGGNet hand

FC, 4096
FC, 4096
dropout, 0.2
FC, classes

fanmUsenau 9 Tun1sAnwIASItns ety

OQutput

Activation Tudumeugavinesdu SGD

awdsznau 9 anUnenssy VGGL6

Gaussian connections
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256-d

AnUsEnau 10 1As9as19 Residual block veeaatnenssy ResNet-50 (He et al., 2016)

Intial Image

100

199

i o
0 100 200 0

Augmented Images

T} o

.‘ 100 X
= ..

— 200

0 07
100 s 100
I

200 €00

100

20 +—

AnUIzNaU 11 ANLEAINITYIN Augmentation
7u: https://towardsdatascience.com/image-augmentation-14a0aafd0498

2.3.3 d@a1Unenssyu ResNet-50

dwiuanlnenssu ResNet agvannvany
aonenssudslufitidentd ResNet-50 (He
et al, 2016) lngan1tnenssy ResNet-50 1o
Uszgniinenn VGG-19 dalassainswesandngnssu
ResNet-50 #hdenldariilassadiedeuandly
fannUsEnau 7 waziilaseadng Residual block
U 3 layer fanndsznau 10

2.4 n1591 Augmentation

ANSYIN Augmentation (Pawara et al.,
2017) WiugadeyaiiimnBoudindeiv
AuvaInvaneveyadeyalitiniuvainvaiy
iefl Model a¢ldi3ouslduszavsa iRty
Taen13vi1 Augment laiun n1393unm (Rotation)
Tuguengg nsideuntm (Shift) n1sdnnm
(Shearing) N3¢y (Zooming) MFUTULEILN
(Shading) tJudiu wielildnmludnuamesineg
U d1TU19819115911 Augment @UNTOLARS
ledsnndszneu 11
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1319 1 Confusion Matrix
NAINALUA
anuyazvamANIIal (Predicted Result) HATIUNITIIUUN
Negative Positive
Naﬂqwqﬁq Negatlve TN FP TN+FP
(Actual Condition)  positive FN TP FN+TP
NATINATIMLUN TN+FN FP+TP TN+FN+FP+TP

2.5 msi’wﬂszﬁw%mwmsiﬁq

M3InUseansnmyeIn1sILUNNgY
(Classification) vi3on1ssmuuntiy fvane3sily
lun1sTausednsam wu dnsnsnsiadugn
@84 (True Positive Rate, Recall) 81517153 1bUA
Apmann (False Positive Rate) udiu Tngvialy
nadnsAldanasTuunvzdnegluguuuures
#1979 Confusion Matrix (Fawcett, 2006) R
\Hunistanamudnuazaiefilagnduundign
Fodliuduazasuranisduundldannmsiuneg
Frawmeieviosanesuiusneg fhuldau &
Confusion Matrix kandlanam1sng 1

1ae?

TN flenaainnisduungniesiledaya
.U Negative (True Negative)

FP fenadinnsdiuunianainiiledoya
\Uu Negative (False Positive)

FN fexannnsdiuunianainiiledeya
\Ju Positive (False Negative)

TP Fonaannsduungndeaileteya
Ju Positive (True Positive) #4An91nm1974
Confusion Matrix @11159U111AIWIUNNTIR
UsAnsn1munsgiumeg Tun1sdniuneanis
vhune il

1. A1ATIUYNABIYBINITTIUUN (Accuracy)

o 1

AadndIuraIHANTYIWIENgNARIIINTOYAN N
nanuadldlunsmageu Awinlanaunis

p P+ TN N
Y = TN T EN+ FP+ TP

2. $ns1nsduungnioailedoya
\Jua34 (True Positive Rate : TPR %38 Recall)
fodaduvemanissuunngulsignies Ssdun
l9anauns

TP

Recall = TP+—F1V

2)

2 o . Aa o a a
FIAPINA1IUTUNITINU TZANTAN
WevsvanIssuvaInsndmziamlagnees

1NNUDYWLA Y
3. AIANLLUEY (Precision) @11158
AMuadlanadl
TP
Precision = ——— 3)
TP + FP
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3. 350 UN15IY

TusAdedidunsussgndlénnadou
39N (Deep Leaming) Tun1sdnuunyszian
Tsauzumanlungurifendsdiiugueguu
lasaeneuligdu Ineieuiiguussavsnmiu
MUz Geeziiouidiou 4 aaninonssy
foil LeNet-5, VGG16, ResNet-50 wazaningnssu
finaueileguuiiugiuves VGGNet fsil

1 k24

3.1 d@01UnenssuNUIEUaUUN
§1UVDY VGGNet

'3%ma1’7ﬁ1Lauaslwuﬁﬁaﬁagjuuﬁugm
983 VGGNet Ingu3uusa Hyperparameter 484
aodmenssusanan aldun vuaves Filter
(Filtering size) vowusazd wulu VGG16 Hu
YUIRVaY Filter U89 Convolution LLﬁaz%ULﬂu
64, 128, 256, 512 way uﬁiuﬁfﬂﬂ1432,64,128
Way 256 uaﬂﬂﬂﬂﬁéﬂﬁﬂuau%ﬁ Convolution
Tuustay Block widowfies 1 44 512 dau Full
Connection §i Hidden Node Liige 1024 Tag
VGG16 & Hidden Node 18 4096 @sazanunsa
AATUIAVDITIUIUNSTMeTALlR

Input 32x32
3x3 conv, 32
2x2 maxpool/2
3x3 conv, 64
2x2 maxpool/2
3x3 conv, 128
2x2 maxpool/2
3x3 conv, 256
2x2 maxpool/2
FC, 1024
FC, 1024
dropout, 0.2
FC, classes

Output

awusznau 12 andnenssuiuiaus

3.2 AMNSIUNISUSLAUUTLANT AN
Ya9luLna

dusunmsiunisuseliuysednsnm
YaalAANTSEUFNITIIUN UanwianmUsEnay
13 lnsyadoyalunzunissgnuialuynasu
(Training set) Saway 80 wavyanadoy (Test
set) $ovaz 20 FeluinagATEYRINITILUNDY
gnusziiulszavsamlaglduemaaeuiitoduun
Usstnvilunzuniidulse violiidulsa

4. NaN1INAAD

dwsunisveaesd] Iaiununiudeya
| va & P9 1% P '
mwaneluliianuldansuuzuniidulse wagll
< = Aa X vy a
1Hulse dalsafniadulawnlsanusuveulu lsasnd
11918 15AIAN LSAUINID 1SANLUAINALNE
wazlsaluni Tusddeididunisimsiziinlu
yzundulsanselidulse Tnglufinsduuniie
289l5A AIUUTIUIUARET LTI UNNTILUNT L
2 yiinde Wulse wazliidulsa lnanisdwunlu
1 I~ Gl (=S Y o a o
yzunIdulseansaluidulsa lasfiunisanwun
IngdiAe 1 IRNUAITNGEAT FEUUAMEY

___+ L P___

Y
[ 70 Validation | | TANAROL

gatayaluazu

'gﬂaau |

!

[ Augmentation

!

| Souimaiwwnidszinnlasld CNN
—P[ dszfudszansnmluies
[ Tuaagarhy

[ Uszifiudszdnsniwmadwun

ST

AMWUIZNBY 13 AMNTILTUABUNITIIEUS
Wan1siwunlsnntuugu
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MAUTIUTWIETS WL 5,710 A Huazunll
Julsa 2,855 i wazvuzundulse 2,855
warwlsdoyaluyndeu uazyavngeu (80:20)
YUIAVBINNWUNINTUUIR 224x224 WnLea
Taemsthiinnagynnsennmenglmvdenniy
duvosnmlulifeluguuuuamd RGB Tng
nsnaaeUssUBUNanIsUsEIIUUSEENS NN
peanUnunssusnge ve9 CNN il LeNet-5,

Loss Curves

VGG16, ResNet-50 wazisnisiiviiauouu
WUFIUUD9 VGGNet

mﬂmiﬁau@ﬁaa%ﬁﬂuLmaﬁm%’ums
AnnAlsannamenglunzun meaalnenssu
wiazkuy lnednuiuseuveamsseuivualy
fi 40 50U FaaunsauszAvEIMveINIEoUS
A28e1 Loss WagA1 Accuracy lanennuseneu 14
e ndszneu 17

Accuracy Curves

—— Training set
— Validation set

= Training set
—— Validation set

] s 0 s )

)
Epochs

9 H ) B )

)
Epochs

AUsZNBU 14 Lans Loss (§19) wag Accuracy (1711) vesannUnunssu LeNet-5

Loss Curves

Accuracy Curves

—— Training set o
— Validation set
S :;j
o o2 = Training set
00 = Validation set
0 : o s Epulcnhs E R T 0 S o 5 Epolcnhs E R
nnUsZNaU 15 Lans Loss (§18) wag Accuracy (171) vesaaniUnenssu VGG16
Loss Curves Accuracy Curves

—— Training set
— Validation set

—— Training set
—— Validation set

o 5 » 5 2 3 o

5 2
Epochs

AMUSZNBU 16 Lans Loss (§18) ag Accuracy (1711) 983aa1Unensss ResNet-50

Loss Curves

Accuracy Curves

—— Training set
= Validation set

Loss

Accuracy

075

0.950

0.900

0.850

0.825

== Training set
—— Validation set

[ 5 PR ] )

)
Epochs

o H 0 1 5 30 35 40

2
Epochs

MMWUSZNBU 17 AMLEns Loss (€78) wag Accuracy (131) UesannUnenssufiuiaue
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5192 HansUstllulssanSaniuyanageu

Wosidud
gdanUnenssu CNN
Accuracy Precision Recall
LeNet-5 78.90 79.23 79.11
VGG16 86.30 86.64 86.31
ResNet-50 88.26 88.42 88.29
ihuaue 89.06 89.32 89.08

AMnAMUTENBU 14 B3 nwdszneu 17
JumsiuSeudieuan Loss uay A Accuracy ¥ed
Tayaynaeu (Training set) kavyaUssluUseansnm
Tuna (Validation set) Sanuinannilnenssu LeNet-5
thuieuuansnsresdn Loss wag Accuracy U84
JoyayaaeuLazyaUsiduinn LazUsgansam
YoM IBeuIgaindundwiunniandnenssy
3uq duaninenssudue Hue Loss uay
Accuracy vestayaynaeulazynUssduliunnig
funnihuasBuasdisusiseui 20 dausantinenssu
fihuaue Bunsideussouit 25 1Huduly

1NH1IN 2 Nan1TUTEIUUTEaNS AN
nMeszilsnanlutzum nuisiivhaue Tag
nsuSuaandnenssuann VGGNet inUseendly
aglwlseansnmlunisduunlsaannimaislu
UPUMIMBANANLYNARS (Accuracy) fin Precision
wazAn Recall aegn uoillunne1aius ResNet-50
wntdh dmduisTiiauetiansnsaannailunis
ewaddileioutu Vee16 wsziisuau
Futesniniues @ LeNet-5 lridszansam
weitgalunng du uiagldnadesiigalunis
Uszananaidesaniidnuiutosiian uas
WUd1 ResNet-50 Alvinadnsiifiuszansam

(%

49171 VGG16 uay LeNet-5 analanau

(9

fg1an na8luNLUILENIRIT

~ @

) IsAsdumarsesian

2) lsAnusuvaulu

A

) lsAANLUAIA AN

e

9) Isaluimdasuagluwnia

Qs

) Tuun@

AwUsenau 18 fregrennagluugunn
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5. ajunalazUalauaLuL

INAIVABINUINITNTUATIZIATUNEUT
Adulsauarldidilsaannmangluien TnaSou
\igunansmageuanlumailiannsFeus
FreFBnsiug i 3 331U LeNet-5 VGG16
L& ResNet-50 tumuin ResNet-50 Siuszavanm
Tnegdidgn da LeNet-5 Toiszansan
fnam woiiilesan LeNet-5 fnudutiosan 3
vilvinsBeusidulusgnamag Jsunnsneann
VGG16 Uy ResNet-50 Fafisnunuduann sanmsth
@ueIsNslen1suFuUTandnenssu VGGNet
vranlinadeuiUisuiioulssavanwiuisi 3
199U Tiuszansnmuszneaudnin ualduiniin
dlawfieuiiu ResNet-50

\esnnnimaaeadunisidenld
Hold-out Method lun1sutsteyaionsious
waznaaey wudlamdnnudeyaidoutislios
ilesannsielsaliildfidiuaumnnin wagiinng
dAnlsadutasgania Jsdesin Augmentation
dhdelunsFeuslitiussansnmannty us
othalsfiny deyailinaaeudifedin s1um
AfosiAuly fenaldfinnuvainuans vinls
UsyAvBammaEeussilififivemerien 7 Class
fdlunssuuniiiies 2 Ussiamindu

dmiumsidesiely iloviuusaszaviam
nsiesgliaty asdduninfusiusa
foyaliiuniu uenaniasliislunisusndu
UsednSnmlagldis Cross-validation §1v1n
Suuteyafiinnutosusdediiaiesszina
wafifiussAnsamgstu ilosmnamidndoun
TngiddldnanlunisSeuiuiudeenaaude
PAAtuNINAaDY kazUTuUTINTTIUNUTELAN
Tnganunsaszylsausazainvasluuzunsield

6. NARNTSNUIZNA

AMEHITEVOVOUAN AMEINGINIT

ANTAUWA WAINEIREUMIEN TN NV LaTUayY
o Aa a v Y ve ! v v a
nsAliunsITeaseiilvidusagalulanes
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