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บทคัดย่อ: ปัจจุบันมะนาวเป็นพืชชนิดหน่ึงที่ได้รับการนิยมปลูกกันจำานวน
มาก เนื่องจากมะนาวใช้ในการประกอบการทำาอาหาร นอกจากนี้มะนาวยังมี
คุณสมบัติเป็นพืชสมุนไพร ประเทศไทยได้มีการนำามาทำาเครื่องด่ืมหรือนำามา
ทำาเป็นยาสมุนไพร เพื่อใช้ในการบำารุงสุขภาพ เป็นต้น จากความนิยมดังกล่าว 
ทำาให้การปลูกมะนาวจึงแพร่หลายภายในฟาร์มและเร่ิมมีการปลูกตามบ้าน
มากย่ิงขึ้น ซึ่งปัจจุบันการปลูกมะนาวสามารถควบคุมผลผลิตให้ออกผลิตผล
ได้นอกฤดูกาล แต่มะนาวยังเป็นพืชที่เป็นโรคต่างๆ ได้ง่าย หากขาดการดูแล
ที่ดี ดังนั้นในงานวิจัยนี้จึงได้ศึกษาวิธีการวิเคราะห์ความเป็นโรคจากใบมะนาว 
โดยอาศยัการเรยีนรูเ้ชงิลกึ โดยเทคนคิทีใ่ชค้อืการจำาแนกใบมะนาวโดยใชค้อน
โวลชูนันวิรอลเน็ทเวริค์ ซึง่สถาปตัยกรรมท่ีศกึษาในทีน่ีไ้ดแ้ก ่LeNet-5 VGG16 
RestNet-50 และสถาปัตยกรรมที่นำาเสนอบนพื้นฐานของ VGGNet โดยการ
ปรับปรุง Hyperparameter การปรับปรุงสถาปัตยกรรมนี้เป็นการลดขนาด
ของชั้นการเรียนรู้ และช่วยลดจำานวนพารามิเตอร์ของโครงข่าย ซึ่งจะทำาให้
การประมวลผลเร็วขึ้นแต่ประสิทธิภาพยังคงเดิม จากการทดลองเก็บรวบรวม
ข้อมูลภาพถ่ายใบมะนาวเดี่ยว จำานวน 5,710 ภาพ เป็นภาพสี RGB โดยแบ่ง
เป็นใบมะนาวที่เป็นโรคและไม่เป็นโรคเท่ากัน และทำาการแบ่งชุดข้อมูลเป็น
ชดุสอนร้อยละ 80 และชดุทดสอบรอ้ยละ 20 พบวา่ประสทิธภิาพการวเิคราะห์
ด้วย LeNet-5 มีความถูกต้องร้อยละ 78.90 ซึ่งมีประสิทธิภาพต่ำาสุด ในขณะ
ท่ีสถาปัตยกรรมท่ีนำาเสนอมีความถูกต้องร้อยละ 89.06 ซ่ึงมีค่าสูงสุด แต่ไม่
แตกต่างกับ ResNet-50 มากนัก
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Abstract: Currently, lime is a type of plant that has been cultivated in many places.  
Because limes are used in cooking, and their properties are herb. In Thailand, limes are used 
for drinking and medical herb to use in health care. From this popularity, the cultivation 
of limes became widespread and began to be planted more on farms and more at home. 
Nowadays, lime cultivation can be controlled to produce off-season produce. However, lime 
is also prone to diseases without proper care. For these reasons, this research is to study 
the analysis of decease from lime leaves by using deep learning. The Convolutional Neural 
Networks (CNNs) of deep learning is used to classify the disease. In this study, LeNet-5, VGG16, 
and RestNet-50 architectures of CNNs are to the proposed architecture based on VGGNet 
by adjusting hyperparameter. This improvement in the proposed architecture is to reduce 
the size of the learning layer and can decrease the number of network parameters. This will 
make processing faster but the performance remains the same. The total number of single 
lime leaf images is 5,710. The input images are RGB color. The normal and decease lime 
leaves are separated equally. Training and test sets are 80 and 20 percent, respectively. The 
evaluation result is found that LeNet-5 has the lowest accuracy at 78.90 percent, while the 
proposed architecture has the highest accuracy at 89.06 percent but it is not different from  
ResNet-50.

1. บทนำ�

	 ในปจัจบุนั มผีูส้นใจปลกูมะนาวเปน็จำ�นวน
มากในประเทศไทย ซึ่งโดยปกติแล้วทุกครัวเรือนจะ
ใช้มะนาวในเป็นเคร่ืองปรุงแต่งรสในอาหาร และมี
ความต้องการสูงในร้านอาหารเพื่อใช้ในการปรุงรส 
และในปัจจุบันมะนาวเป็นผลิตผลที่ให้ประโยชน์ต่อ
สขุภาพ โดยการชงมะนาวผสมเครือ่งดืม่เพือ่บำ�รงุสขุ
ภาพ และจัดเปน็ผลทีใ่หว้ติามนิซีสงู แตเ่ดมินัน้มะนาว
เปน็พชืทีใ่หผ้ลผลติไดเ้ฉพาะฤดกูาล แต่ในปัจจบัุนเร่ิม
มกีารดดัแปลงการปลกูมะนาวในวงบอ่ซเีมนตเ์พือ่ให้
ได้ผลผลิตตลอดปี ซึ่งมะนาววิธีการดังกล่าวจะช่วย
ให้ผลผลิตได้ตลอดปี ดังนั้นในปัจจุบันทั้งเกษตรกร 
และคนทั่วไปได้ให้ความสนใจในศึกษา และหันมา
ปลกูมะนาวเปน็จำ�นวนมาก แตอ่ยา่งไรกต็าม มะนาว
เป็นพืชที่พบโรคได้หลากหลาย หากไม่ได้รับการดูแล
รักษาท่ีดี ซึ่งโรคต่างๆ นั้น เกิดมาจากศัตรูพืช ซึ่ง 
ส่งผลให้มะนาวไม่เจริญเติบโต หรือให้ผลผลิตได้ 
ตามต้องการ นอกจากน้ี หากผู้สนใจปลูกมะนาวใน

ระยะแรกเริ่มจะยังไม่ทราบลักษณะของโรคที่เกิดขึ้น 
และอาจปล่อยให้โรคดังกล่าวลุกลามอาจทำ�ให้เกิด
ความเสียหายเป็นจำ�นวนมากได้ และส่วนใหญ่การ
เกิดโรคระยะแรกเริ่มนั้นเกิดที่ใบของมะนาว แล้วจึง
ลุกลามไปยังส่วนต่างๆ ของมะนาวต่อไป 

	 จากการศึกษางานวจัิยทีเ่ก่ียวข้อง Hinton & 
Salakhutdinov (2006) ไดน้ำ�เสนอการเรยีนรูเ้ชงิลกึ  
(Deep Learning) ซึ่งแสดงให้เห็นว่าแต่ละชั้นของ 
Feedforward Neural Network จะทำ�งานไดอ้ยา่ง
มีประสิทธิภาพโดยก่อนการสอนด้วย Unsuper-
vised Restricted Boltzmann Machine และใน
ช้ันต่อมาโดยการปรับการทำ�งานด้วย Supervised  
Back-propagation ซึง่เรยีกวิธกีารดงักลา่ววา่ Deep Belief  
Network (DBN) จากการนำ�เสนอครั้งนี้จึงเป็น 
จุดเริ่มต้นของงานวิจัยทางด้านการเรียนรู้เชิงลึก  
เป็นต้นมา Wicht & Henneberty (2015) 
ไดป้ระยกุตใ์ชก้ารเรียนรูเ้ชงิลกึในการรูจ้ำ� Sudoku ทีม่ ี
ทัง้ตวัเลขลายมอืเขยีนและพมิพจ์ากภาพประกอบเกบ็จาก 



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 4(1): 2565
Journal of Applied Informatics and Technology, 4(1): 202273การวิเคราะห์ใบมะนาวที่เป็นโรคโดยใช้การเรียนรู้เชิงลึก

อุมาภรณ์ สายแสงจันทร์, รพีพร ช่ำ�ชอง, อรรถพล สุวรรณษา

กล้องมือถือ โดยใช้ Convolutional Deep Belief 
Network ในการจำ�แนก Feature จากภาพ แล้วจึง
จำ�แนกโดยใช ้Support Vector Machine โดยขอ้มลู
นำ�เข้าเป็นภาพทั้งลายมือเขียนจากภาพ Sudoku 
จำ�นวน 200 ภาพประกอบได้จากกล้องมือถือที่อาจ
จะมีการเคลื่อนไหวและแสงเงา ผลลัพธ์ที่ได้มีอัตรา
การรูจ้ำ�เปน็ 97.7% จะเหน็วา่การประยกุตใ์ช ้Deep 
Belief Network สามารถชว่ยในการสกดัคณุลกัษณะ
ได้จากภาพทั้งที่เป็นตัวพิมพ์และลายมือเขียน 

	 งานวิจัยของ Guo et al. (2018) ได้ศึกษา  
Plant Leaf Recognition Using a Convolution  
Neural Network เพื่อใช้ในการจำ�แนกชนิด
ของต้นไม้โดยใช้ CNN โดยใช้โครงสร้างของ 
GoogLeNet พื้นฐาน (Model 1) และการประยุกต์ 
GoogLeNet (Model 2) กับ Flavia dataset 
โดยแบ่งรูปภาพเป็น 8 ชนิด (Lanceolate, Oval,  
Acicular, Linear, Oblong, Reniform (Kidney-shped),  
Cordate (Heart-shped) และ Palmate leaf) และ
สุ่มเลือกรูปภาพชนิดละ 100 รูป ซึ่งรูปภาพดังกล่าว
มีมุมในทิศต่างๆ คือ แนวตั้ง แนวนอน มุม 45 องศา 
และ 90 องศา พบว่าประสิทธิภาพความถูกต้อง  
(Accuracy) ของ Model 1 เป็น 99.6% (เวลา
ประมวลผล 8 ชม. 43 นาที) และ Model 2 เป็น 
99.8% (เวลาประมวลผล 9 ชม. 18 นาที) ในสภาพ
แวดลอ้มเดยีวกนั ซึง่ Model 2 มปีระสทิธภิาพดกีวา่ 
Model 1 เล็กนอ้ย แตเ่วลาในการประมวลผลเพิม่ขึน้ 
35 นาท ีอยา่งไรก็ตามจะเหน็ว่าประสทิธภิาพดงักลา่ว 
ดีขึ้นแต่ไม่มีนัยสำ�คัญ ขณะที่เวลาก็เพิ่มข้ึนในการ 
เรียนรู้ แต่จากการทดลองผู้วิจัยได้ศึกษาเพ่ิมเติม 
โดยการสรา้งแปลงสภีาพถา้หากภาพมคีวามเสยีหายเกดิ
ขึน้ในรูปแบบตา่งๆ โดยภาพประกอบมสีผีดิเพีย้นจาก
ภาพเริ่มต้น (Discolored image) 5%, 10%, 30%, 
50% และ 60% พบวา่ Model ที ่2 จะใหป้ระสทิธภิาพ
ดีกว่าเล็กน้อยในทุกระดับ นอกจากนี้ ในงานวิจัย 
ดงักลา่วยงัไดท้ำ�การทดลองกบักรณภีาพประกอบมคีวาม 
เสยีหาย อาจเปน็รปูเกดิขึน้เนือ่งจากแมลงกดัแทะเปน็ตน้ 

โดยสรา้งภาพประกอบมีรปูเกดิขึน้ที ่5%, 10%, 15% 
และ 30% พบว่า Model 2 ดีกว่า Model 1 และจะ
เหน็วา่ถงึแมว้า่การสรา้งภาพประกอบมสีผีดิเพีย้น หรอื 
ภาพเสยีหาย ก็ยังสามารถรู้จำ�ใบไมไ้ดถ้กูตอ้งมากกว่า 
98% และ 94% ตามลำ�ดับ

	 Pawara et al. (2017) ได้ศึกษาถึง Data 
Augmentation for Plant Classification โดยมี
การทำ� Data Augmentation (DA) กับภาพใน 6 
รูปแบบ ได้แก่ การหมุนภาพในทิศต่างๆ (Rotation) 
การเบลอภาพ (Blur) การสเกลรูปภาพขนาดต่างๆ 
กัน (Scaling) การปรับระดับความเข้มสี (Contrast) 
และการปรับแสง (Illumination) และการบิดภาพ
ในลักษณะต่างๆ กัน (Projective) กับภาพพันธ์พืช
จากข้อมูลภาพ Folio, AgrilPlant และ Swedish 
leaf โดยใช้การเรยีนรูเ้ชิงลกึทีอ่ยูบ่นพ้ืนฐานของ CNN 
ไดแ้ก ่สถาปัตยกรรมของ AlexNet, GoogLeNet โดย
มีขนาดภาพนำ�เข้าเป็น 256x256 จุดภาพ พบว่าการ
ทำ� Augmentation นี้ช่วยเพิ่มประสิทธิภาพในการ
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เมื่อเทียบกับกรณีไม่ทำ� Augmentation และหากมี
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หลากหลายสถาปัตยกรรม ดังนั้นในงานวิจัยนี้ 
จึงได้นำาเสนอแนวทางในการวิเคราะห์ว่ามะนาวเป็น
โรคหรือไม่จากใบมะนาว ซึ่งการศึกษาครั้งนี้ อยู่บน
พื้นฐานของการเรียนรู้เชิงลึก โดยใบมะนาวที่นำาเข้า
วิเคราะห์ต้องเป็นภาพใบมะนาวเดี่ยวเท่านั้น โดยมี
วัตถุประสงค์ ดังนี้

 1. เพ่ือศึกษาเปรียบเทียบโมเดลการเรียน
รู้เชิงลึก CNN ที่มีสถาปัตยกรรมแตกต่างกัน ในการ
จำาแนกใบมะนาวที่เป็นโรคและไม่เป็นโรค

 2. เพื่อปรับปรุงสถาปัตยกรรม CNN บน
พืน้ฐานของ VGGNet เพือ่ให้การทำางานเรว็ข้ึน แตย่งั
คงประสิทธิภาพดังเดิม 

 3. ใช้เปน็แนวทางในการพฒันาการวเิคราะห์
โรคในพืชต่างๆ ให้กับเกษตรกรเข้าควบคุมได้ก่อนท่ี
จะมีการลุกลามต่อไป

2. ทฤษฎีที่เกี่ยวข้อง

2.1 ก�รจำ�แนกประเภท (Classifi cation) 
โดยก�รเรียนรู้เชิงลึก 

 โดยทัว่ไปการจำาแนกประเภท (Classifi cation) 
จะแบ่งขั้นตอนของการจำาแนกออกเป็น 3 ขั้นตอน
หลักๆ ในการทำางานได้ดังภาพประกอบ 1

 จากขั้นตอนการทำางานของการจำาแนก
ประเภทดงักลา่วนี ้จะเหน็ว่าจะเป็นการยากท่ีจะต้อง
สกัดคุณลักษณะที่สำาคัญของวัตถุออกมา โดยเฉพาะ

ตวัหนงัสอื ตัง้แตป่ ีคศ. 2006 เป็นตน้มานัน้ การเรยีน
รูโ้ครสรา้งข้ันลกึ (Deep structured learning) หรอื
เรยีกวา่ การเรยีนรูข้ัน้ลกึ (Deep Learning) หรอืการ
เรียนรู้แบบลำาดับช้ัน (Hierarchical Learning) ได้
กลายมาเป็นงานวจัิยใหม่ทางด้าน Machine Learning 
(Bengio, 2009) ซึง่งานวิจัยดงักล่าวน้ีมีพ้ืนฐานมาจาก
งานวิจัยทางด้านโครงข่ายประสาทเทียม (Artifi cial 
Neural Network, ANN) โดยอาศัยโครงสร้างการ
ทำางานมาจาก Multi-layer Perceptron (MLP) 
โดยรู้จักกันดีในชื่อ Back-probpagation (BP) แต่
พบวา่ม ีComputation cost ทีค่อ่นข้างสงู ดงันัน้ใน
ช่วงระหว่าง คศ. 1990-2000 พบว่าเทคนิคที่ถูกนำา
มาใชใ้นการเรยีนรูที้ป่ระสบความสำาเรจ็คอื Support 
Vector Machines (SVMs) แต่วธิกีารดงักลา่วนีย้งัคง
มีปัญหาเมื่อนำาไปประยุกต์ใช้งานกับข้อมูลจริง

 อยา่งไรก็ตาม ภายหลงัการนำาเสนอการเรียน
รู้เชิงลึก โดย Hinton & Salakhutdinov (2006) 
ซึ่งแสดงให้เห็นว่าแต่ละชั้นของ Feedforward 
Neural Network จะทำางานได้อย่างมีประสิทธิภาพ
โดยก่อนการสอนด้วย Unsupervised Restricted 
Boltzmann Machine และในชัน้ตอ่มาโดยการปรบั
การทำางานด้วย Supervised Back-propagation 
ซึ่งเรียกวิธีการดังกล่าวว่า Deep Belief Network 
(DBN) ซึ่งจากการนำาเสนอครั้งนี้จึงเป็นจุดเริ่มต้น
ของงานวิจัยทางด้านการเรียนรู้เชิงลึก เป็นต้นมา

4 

 

งานวจิยันี้ จงึไดนํ้าเสนอแนวทางในการวเิคราะหว์า่มะนาวเป็นโรคหรอืไมจ่ากใบมะนาว ซึง่การศกึษาครัง้นี้ อยูบ่นพืน้ฐานของการเรยีนรูเ้ชงิลกึ โดย

ใบมะนาวทีนํ่าเขา้วเิคราะหต์อ้งเป็นภาพใบมะนาวเดีย่วเท่านัน้ โดยมวีตัถุประสงค ์ดงันี้ 

1) เพือ่ศกึษาเปรยีบเทยีบโมเดลการเรยีนรูเ้ชงิลกึ CNN ทีม่สีถาปัตยกรรมแตกต่างกนั ในการจาํแนกใบมะนาวทีเ่ป็นโรคและไมเ่ป็น

โรค 

2) เพือ่ปรบัปรุงสถาปัตยกรรม CNN บนพืน้ฐานของ VGGNet เพือ่ใหก้ารทาํงานเรว็ขึน้ แต่ยงัคงประสทิธภิาพดงัเดมิ  

3) ใชเ้ป็นแนวทางในการพฒันาการวเิคราะหโ์รคในพชืต่างๆ ใหก้บัเกษตรกรเขา้ควบคุมไดก้่อนทีจ่ะมกีารลุกลามต่อไป 

2. ทฤษฎีท่ีเก่ียวขอ้ง 

2.1 การจาํแนกประเภท (Classification) โดยการเรียนรูเ้ชิงลึก  

โดยทัว่ไปการจาํแนกประเภท (Classification) จะแบ่งขัน้ตอนของการจาํแนกออกเป็น 3 ข ัน้ตอนหลกัๆ ในการทาํงานไดด้งัภาพที ่1 

 

ภาพท่ี 1  ข ัน้ตอนการทาํงานของการจาํแนกประเภท 

จากขัน้ตอนการทาํงานของการจาํแนกประเภทดงักล่าวนี้ จะเหน็ว่าจะเป็นการยากทีจ่ะตอ้งสกดัคุณลกัษณะทีส่าํคญัของวตัถุออกมา 

โดยเฉพาะตวัหนงัสอื ตัง้แต่ปี คศ. 2006 เป็นตน้มานัน้ การเรยีนรูโ้ครสรา้งข ัน้ลกึ (Deep structured learning) หรอืเรยีกว่า การเรยีนรูข้ ัน้ลกึ (Deep 

Learning) หรอืการเรยีนรูแ้บบลาํดบัชัน้ (Hierarchical Learning) ไดก้ลายมาเป็นงานวจิยัใหมท่างดา้น Machine Learning (Bengio, 2009) ซึง่

งานวจิยัดงักล่าวนี้มพีืน้ฐานมาจากงานวจิยัทางดา้นโครงขา่ยประสาทเทยีม (Artificial Neural Network, ANN) โดยอาศยัโครงสรา้งการทาํงานมาจาก 

Multi-layer Perceptron (MLP) โดยรูจ้กักนัดใีนชือ่ Back-probpagation (BP) แต่พบว่าม ีComputation cost ทีค่่อนขา้งสงู ดงันัน้ในชว่งระหว่าง คศ. 

1990-2000 พบว่าเทคนิคทีถู่กนํามาใชใ้นการเรยีนรูท้ ีป่ระสบความสาํเรจ็คอื Support Vector Machines (SVMs) แต่วธิกีารดงักล่าวนี้ยงัคงมปัีญหา

เมือ่นําไปประยุกต์ใชง้านกบัขอ้มลูจรงิ 

อย่างไรกต็าม ภายหลงัการนําเสนอการเรยีนรูเ้ชงิลกึ โดย Geoffrey Hinton and Ruslan Salakhutdinov (Hinton & Salakhutdinov, 

2006) ซึง่แสดงใหเ้หน็ว่าแต่ละชัน้ของ Feedforward Neural Network จะทาํงานไดอ้ย่างมปีระสทิธภิาพโดยก่อนการสอนดว้ย Unsupervised 

Restricted Boltzmann Machine และในชัน้ต่อมาโดยการปรบัการทาํงานดว้ย Supervised Back-propagation ซึง่เรยีกวธิกีารดงักล่าวว่า Deep 

Belief Network (DBN) ซึง่จากการนําเสนอครัง้นี้จงึเป็นจุดเริม่ตน้ของงานวจิยัทางดา้นการเรยีนรูเ้ชงิลกึ เป็นตน้มา 

สาํหรบัหลกัการของการเรยีนรูเ้ชงิลกึ นัน้ไดเ้ริม่มกีารนํามาประยุกต์ใชก้บังานวจิยัทางดา้น Computer Vision และ Image Processing 

โดยเรยีนรูภ้าพจากขอ้มลูนําเขา้เป็นพกิเซล (Pixel) ดว้ยตวัจาํแนกประเภท (Classifier) โดยแต่ละลาํดบัชัน้ของการทาํงานจะจาํแนกคุณลกัษณะ

ออกมาเป็น Output ในแต่ละขัน้และนํามาเป็น Input ของลาํดบัชัน้ถดัไป ดงัภาพที ่2 

 

ภาพท่ี 2  ข ัน้ตอนการจาํแนกประเภทโดยใชก้ารเรยีนรูแ้บบลําดบัชัน้ 
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โดยเรยีนรูภ้าพจากขอ้มลูนําเขา้เป็นพกิเซล (Pixel) ดว้ยตวัจาํแนกประเภท (Classifier) โดยแต่ละลาํดบัชัน้ของการทาํงานจะจาํแนกคุณลกัษณะ

ออกมาเป็น Output ในแต่ละขัน้และนํามาเป็น Input ของลาํดบัชัน้ถดัไป ดงัภาพที ่2 

 

ภาพท่ี 2  ข ัน้ตอนการจาํแนกประเภทโดยใชก้ารเรยีนรูแ้บบลําดบัชัน้ 

Input Image คุณลกัษณะในระดบัตํ่า 

(edges, shain code, etc) 
Classification  

ดว้ยการเรยีนรูข้องเครือ่ง 

กระต่าย 

Layer 1 Layer 2 Layer 3 Image Simple 

Classifier 

 ภ�พประกอบ 1 ขั้นตอนการทำางานของการจำาแนกประเภท
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	 สำ�หรับหลักการของการเรียนรู้เชิงลึก นั้น
ได้เร่ิมมีการนำ�มาประยุกต์ใช้กับงานวิจัยทางด้าน 
Computer Vision และ Image Processing โดย
เรยีนรูภ้าพจากขอ้มูลนำ�เข้าเป็นพกิเซล (Pixel) ด้วยตัว
จำ�แนกประเภท (Classifier) โดยแต่ละลำ�ดับชั้นของ
การทำ�งานจะจำ�แนกคณุลกัษณะออกมาเปน็ Output 
ในแตล่ะข้ันและนำ�มาเปน็ Input ของลำ�ดบัชัน้ถดัไป 
ดังภาพประกอบ 2

	 สำ�หรบัข้ันตอนการเรียนรู้ดว้ยการเรียนรู้เชิง
ลึก โดยทั่วไปแบ่งออกเป็น 3 ประเภทคือ 

	 1. โครงขา่ยข้ันลกึแบบมผีูส้อน (Supervised 
Deep Network) ซึ่งทำ�งานได้ดีเมื่อจำ�นวนผลเฉลย 
(Label) มีขนาดใหญ่ โครงสร้างของโมเดล (Model) 
มีส่วนสำ�คัญมาก เช่น โครงสร้างแบบ Convolution  
ได้แก่ Deep Neural Network (DNN),  
Convolutional Neural Network (CNN),  
Recurrent Neural Network (RNN) 

	 2. โครงขา่ยขัน้ลกึแบบไมม่ผีูส้อน (Unsuper-
vised Deep Network) เปน็การเรยีนรูจ้ากโครงสรา้ง
ทางสถิติหรือข้ึนกบัข้อมลูทีย่งัไมม่ผีลเฉลย เหมาะสม
กับกรณีที่จำ�นวนผลเฉลยมีไม่มากนักได้แก่ Deep 

Autoencoder, Deep Belief Network (DBN), 
Restricted Baltzmann Machines (RBM) เป็นต้น

	 3. โครงข่ายขั้นลึกแบบผสม (Hybridge 
Deep Network) เปน็การผสมผสานข้ันตอนการทำ�งาน
กอ่นการสอนในแตล่ะชัน้ดว้ยการใช ้Unsupervised 
Deep Network กอ่น แลว้จงึใชก้ารสอนในชัน้ตอ่มา
ดว้ย Supervised Deep Network ซึง่ปจัจบุนัวธีิแบบ
ผสมผสานนี้ได้รับความนิยมขึ้นมาก เช่นการใช้ DBN 
แล้วตามด้วย DNN หรือ CNN เป็นต้น

2.2 โครงข่ายประสาทคอนโวลูชัน 
(Convolutional Neural Network, 
CNN)

	 โครงข่ายประสาทคอนโวลูชัน (Deng & 
Yu, 2013) มีพื้นฐานมาจากโครงข่ายประสาทแบบ
หลายชั้น (Multi-layer Perceptron, MLP). หลัก
การทำ�งานของ CNN เป็นโครงข่ายแบบหลายชั้นที่ม ี
ชั้นโครงสร้างการเชื่อมพิเศษ การเรียงต่อกันของ
ตัวจำ�แนกคุณลักษณะหลายช้ัน การคำ�นวณให้มี
คณุลกัษณะแบบโกลบอลมากขึน้และทำ�ใหค้ณุลกัษณะ
มีความคงที่มากขึ้นในลำ�ดับชั้นที่สูงขึ้น ซึ่งโครงสร้าง
ของ CNN แสดงดังภาพประกอบ 3

Simple ClassifierImage Layer 1 Layer 2 Layer 3

ภาพประกอบ 2 ขั้นตอนการจำ�แนกประเภทโดยใช้การเรียนรู้แบบลำ�ดับชั้น

ภาพนำ�เข้า Classesชั้น Full  
Connection

1st stage 2nd stage 3rd stage

ภาพประกอบ 3 โครงสร้างทั่วไปของ CNN
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 จากภาพประกอบ 3 ในแต่ละ Stage ของ 
Convolution จะเชื่อมต่อกันเป็นแบบ Stack ที่
ต่อเนือ่งกนัไป โครงสร้างของ CNN เป็นการตอ่กนัหลาย
ชั้นในการจำาแนกคุณลักษณะโดยใช้ Feed-forward 
มขีัน้ตอนดงัตอ่ไปนี ้โดยคา่ Input ในชัน้ Convolution 
จะเรียนรู้จากตัวกรองแกรเดียน (Gradient fi lter) 
การทำา Pooling และการ Normalization ซึง่ Feature 
map เหล่านี้จะถูกเรียนรู้แบบมีผู้สอน (Supervised 
learning) โดยใช้การจำาแนก Back-propagation

 ในแต่ละชั้น Feature input มาจากจุดร
อบๆ ข้างของชั้นก่อนหน้าซึ่งเรียกว่า Receptive 
fi eld โดยการจำาแนกคุณลกัษณะ การหาขอบ (Edge) 
มุม (Corners) ความโค้ง (Curve) หรือจุดปลาย 
(End-points) ซึ่งจะถูกรวมกันใช้ชั้นที่สูงข้ึน ซึ่งใน
การหาคุณลักษณะแบบพื้นฐานที่ไม่ใช้การเรียนรู้นี้
จะพบคุณลักษณะบางอย่างอาจถูกกำาจัดหายไปได้ 
ซึ่ง Kernel weight ของตัวกรอง Convolution 
จะถูกดำาเนินการอยู่ในขั้นตอนของขบวนการเรียนรู้ 

 CNN สามารถนำามาใช้ในงานวิจัยได้หลาก
หลายสาขา ไดแ้ก ่การรูจ้ำาภาพ (Image recognition) 
การรู้จำาเสียง (Speech recognition) การประมวล
ผลภาษาธรรมชาต ิ(Natural language processing) 
ซ่ึง CNN ได้กลายมาเป็นงานที่มีความสำาคัญมาก 
เพราะ Weight ของชั้น Convolutional นั้นได้นำา
มาใช้ในการจำาแนกคุณลักษณะ ขณะเดียวกันในชั้น 
Full connection กจ็ะนำามาใชใ้นการจำาแนกประเภท 
(Classifi cation) ในระหว่างการสอน โครงสร้างของ 
CNN ที่ได้รับการปรับปรุงในปัจจุบันนั้นยังช่วยให้
ประหยัดหน่วยความจำา เวลาในการคำานวณ และ
เพิ่มประสิทธิภาพให้กับโปรแกรม 

 จากภาพประกอบ 4 แสดงรายละเอยีดของ
สถาปัตยกรรม CNN 2 ระดับ ซึ่งประกอบด้วย

• ภาพนำาเข้า (Input image) ในอยู่ในรูป
ของเมทริกซ์ 4 มิติ ที่ประกอบไปด้วย จำานวนของ
รูปภาพ (Samples) ความสงูของภาพ (Height of an 
image) ความกว้างของภาพ (Width of an image) 
และจำานวนของมิติสี (Channels of an image)
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• ชัน้ Convolution เป็นส่วนทีเ่ชือ่มต่อระหว่างขอ้มลูนําเขา้ (Input data) ไปยงัชัน้ซ่อน (Hidden layer) โดยการประยุกต์จาํนวนของมาสกต์วั

กรอง เช่น ขนาด 3x3 or 5x5 ซึง่ตวักรองมาสกเ์ป็นการแปลงภาพนําเขา้และสรา้ง Feature map. 

 

ภาพท่ี 4  สถาปัตยกรรม CNN แบบ 2 ระดบั (LeCun & Bengio, 1998) 

• ชัน้ Pool (Pooling layer) เป็นการหาตวัอย่างย่อย (sub-sampling) เพือ่ลดขนาดเมทรกิซ์ของ Feature map โดยการประยุกต์การ Stride 

และหาค่ามากทีสุ่ด หรอืหาคา่เฉลีย่ หาในแต่ละ Stride ดงัตวัอย่างการหาค่า Max pooling ทีม่ขีนาดของ window=2x2 และ stride=2 

สามารถดาํเนินการไดด้งั 

• ชัน้ Full connection เป็นขัน้ตอนสุดทา้ยในการทาํนายผล Softmax output ทีไ่ดจ้าก Feature map จากชัน้ Convolution และ ชัน้ Pooling 

 

ภาพท่ี 5  การดาํเนินการ Pooling 

2.3-สถาปัตยกรรมโครงข่ายประสาทคอนโวลชูนั (Convolutional Neural Network Architecture) 

ในปี 1998 LeNet-5 ไดถู้กนําเสนอโดย LeCun และคณะ (LeCun, Bottou, Bengio, & Haffner, 1998) ซึง่เป็น CNN พืน้ฐานทีเ่ป็นทีรู่จ้กั 

ซึง่ LeNet-5 ประกอบไปดว้ยคอนโวลชูนั 7 ชัน้ เพือ่ใชใ้นการจาํแนกตวัเลข ซึง่ไดป้ระยุกต์ใชก้บัเชค็ธนาคาร ทีม่ภีาพนําเขา้เป็นภาพระดบัเทาทีม่ ี

ขนาดนําเขา้ 32x32 พกิเซล ภาพหลงัจากที ่CNN ไดม้กีารนําเสนอ โครงการ ImageNet กไ็ดก้่อตัง้ขึน้เพือ่จดัการแขง่ขนัการรูจ้าํภาพจากฐานขอ้มลู

ขนาดใหญ่ โดยโครงการนี้ไดม้กีารจดัแขง่ขนัทุกๆ ปีตัง้แต่ปี 2012 เป็นตน้มา ในการแขง่ขนั CNN ปีแรก (2012) นัน้ AlexNet (Krizhevsky, 

Sutskever, & Hinton, ImageNet classification with deep convolutional neural networks, May 2017) เป็นผูช้นะ ซึง่สถาปัตยกรรม AlexNet จะมี

ความคลา้ยคลงึกบั LeNet-5 แต่มจีาํนวนชัน้มากกว่า และจาํนวน Filter ในแต่ละชัน้มากกว่า โดยมทีัง้หมด 8 ชัน้ โดยการเรยีนรูท้ ัง้หมด 6 วนัโดยใช ้

Nvidia Geforce GTX 580 GPU จํานวน 2 ตวั สถาปัตยกรรมนี้นําเสนอ โดย SuperVision group ( (Krizhevsky, Sutskever, & Hinton, 2012 

AlexNet, 2012)) 

Input image 
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  ภ�พประกอบ 4 สถาปัตยกรรม CNN แบบ 2 ระดับ (LeCun & Bengio, 1998)
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• ชั้น Convolution เป็นส่วนที่เชื่อมต่อ
ระหว่างข้อมูลนำาเข้า (Input data) ไปยังชั้นซ่อน 
(Hidden layer) โดยการประยุกต์จำานวนของมาสก์
ตัวกรอง เช่น ขนาด 3x3 or 5x5 ซึ่งตัวกรองมาสก์
เป็นการแปลงภาพนำาเข้าและสร้าง Feature map.

 • ชั้น Pool (Pooling layer) เป็นการหา
ตวัอยา่งยอ่ย (sub-sampling) เพือ่ลดขนาดเมทรกิซ์
ของ Feature map โดยการประยกุตก์าร Stride และ
หาค่ามากที่สุด หรือหาค่าเฉลี่ย หาในแต่ละ Stride 
ดังตัวอย่างการหาค่า Max pooling ที่มีขนาดของ 
window=2x2 และ stride=2 สามารถดำาเนินการ
ได้ดัง

 • ชัน้ Full connection เป็นข้ันตอนสดุท้าย
ในการทำานายผล Softmax output ทีไ่ดจ้าก Feature 
map จากชั้น Convolution และ ชั้น Pooling

2.3-สถ�ปตยกรรมโครงข่�ยประส�ท
คอนโวลูชัน (Convolutional Neural 
Network Architecture)

 ในปี 1998 LeNet-5 ได้ถูกนำาเสนอโดย 
LeCun et al., (1998) ซ่ึงเปน็ CNN พืน้ฐานทีเ่ปน็ทีรู่จ้กั 
ซึง่ LeNet-5 ประกอบไปดว้ยคอนโวลชูนั 7 ชัน้ เพือ่ใช้
ในการจำาแนกตวัเลข ซึง่ไดป้ระยกุตใ์ชก้บัเชค็ธนาคาร 
ที่มีภาพนำาเข้าเป็นภาพระดับเทาที่มีขนาดนำาเข้า 
32x32 พกิเซล ภาพหลงัจากที ่CNN ไดม้กีารนำาเสนอ 
โครงการ ImageNet กไ็ดก้อ่ตัง้ขึน้เพือ่จดัการแขง่ขนั
การรูจ้ำาภาพจากฐานขอ้มลูขนาดใหญ ่โดยโครงการนี้
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ได้มีการจัดแข่งขันทุกๆ ปีตั้งแต่ปี 2012 เป็นต้นมา 
ในการแข่งขัน CNN ปีแรก (2012) นั้น AlexNet 
(Krizhevsky, Sutskever & Hinton, 2017) เป็น
ผูช้นะ ซึง่สถาปตัยกรรม AlexNet จะมคีวามคลา้ยคลงึ
กับ LeNet-5 แต่มีจำานวนช้ันมากกว่า และจำานวน 
Filter ในแต่ละชั้นมากกว่า โดยมีทั้งหมด 8 ชั้น 
โดยการเรียนรู้ทั้งหมด 6 วันโดยใช้ Nvidia Geforce 
GTX 580 GPU จำานวน 2 ตวั สถาปตัยกรรมนีน้ำาเสนอ 
โดย (Krizhevsky, Sutskever & Hinton, 2012)

 ในปี 2013 ZFNet (Zeiler & Fergus, 
2014) เป็นผู้ชนะการแข่งขันสถาปัตยกรรม CNN 
โดยมีจำานวน 8 ชั้น และปรับ hyper-parameters 
ของ AlexNet ต่อมาผู้ชนะการแข่งขันในปี 2014 
ได้แก่สถาปัตยกรรม GoogLeNet (Inception V1) 
จาก Google team ประสิทธิภาพความถูกต้องของ
การรู้จำานี้ใกล้เคียงกับประสิทธิภาพการจำาแนกของ
มนุษย์ สถาปัตยกรรมมีทั้งหมด 22 ชั้น ซึ่งประกอบ
ด้วย Convolution ขนาดเล็กเพ่ือลดจำานวนของ
พารามิเตอร์ ซึ่งสามารถลดจำานวนพารามิเตอร์จาก 
AlexNet ซึ่งมีขนาด 60 ล้านพารามิเตอร์ลงเหลือ
เพียง 4 ล้านพารามิเตอร์ GoogLeNet (Szegedy, 
et al., 2015) มีพื้นฐานมาจาก LeNet-5 (LeCun, 
Bottou, Bengio, & Haffner, 1998) โดยนำาเสนอ
โมดูลใหม่ซึ่งเรียกว่า Inception ซึ่งโมดูลนี้ใช้ Batch 
normalization การทำาภาพ distortion และค่า 
RMSprop ซึ่งโครงข่ายนี้จะเป็นโมดูลขนาดเล็กที่
ดำาเนินการซ้ำาๆ ภายในโครงข่าย ในขณะเดียวกันใน
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ปี 2014 ยังมีสถาปัตยกรรม CNN อีกประเภทชื่อว่า 
VGGNet (Simonyan & Zisserman, 2014) ซึง่อยูใ่น 
5 อันดับแรกของการแข่งขัน และได้รับความนิยมใน
การนำามาประยุกตใ์ชอ้ยา่งแพรห่ลาย โดยประกอบดว้ย 
Convolution 16 ช้ัน และมโีครงสรา้งเปน็ Uniform 
ซึ่งวิธีนี้ไม่ต่างจาก AlexNet มากนัก โดยมีมาสก์
ขนาด 3x3 ด้วยตัวกรองจำานวนมาก VGGNet 
ถูกเรียนรู้อยู่บน GPU จำานวน 4 ตัวเป็นเวลา 2-3 
สปัดาห ์ซึง่เหมาะสำาหรับการใชใ้นการจำาแนกคุณลกัษณะ
จากภาพ ซึ่งโมเดลนี้มีจำานวน 138 ล้านพารามิเตอร์ 
สถาปัตยกรรม VGGNet แสดงดังภาพประกอบ 6

 สำาหรับผู้ชนะในปี 2015 ของ ImageNet 
ได้แก่ ResNet จาก Microsoft (He et al., 2016) 
โดยได้นำาเสนอสถาปัตยกรรมใหม่โดย “skip 
connections” และทำา Batch normalization 
เพิ่มขึ้น ซ่ึงจำานวนชั้นทั้งหมด 152 ชั้นกับการเชื่อม
แบบ residual connection ซึ่งมีความซับซ้อนกว่า 
VGGNet ทำางานบน 8 GPU เป็นเวลา 2-3 สัปดาห์ 
ซึ่งสถาปัตยกรรม ResNet แสดงดังภาพประกอบ 7

 สำาหรบัในงานวจิยันี ้นำาเสนอการเปรยีบเทียบ
วธิกีารเรียนเรยีนรูเ้ชงิลกึดว้ย CNN จากสถาปัตยกรรม 
3 ประเภท ได้แก่ สถาปัตยกรรม LeNet-5 VGGNet 
และ ResNet ซึ่งมีรายละเอียดดังนี้
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ในปี 2013 ZFNet (Zeiler & Fergus, 2014) เป็นผูช้นะการแขง่ขนัสถาปัตยกรรม CNN โดยมจีาํนวน 8 ชัน้ และปรบั hyper-parameters 

ของ AlexNet ต่อมาผูช้นะการแขง่ขนัในปี 2014 ไดแ้ก่สถาปัตยกรรม GoogLeNet (Inception V1) จาก Google team ประสทิธภิาพความถูกตอ้งของ

การรูจ้าํนี้ใกลเ้คยีงกบัประสทิธภิาพการจาํแนกของมนุษย ์สถาปัตยกรรมมทีัง้หมด 22 ชัน้ ซึง่ประกอบดว้ย Convolution ขนาดเลก็เพือ่ลดจาํนวนของ

พารามเิตอร ์ซึง่สามารถลดจาํนวนพารามเิตอรจ์าก AlexNet ซึง่มขีนาด 60 ลา้นพารามเิตอรล์งเหลอืเพยีง 4 ลา้นพารามเิตอร ์GoogLeNet (Szegedy, 

et al., 2015) มพีืน้ฐานมาจาก LeNet-5 (LeCun, Bottou, Bengio, & Haffner, 1998) โดยนําเสนอโมดลูใหมซ่ึง่เรยีกว่า Inception ซึง่โมดลูนี้ใช ้Batch 

normalization การทาํภาพ distortion และค่า RMSprop ซึง่โครงขา่ยนี้จะเป็นโมดลูขนาดเลก็ทีด่าํเนินการซํ้าๆ ภายในโครงขา่ย ในขณะเดยีวกนัในปี 

2014 ยงัมสีถาปัตยกรรม CNN อกีประเภทชือ่ว่า VGGNet (Simonyan & Zisserman, 2014) ซึง่อยู่ใน 5 อนัดบัแรกของการแขง่ขนั และไดร้บัความ

นิยมในการนํามาประยุกต์ใชอ้ย่างแพร่หลาย โดยประกอบดว้ย Convolution 16 ชัน้ และมโีครงสรา้งเป็น Uniform ซึง่วธินีี้ไมต่่างจาก AlexNet มาก

นกั โดยมมีาสกข์นาด 3x3 ดว้ยตวักรองจาํนวนมาก VGGNet ถูกเรยีนรูอ้ยู่บน GPU จาํนวน 4 ตวัเป็นเวลา 2-3 สปัดาห ์ซึง่เหมาะสาํหรบัการใชใ้น

การจาํแนกคุณลกัษณะจากภาพ ซึง่โมเดลนี้มจีาํนวน 138 ลา้นพารามเิตอร ์สถาปัตยกรรม VGGNet แสดงดงัภาพที ่6 

สาํหรบัผูช้นะในปี 2015 ของ ImageNet ไดแ้ก่ ResNet จาก Microsoft (He, Zhang, Ren, & Sun, 2016) โดยไดนํ้าเสนอสถาปัตยกรรม

ใหมโ่ดย “skip connections” และทาํ Batch normalization เพิม่ขึน้ ซึง่จาํนวนชัน้ทัง้หมด 152 ชัน้กบัการเชือ่มแบบ  residual connection ซึง่มคีวาม

ซบัซอ้นกว่า VGGNet ทาํงานบน 8 GPU เป็นเวลา 2-3 สปัดาห ์ซึง่สถาปัตยกรรม ResNet แสดงดงัภาพที ่7 

  

ภาพท่ี 6  VGGNet (Das, 2017) ภาพท่ี 7  ResNet (Das, 2017) 

สาํหรบัในงานวจิยันี้ นําเสนอการเปรยีบเทยีบวธิกีารเรยีนเรยีนรูเ้ชงิลกึดว้ย CNN จากสถาปัตยกรรม 3 ประเภท ไดแ้ก่ สถาปัตยกรรม 

LeNet-5 VGGNet และ ResNet ซึง่มรีายละเอยีดดงันี้ 
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2.3.1 สถ�ปตยกรรม LeNet-5

 LeNet-5 (LeCun & Bengio, 1998) เป็น
สถาปตัยกรรมพ้ืนฐานของ CNN ซึง่มรีายละเอยีดของ
สถาปตัยกรรมดงัภาพประกอบ 8 โดยมชีัน้ Convolu-
tion ทั้งหมด 5 ชั้น (C1-C5) ชั้น Full connection 
1 ชั้น และ ชั้น Output อีก 1 ชั้น รวมเป็น 7 ชั้น

2.3.2 สถ�ปตยกรรม VGG16

 สำาหรับสถาปัตยกรรม VGGNet ในที่นี้ใช้ 
VGG16 (Simonyan & Zisserman, 2014) ซึ่งเป็น
สถาปตัยกรรมของ VGGNet ทีมี่ผลการแขง่ขนัดทีีสุ่ด 
โดยมี Convolution ทั้งหมด 16 ชั้น ซึ่งโครงสร้าง
ของ VGGNet จะเปน็ลกัษณะแบบ uniform โดยมมีา
สก์ฟลเตอร์ขนาด maxpooling 2x2 และ stride=2 
ฟังก์ชัน Activation ในแต่ละชั้นของ Convolution 
คือ ‘ReLu’ โดยที่โมเดลนี้มีจำานวนพารามิเตอร์ 138 
ล้านพารามิเตอร์ สถาปัตยกรรมของ VGGNet แสดง
ดังภาพประกอบ 9 ในการศึกษาครั้งนี้การฟังก์ชัน 
Activation ในขั้นตอนสุดท้ายเป็น SGD 
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2.3.1 สถาปัตยกรรม LeNet-5 

LeNet-5 (LeCun & Bengio, 1998) เป็นสถาปัตยกรรมพืน้ฐานของ CNN ซึง่มรีายละเอยีดของสถาปัตยกรรมดงัภาพที ่ 8 โดยมชีัน้ 

Convolution ทัง้หมด 5 ชัน้ (C1-C5) ชัน้ Full connection 1 ชัน้ และ ชัน้ Output อกี 1 ชัน้ รวมเป็น 7 ชัน้ 

 

ภาพท่ี 8  สถาปัตยกรม LeNet-5 (LeCun, Bottou, Bengio, & Haffner, 1998) 

2.3.2 สถาปัตยกรรม VGG16 

สาํหรบัสถาปัตยกรรม VGGNet ในทีน่ี้ใช ้VGG16 (Simonyan & Zisserman, 2014) ซึง่เป็นสถาปัตยกรรมของ VGGNet ทีม่ผีลการ

แขง่ขนัดทีีสุ่ด โดยม ีConvolution ทัง้หมด 16 ชัน้ ซึง่โครงสรา้งของ VGGNet จะเป็นลกัษณะแบบ uniform โดยมมีาสกฟิ์ลเตอรข์นาด maxpooling 

2x2 และ stride=2 ฟังกช์นั Activation ในแต่ละชัน้ของ Convolution คอื ‘ReLu’ โดยทีโ่มเดลนี้มจีาํนวนพารามเิตอร ์ 138 ลา้นพารามเิตอร ์

สถาปัตยกรรมของ VGGNet แสดงดงัภาพที ่9 ในการศกึษาครัง้นี้การฟังกช์นั Activation ในขัน้ตอนสุดทา้ยเป็น SGD  

 
ภาพท่ี 9  สถาปัตยกรรม VGG16 
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3x3 conv, 256 
2x2 maxpool/2 
3x3 conv, 512 
3x3 conv, 512 
3x3 conv, 512 
2x2 maxpool/2 
3x3 conv, 512 
3x3 conv, 512 
3x3 conv, 512 
2x2 maxpool/2 

FC, 4096 
FC, 4096 

dropout, 0.2 
FC, classes 

Output 

 

ภ�พประกอบ 8 สถาปัตยกรรม LeNet-5 (LeCun et al., 1998)
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2.3.1 สถาปัตยกรรม LeNet-5 

LeNet-5 (LeCun & Bengio, 1998) เป็นสถาปัตยกรรมพืน้ฐานของ CNN ซึง่มรีายละเอยีดของสถาปัตยกรรมดงัภาพที ่ 8 โดยมชีัน้ 

Convolution ทัง้หมด 5 ชัน้ (C1-C5) ชัน้ Full connection 1 ชัน้ และ ชัน้ Output อกี 1 ชัน้ รวมเป็น 7 ชัน้ 

 

ภาพท่ี 8  สถาปัตยกรม LeNet-5 (LeCun, Bottou, Bengio, & Haffner, 1998) 

2.3.2 สถาปัตยกรรม VGG16 

สาํหรบัสถาปัตยกรรม VGGNet ในทีน่ี้ใช ้VGG16 (Simonyan & Zisserman, 2014) ซึง่เป็นสถาปัตยกรรมของ VGGNet ทีม่ผีลการ

แขง่ขนัดทีีสุ่ด โดยม ีConvolution ทัง้หมด 16 ชัน้ ซึง่โครงสรา้งของ VGGNet จะเป็นลกัษณะแบบ uniform โดยมมีาสกฟิ์ลเตอรข์นาด maxpooling 

2x2 และ stride=2 ฟังกช์นั Activation ในแต่ละชัน้ของ Convolution คอื ‘ReLu’ โดยทีโ่มเดลนี้มจีาํนวนพารามเิตอร ์ 138 ลา้นพารามเิตอร ์

สถาปัตยกรรมของ VGGNet แสดงดงัภาพที ่9 ในการศกึษาครัง้นี้การฟังกช์นั Activation ในขัน้ตอนสุดทา้ยเป็น SGD  

 
ภาพท่ี 9  สถาปัตยกรรม VGG16 

Input 32x32 
3x3 conv, 64 
3x3 conv, 64 

2x2 maxpool/2 
3x3 conv, 128 
3x3 conv, 128 
2x2 maxpool/2 
3x3 conv, 256 
3x3 conv, 256 
3x3 conv, 256 
2x2 maxpool/2 
3x3 conv, 512 
3x3 conv, 512 
3x3 conv, 512 
2x2 maxpool/2 
3x3 conv, 512 
3x3 conv, 512 
3x3 conv, 512 
2x2 maxpool/2 

FC, 4096 
FC, 4096 

dropout, 0.2 
FC, classes 

Output 

 
  ภ�พประกอบ 9 สถาปัตยกรรม VGG16
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2.3.3 สถาปัตยกรรม ResNet-50 

สาํหรบัสถาปัตยกรรม ResNet  อยู่หลากหลายสถาปัตยกรรมซึง่ในทีน่ี้เลอืกใช ้ ResNet-50 (He, Zhang, Ren, & Sun, 2016) โดย

สถาปัตยกรรม ResNet-50 ไดป้ระยุกต์มาจาก VGG-19 ซึง่โครงสรา้งของสถาปัตยกรรม ResNet-50 ทีเ่ลอืกใชจ้ะมโีครงสรา้งซึง่แสดงไวด้งัภาพที ่7 

และมโีครงสรา้ง Residual block จาํนวน 3 layer ดงัภาพที ่10 

 

ภาพท่ี 10  โครงสรา้ง Residual block ของสถาปัตยกรรม ResNet-50 (He, Zhang, Ren, & Sun, 2016) 

2.4 การทาํ Augmentation 

การทาํ Augmentation (Pawara, Okafor, Schomaker, & Wiering, 2017) ใหก้บัชุดขอ้มลูทีนํ่ามาเรยีนรูท้าํเพือ่เพิม่ความหลากหลาย

ของชุดขอ้มลูใหม้คีวามหลากหลายเพือ่ที ่Model จะไดเ้รยีนรูไ้ดป้ระสทิธภิาพไดด้ยีิง่ข ึน้ โดยการทาํ Augment ไดแ้ก่ การหมนุภาพ (Rotation) ในมมุ

ต่างๆ การเลือ่นภาพ (Shift) การบดิภาพ (Shearing) การซูม (Zooming) การปรบัแสงเงา (Shading) เป็นตน้ เพือ่ใหไ้ดภ้าพในลกัษณะต่างๆ กนั 

สาํหรบัตวัอย่างการทาํ Augment สามารถแสดงไดด้งัภาพที ่11 

 
ภาพท่ี 11  ภาพแสดงการทาํ Augmentation  

ทีม่า: https://towardsdatascience.com/image-augmentation-14a0aafd0498 

2.5 การวดัประสิทธิภาพการรูจ้าํ 

การวดัประสทิธภิาพของการจาํแนกกลุ่ม (Classification) หรอืการจาํแนกนัน้ มหีลายวธิทีีใ่ชใ้นการวดัประสทิธภิาพ เช่น อตัราการ

ตรวจจบัถูกตอ้ง (True Positive Rate, Recall) อตัราการจาํแนกผดิพลาด (False Positive Rate) เป็นตน้ โดยทัว่ไปผลลพัธท์ีไ่ดจ้ากการจาํแนกจะจดั

อยู่ในรปูแบบของตาราง Confusion Matrix (Fawcett, 2006) ซึง่เป็นการวดัผลตามลกัษณะจรงิทีไ่ดถู้กจาํแนกทีถู่กตอ้งไวแ้ลว้และสรุปผลการจาํแนก

ทีไ่ดจ้ากการทาํนายดว้ยเทคนิคหรอือลักอรมิทมึต่างๆ ทีนํ่ามาใชง้าน  ซึง่ Confusion Matrix แสดงไดด้งัตารางที ่1  

 

ภ�พประกอบ 10 โครงสร้าง Residual block ของสถาปัตยกรรม ResNet-50 (He et al., 2016)
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2.3.3 สถาปัตยกรรม ResNet-50 

สาํหรบัสถาปัตยกรรม ResNet  อยู่หลากหลายสถาปัตยกรรมซึง่ในทีน่ี้เลอืกใช ้ ResNet-50 (He, Zhang, Ren, & Sun, 2016) โดย

สถาปัตยกรรม ResNet-50 ไดป้ระยุกต์มาจาก VGG-19 ซึง่โครงสรา้งของสถาปัตยกรรม ResNet-50 ทีเ่ลอืกใชจ้ะมโีครงสรา้งซึง่แสดงไวด้งัภาพที ่7 

และมโีครงสรา้ง Residual block จาํนวน 3 layer ดงัภาพที ่10 

 

ภาพท่ี 10  โครงสรา้ง Residual block ของสถาปัตยกรรม ResNet-50 (He, Zhang, Ren, & Sun, 2016) 

2.4 การทาํ Augmentation 

การทาํ Augmentation (Pawara, Okafor, Schomaker, & Wiering, 2017) ใหก้บัชุดขอ้มลูทีนํ่ามาเรยีนรูท้าํเพือ่เพิม่ความหลากหลาย

ของชุดขอ้มลูใหม้คีวามหลากหลายเพือ่ที ่Model จะไดเ้รยีนรูไ้ดป้ระสทิธภิาพไดด้ยีิง่ข ึน้ โดยการทาํ Augment ไดแ้ก่ การหมนุภาพ (Rotation) ในมมุ

ต่างๆ การเลือ่นภาพ (Shift) การบดิภาพ (Shearing) การซูม (Zooming) การปรบัแสงเงา (Shading) เป็นตน้ เพือ่ใหไ้ดภ้าพในลกัษณะต่างๆ กนั 

สาํหรบัตวัอย่างการทาํ Augment สามารถแสดงไดด้งัภาพที ่11 

 
ภาพท่ี 11  ภาพแสดงการทาํ Augmentation  

ทีม่า: https://towardsdatascience.com/image-augmentation-14a0aafd0498 

2.5 การวดัประสิทธิภาพการรูจ้าํ 

การวดัประสทิธภิาพของการจาํแนกกลุ่ม (Classification) หรอืการจาํแนกนัน้ มหีลายวธิทีีใ่ชใ้นการวดัประสทิธภิาพ เช่น อตัราการ

ตรวจจบัถูกตอ้ง (True Positive Rate, Recall) อตัราการจาํแนกผดิพลาด (False Positive Rate) เป็นตน้ โดยทัว่ไปผลลพัธท์ีไ่ดจ้ากการจาํแนกจะจดั

อยู่ในรปูแบบของตาราง Confusion Matrix (Fawcett, 2006) ซึง่เป็นการวดัผลตามลกัษณะจรงิทีไ่ดถู้กจาํแนกทีถู่กตอ้งไวแ้ลว้และสรุปผลการจาํแนก

ทีไ่ดจ้ากการทาํนายดว้ยเทคนิคหรอือลักอรมิทมึต่างๆ ทีนํ่ามาใชง้าน  ซึง่ Confusion Matrix แสดงไดด้งัตารางที ่1  

 

ภ�พประกอบ 11 ภาพแสดงการทำา Augmentation 
ที่ม�: https://towardsdatascience.com/image-augmentation-14a0aafd0498

2.3.3 สถ�ปตยกรรม ResNet-50

 สำาหรบัสถาปตัยกรรม ResNet อยูห่ลากหลาย
สถาปัตยกรรมซึ่งในที่นี้เลือกใช้ ResNet-50 (He 
et al., 2016) โดยสถาปัตยกรรม ResNet-50 ได้
ประยกุตม์าจาก VGG-19 ซึง่โครงสร้างของสถาปตัยกรรม 
ResNet-50 ที่เลือกใช้จะมีโครงสร้างซึ่งแสดงไว้
ดังภาพประกอบ 7 และมีโครงสรา้ง Residual block 
จำานวน 3 layer ดังภาพประกอบ 10

2.4 ก�รทำ� Augmentation

 การทำา Augmentation (Pawara et al., 
2017) ให้กับชุดข้อมูลที่นำามาเรียนรู้ทำาเพ่ือเพิ่ม
ความหลากหลายของชดุข้อมลูใหม้คีวามหลากหลาย
เพือ่ที ่Model จะไดเ้รยีนรูไ้ดป้ระสทิธภิาพไดด้ยีิง่ขึน้ 
โดยการทำา Augment ได้แก่ การหมุนภาพ (Rotation) 
ในมุมต่างๆ การเลื่อนภาพ (Shift) การบิดภาพ 
(Shearing) การซูม (Zooming) การปรับแสงเงา 
(Shading) เป็นต้น เพื่อให้ได้ภาพในลักษณะต่างๆ 
กนั สำาหรบัตวัอยา่งการทำา Augment สามารถแสดง
ได้ดังภาพประกอบ 11
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2.5 ก�รวัดประสิทธิภ�พก�รรู้จำ�

 การวัดประสิทธิภาพของการจำาแนกกลุ่ม 
(Classifi cation) หรือการจำาแนกนั้น มีหลายวิธีที่ใช้
ในการวัดประสิทธิภาพ เช่น อัตราการตรวจจับถูก
ตอ้ง (True Positive Rate, Recall) อตัราการจำาแนก
ผิดพลาด (False Positive Rate) เป็นต้น โดยทั่วไป
ผลลัพธ์ที่ได้จากการจำาแนกจะจัดอยู่ในรูปแบบของ
ตาราง Confusion Matrix (Fawcett, 2006) ซึ่ง
เป็นการวัดผลตามลักษณะจริงท่ีได้ถูกจำาแนกที่ถูก
ตอ้งไว้แลว้และสรุปผลการจำาแนกทีไ่ดจ้ากการทำานาย
ด้วยเทคนิคหรืออัลกอริมทึมต่างๆ ที่นำามาใช้งาน ซึ่ง 
Confusion Matrix แสดงได้ดังตาราง 1 

 โดยที่ 

 TN คอืผลจากการจำาแนกถกูตอ้งเมือ่ขอ้มูล
เป็น Negative (True Negative)

 FP คือผลจากการจำาแนกผดิพลาดเมือ่ข้อมูล
เป็น Negative (False Positive)

 FN คอืผลจากการจำาแนกผดิพลาดเมือ่ขอ้มลู
เป็น Positive (False Negative)

 TP คอืผลจากการจำาแนกถกูตอ้งเมือ่ขอ้มูล
เป็น Positive (True Positive) ซ่ึงค่าจากตาราง 
Confusion Matrix สามารถนำามาคำานวณการวัด
ประสิทธิภาพมาตรฐานต่างๆ ในการจำาแนกผลการ
ทำานาย ได้ดังนี้

 1. ค่าความถูกตอ้งของการจำาแนก (Accuracy) 
คือสดัสว่นของผลการทำานายทีถ่กูตอ้งจากขอ้มูลภาพ
ทั้งหมดที่ใช้ในการทดสอบ คำานวณได้ดังสมการ

(1)

 2. อัตราการจำาแนกถูกต้องเม่ือข้อมูล
เป็นจริง (True Positive Rate : TPR หรือ Recall) 
คอืสดัส่วนของผลการจำาแนกกลุม่ไดถ้กูตอ้ง ซึง่คำานวณ
ได้จากสมการ

(2)

 ซึ่งค่าดังกล่าวนี้เป็นการวัดประสิทธิภาพ
เพื่อบ่งบอกวา่ระบบสามารถวิเคราะหภ์าพไดถู้กต้อง
มากน้อยแค่ไหน

 3. ค่าความแม่นยำา (Precision) สามารถ
คำานวณได้ดังนี้

(3)
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ตารางท่ี 1  Confusion Matrix 

ลกัษณะของเหตุการณ์ 

ผลจากจาํแนก 

(Predicted Result) ผลรวมการจาํแนก 

Negative Positive 

ผลภาพจรงิ 

(Actual Condition) 

Negative TN FP TN+FP 

Positive FN TP FN+TP 

ผลรวมการจาํแนก TN+FN FP+TP TN+FN+FP+TP 

โดยที ่ TN คอืผลจากการจาํแนกถูกตอ้งเมือ่ขอ้มลูเป็น Negative (True Negative) 

  FP คอืผลจากการจาํแนกผดิพลาดเมือ่ขอ้มลูเป็น Negative (False Positive) 

  FN คอืผลจากการจาํแนกผดิพลาดเมือ่ขอ้มลูเป็น Positive (False Negative) 

  TP คอืผลจากการจาํแนกถูกตอ้งเมือ่ขอ้มลูเป็น Positive (True Positive) ซึง่ค่าจากตาราง Confusion Matrix 

สามารถนํามาคาํนวณการวดัประสทิธภิาพมาตรฐานต่างๆ ในการจาํแนกผลการทาํนาย ไดด้งันี้ 

1. ค่าความถูกตอ้งของการจาํแนก (Accuracy) คอืสดัสว่นของผลการทาํนายทีถู่กตอ้งจากขอ้มลูภาพทัง้หมดทีใ่ชใ้นการทดสอบ คาํนวณ

ไดด้งัสมการ 

Accuracy =
TP + TN 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 + FN + FP + TP 
 (1) 

2. อตัราการจาํแนกถูกตอ้งเมือ่ขอ้มลูเป็นจรงิ (True Positive Rate : TPR หรอื Recall) คอืสดัส่วนของผลการจาํแนกกลุ่มไดถู้กตอ้ง ซึง่

คาํนวณไดจ้ากสมการ 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇
 (2) 

ซึง่ค่าดงักล่าวนี้เป็นการวดัประสทิธภิาพเพือ่บ่งบอกว่าระบบสามารถวเิคราะหภ์าพไดถู้กตอ้งมากน้อยแคไ่หน 

3. ค่าความแมน่ยาํ (Precision) สามารถคาํนวณไดด้งันี้ 

𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹𝑇𝑇𝑇𝑇
 (3) 

3. วิธีดาํเนินการวิจยั 

ในงานวจิยันี้เป็นการประยกุตใ์ชก้ารเรยีนรูเ้ชงิลกึ (Deep Learning) ในการจาํแนกประเภทโรคมะนาวจากใบมะนาวเดีย่วซึง่มพีืน้ฐานอยู่

บนโครงขา่ยคอนโวลชูนั โดยเปรยีบเทยีบประสทิธภิาพกบัการจาํแนกประเภท ซึง่จะเปรยีบเทยีบ 4 สถาปัตยกรรม ดงันี้ LeNet-5, VGG16, ResNet-
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วธิกีารทีนํ่าเสนอในงานวจิยันี้อยู่บนพืน้ฐานของ VGGNet โดยปรบัปรุง Hyperparameter ของสถาปัตยกรรมดงักล่าว ซึง่ไดแ้ก่ ขนาด
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ผลจากจาํแนก 

(Predicted Result) ผลรวมการจาํแนก 

Negative Positive 

ผลภาพจรงิ 

(Actual Condition) 

Negative TN FP TN+FP 

Positive FN TP FN+TP 

ผลรวมการจาํแนก TN+FN FP+TP TN+FN+FP+TP 

โดยที ่ TN คอืผลจากการจาํแนกถูกตอ้งเมือ่ขอ้มลูเป็น Negative (True Negative) 

  FP คอืผลจากการจาํแนกผดิพลาดเมือ่ขอ้มลูเป็น Negative (False Positive) 

  FN คอืผลจากการจาํแนกผดิพลาดเมือ่ขอ้มลูเป็น Positive (False Negative) 

  TP คอืผลจากการจาํแนกถูกตอ้งเมือ่ขอ้มลูเป็น Positive (True Positive) ซึง่ค่าจากตาราง Confusion Matrix 

สามารถนํามาคาํนวณการวดัประสทิธภิาพมาตรฐานต่างๆ ในการจาํแนกผลการทาํนาย ไดด้งันี้ 
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2. อตัราการจาํแนกถูกตอ้งเมือ่ขอ้มลูเป็นจรงิ (True Positive Rate : TPR หรอื Recall) คอืสดัส่วนของผลการจาํแนกกลุ่มไดถู้กตอ้ง ซึง่
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ต� ร�ง 1 Confusion Matrix

ลักษณะของเหตุก�รณ

ผลจ�กจำ�แนก
(Predicted Result) ผลรวมก�รจำ�แนก

Negative Positive

ผลภาพจริง
(Actual Condition)

Negative TN FP TN+FP

Positive FN TP FN+TP

ผลรวมการจำาแนก TN+FN FP+TP TN+FN+FP+TP



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 4(1): 2565
Journal of Applied Informatics and Technology, 4(1): 202282การวิเคราะห์ใบมะนาวที่เป็นโรคโดยใช้การเรียนรู้เชิงลึก

อุมาภรณ์ สายแสงจันทร์, รพีพร ช่ำาชอง, อรรถพล สุวรรณษา

3. วิธีดำ�เนินก�รวิจัย

 ในงานวิจัยน้ีเป็นการประยุกต์ใช้การเรียน
รู้เชิงลึก (Deep Learning) ในการจำาแนกประเภท
โรคมะนาวจากใบมะนาวเดี่ยวซึ่งมีพื้นฐานอยู่บน
โครงข่ายคอนโวลชูนั โดยเปรยีบเทียบประสทิธภิาพกบั
การจำาแนกประเภท ซึง่จะเปรยีบเทยีบ 4 สถาปตัยกรรม 
ดังน้ี LeNet-5, VGG16, ResNet-50 และสถาปตัยกรรม
ที่นำาเสนอที่อยู่บนพื้นฐานของ VGGNet ดังนี้

3.1 สถ�ปตยกรรมที่นำ�เสนอบนพื้น
ฐ�นของ VGGNet

 วธิกีารทีน่ำาเสนอในงานวจัิยน้ีอยู่บนพืน้ฐาน
ของ VGGNet โดยปรับปรุง Hyperparameter ของ
สถาปัตยกรรมดังกล่าว ซึ่งได้แก่ ขนาดของ Filter 
(Filtering size) ของแต่ละชั้น เช่นใน VGG16 นั้น 
ขนาดของ Filter ของ Convolution แต่ละชั้นเป็น 
64, 128, 256, 512 และ แต่ในที่นี้เป็น 32, 64, 128 
และ 256 นอกจากนี้ลดจำานวนชั้น Convolution 
ในแต่ละ Block เหลือเพียง 1 ชั้น 512 ส่วน Full 
Connection มี Hidden Node เพียง 1024 โดย 
VGG16 มี Hidden Node เป็น 4096 ซึ่งจะสามารถ
ลดขนาดของจำานวนพารามิเตอร์ลงได้

3.2 ภ�พรวมก�รประเมินประสิทธิภ�พ
ของโมเดล

 สำาหรับภาพรวมการประเมินประสิทธิภาพ
ของโมเดลการเรยีนรูก้ารจำาแนก แสดงดงัภาพประกอบ 
13 โดยชุดข้อมูลใบมะนาวจะถูกแบ่งเป็นชุดสอน 
(Training set) ร้อยละ 80 และชุดทดสอบ (Test 
set) ร้อยละ 20 ซึ่งโมเดลสุดท้ายของการจำาแนกจะ
ถูกประเมนิประสิทธภิาพโดยใชช้ดุทดสอบเพ่ือจำาแนก
ประเภทใบมะนาวที่เป็นโรค หรือไม่เป็นโรค

4. ผลก�รทดลอง

 สำาหรับการทดลองนี้ ได้เก็บรวบรวมข้อมูล
ภาพถ่ายใบไมท้ีเ่ก็บได้จากตน้มะนาวทีเ่ปน็โรค และไม่
เปน็โรค ซึง่โรคท่ีเกดิขึน้ไดแ้กโ่รคหนอนชอนใบ โรคราสี
น้ำาตาล โรคราดำา โรคใบหงกิงอ โรคจากแมลงกดัแทะ 
และโรคใบแก้ว ในงานวิจัยนี้เป็นการวิเคราะห์ว่าใบ
มะนาวเปน็โรคหรอืไมเ่ปน็โรค โดยไมม่กีารจำาแนกชนดิ
ของโรค ดงันัน้จำานวนคลาสทีใ่ชใ้นการจำาแนกมเีพยีง 
2 ชนดิคอื เปน็โรค และไมเ่ปน็โรค โดยการจำาแนกใบ
มะนาวว่าเปน็โรคหรือไม่เปน็โรค ไดด้ำาเนินการจำาแนก
โดยผูเ้ชีย่วชาญทางด้านการเกษตร ซึง่จำานวนภาพถา่ย

11 

 

32, 64, 128 และ 256 นอกจากนี้ลดจาํนวนชัน้ Convolution ในแต่ละ Block เหลอืเพยีง 1 ชัน้ 512 ส่วน Full Connection ม ีHidden Node เพยีง 

1024 โดย VGG16 ม ีHidden Node เป็น 4096 ซึง่จะสามารถลดขนาดของจาํนวนพารามเิตอรล์งได ้

 
ภาพท่ี 12  สถาปัตยกรรมทีนํ่าเสนอ 

3.2 ภาพรวมการประเมินประสิทธิภาพของโมเดล 

สาํหรบัภาพรวมการประเมนิประสทิธภิาพของโมเดลการเรยีนรูก้ารจาํแนก แสดงดงัภาพที ่ 13 โดยชุดขอ้มลูใบมะนาวจะถูกแบ่งเป็น

ชุดสอน (Training set) รอ้ยละ 80 และชุดทดสอบ (Test set) รอ้ยละ 20 ซึง่โมเดลสุดทา้ยของการจาํแนกจะถูกประเมนิประสทิธภิาพโดยใชชุ้ดทดสอบ

เพือ่จาํแนกประเภทใบมะนาวทีเ่ป็นโรค หรอืไมเ่ป็นโรค 

 

 

ภาพท่ี 13  ภาพรวมขัน้ตอนการเรยีนรูเ้พื่อการจาํแนกโรคจากใบมะนาว 

Input 32x32 
3x3 conv, 32 

2x2 maxpool/2 
3x3 conv, 64 

2x2 maxpool/2 
3x3 conv, 128 
2x2 maxpool/2 
3x3 conv, 256 
2x2 maxpool/2 

FC, 1024 
FC, 1024 

dropout, 0.2 
FC, classes 

Output 

 

ชุดขอ้มลูใบมะนาว 

เรยีนรูก้ารจาํแนกประเภทโดยใช ้CNN 

ชุดสอน 

ประเมนิประสทิธภิาพโมเดล 

ชุดทดสอบ 

โมเดลสุดทา้ย 

ชุด Validation 

ประเมนิประสทิธภิาพการจาํแนก 

Augmentation 

 ภ�พประกอบ 12 สถาปัตยกรรมที่นำาเสนอ
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ภาพท่ี 12  สถาปัตยกรรมทีนํ่าเสนอ 

3.2 ภาพรวมการประเมินประสิทธิภาพของโมเดล 
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เพือ่จาํแนกประเภทใบมะนาวทีเ่ป็นโรค หรอืไมเ่ป็นโรค 

 

 

ภาพท่ี 13  ภาพรวมขัน้ตอนการเรยีนรูเ้พื่อการจาํแนกโรคจากใบมะนาว 

Input 32x32 
3x3 conv, 32 

2x2 maxpool/2 
3x3 conv, 64 

2x2 maxpool/2 
3x3 conv, 128 
2x2 maxpool/2 
3x3 conv, 256 
2x2 maxpool/2 

FC, 1024 
FC, 1024 

dropout, 0.2 
FC, classes 

Output 

 

ชุดขอ้มลูใบมะนาว 

เรยีนรูก้ารจาํแนกประเภทโดยใช ้CNN 

ชุดสอน 

ประเมนิประสทิธภิาพโมเดล 

ชุดทดสอบ 

โมเดลสุดทา้ย 

ชุด Validation 

ประเมนิประสทิธภิาพการจาํแนก 

Augmentation 

 ภ�พประกอบ 13 ภาพรวมขั้นตอนการเรียนรู้
เพื่อการจำาแนกโรคจากใบมะนาว
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ทีเ่กบ็รวบรวมได้มจีำานวน 5,710 ภาพ เปน็มะนาวไม่
เปน็โรค 2,855 ภาพ และมะนาวเปน็โรค 2,855 ภาพ 
และแบ่งข้อมูลเป็นชุดสอน และชุดทดสอบ (80:20) 
ขนาดของภาพนำาเข้ามีขนาด 224x224 พิกเซล 
โดยการนำาเขา้ภาพจะทำาการตดัภาพถา่ยใหเ้หลอืเฉพาะ
ส่วนของภาพใบไม้เดี่ยวในรูปแบบภาพสี RGB โดย
การทดลองเปรียบเทยีบผลการประเมนิประสทิธภิาพ
ด้วยสถาปัตยกรรมต่างๆ ของ CNN ดังนี้ LeNet-5, 

VGG16, ResNet-50 และวิธีการท่ีนำาเสนอบน
พื้นฐานของ VGGNet 

 จากการเรียนรู้เพ่ือสร้างโมเดลสำาหรับการ
วเิคราะหโ์รคจากภาพถา่ยใบมะนาว ด้วยสถาปตัยกรรม
แต่ละแบบ โดยจำานวนรอบของการเรียนรู้กำาหนดไว้
ที่ 40 รอบ ซึ่งสามารถประสิทธิภาพของการเรียนรู้
ดว้ยคา่ Loss และคา่ Accuracy ไดด้งัภาพประกอบ 14 
ถึงภาพประกอบ 17
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4. ผลการทดลอง 

สาํหรบัการทดลองนี้ ไดเ้กบ็รวบรวมขอ้มลูภาพถ่ายใบไมท้ีเ่กบ็ไดจ้ากตน้มะนาวทีเ่ป็นโรค และไมเ่ป็นโรค ซึง่โรคทีเ่กดิขึน้ไดแ้ก่โรค

หนอนชอนใบ โรคราสน้ํีาตาล โรคราดาํ โรคใบหงกิงอ โรคจากแมลงกดัแทะ และโรคใบแกว้ ในงานวจิยันี้เป็นการวเิคราะหว์่าใบมะนาวเป็นโรคหรอืไม่

เป็นโรค โดยไมม่กีารจาํแนกชนิดของโรค ดงันัน้จาํนวนคลาสทีใ่ชใ้นการจาํแนกมเีพยีง 2 ชนิดคอื เป็นโรค และไมเ่ป็นโรค โดยการจาํแนกใบมะนาว

ว่าเป็นโรคหรอืไมเ่ป็นโรค ไดด้าํเนินการจาํแนกโดยผูเ้ชีย่วชาญทางดา้นการเกษตร ซึง่จาํนวนภาพถ่ายทีเ่กบ็รวบรวมไดม้จีาํนวน 5,710 ภาพ เป็น

มะนาวไมเ่ป็นโรค 2,855 ภาพ และมะนาวเป็นโรค 2,855 ภาพ และแบ่งขอ้มลูเป็นชุดสอน และชุดทดสอบ (80:20) ขนาดของภาพนําเขา้มขีนาด 

224x224 พกิเซล โดยการนําเขา้ภาพจะทาํการตดัภาพถ่ายใหเ้หลอืเฉพาะส่วนของภาพใบไมเ้ดีย่วในรปูแบบภาพส ี RGB โดยการทดลอง

เปรยีบเทยีบผลการประเมนิประสทิธภิาพดว้ยสถาปัตยกรรมต่างๆ ของ CNN ดงันี้ LeNet-5, VGG16, ResNet-50 และวธิกีารทีนํ่าเสนอบนพืน้ฐาน

ของ VGGNet  

จากการเรยีนรูเ้พือ่สรา้งโมเดลสาํหรบัการวเิคราะหโ์รคจากภาพถ่ายใบมะนาว ดว้ยสถาปัตยกรรมแต่ละแบบ โดยจาํนวนรอบของการ

เรยีนรูก้าํหนดไวท้ี ่40 รอบ ซึง่สามารถประสทิธภิาพของการเรยีนรูด้ว้ยค่า Loss และค่า Accuracy ไดด้งัภาพที ่14 ถงึภาพที ่17 

 
ภาพท่ี 14  แสดง Loss (ซา้ย) และ Accuracy (ขวา) ของสถาปัตยกรรม LeNet-5 

 
ภาพท่ี 15  แสดง Loss (ซา้ย) และ Accuracy (ขวา) ของสถาปัตยกรรม VGG16 

 
ภาพท่ี 16  แสดง Loss (ซา้ย) และ Accuracy (ขวา) ของสถาปัตยกรรม ResNet-50 
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ภาพท่ี 15  แสดง Loss (ซา้ย) และ Accuracy (ขวา) ของสถาปัตยกรรม VGG16 
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ภาพท่ี 14  แสดง Loss (ซา้ย) และ Accuracy (ขวา) ของสถาปัตยกรรม LeNet-5 

 
ภาพท่ี 15  แสดง Loss (ซา้ย) และ Accuracy (ขวา) ของสถาปัตยกรรม VGG16 

 
ภาพท่ี 16  แสดง Loss (ซา้ย) และ Accuracy (ขวา) ของสถาปัตยกรรม ResNet-50 
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ภาพท่ี 17  ภาพแสดง Loss (ซา้ย) และ Accuracy (ขวา) ของสถาปัตยกรรมทีนํ่าเสนอ 

จากภาพที ่ 14 ถงึ ภาพที ่ 17 เป็นการเปรยีบเทยีบค่า Loss และ ค่า Accuracy ของขอ้มลูชุดสอน (Training set) และชุดประเมนิ

ประสทิธภิาพโมเดล (Validation set) ซึง่พบว่าสถาปัตยกรรม LeNet-5 นัน้มคีวามแตกต่างของคา่ Loss และ Accuracy ของขอ้มลูชดุสอนและชุด

ประเมนิมาก และประสทิธภิาพของการเรยีนรูย้งัมกีว่าแกว่งตวัมากกว่าสถาปัตยกรรมอืน่ๆ ส่วนสถาปัตยกรรมอืน่ๆ นัน้ค่า Loss และ Accuracy ของ

ขอ้มลูชุดสอนและชุดประเมนิไมแ่ตกต่างกนัมากนกัและเริม่คงทีต่ ัง้แต่รอบที ่20 ส่วนสถาปัตยกรรมทีนํ่าเสนอ เริม่คงทีต่ ัง้แต่รอบที ่25 เป็นตน้ไป 

ตารางท่ี 2  ผลการประเมนิประสทิธภิาพกบัชดุทดสอบ 

สถาปัตยกรรม CNN เปอรเ์ซน็ต์ 

Accuracy Precision Recall 

LeNet-5 78.90 79.23 79.11 

VGG16 86.30 86.64 86.31 

ResNet-50 88.26 88.42 88.29 

วธิทีีนํ่าเสนอ 89.06 89.32 89.08 

จากตารางที ่ 2 ผลการประเมนิประสทิธภิาพการวเิคราะหโ์รคจากใบมะนาว พบว่าวธิทีีนํ่าเสนอ โดยทาํการปรบัสถาปัตยกรรมจาก 

VGGNet มาประยุกต์ใช ้จะใหป้ระสทิธภิาพในการจาํแนกโรคจากภาพถ่ายใบมะนาวดว้ยค่าความถูกตอ้ง (Accuracy) ค่า Precision และค่า Recall 

สงูสุด แต่ไมแ่ตกต่างกบัวธิ ี ResNet-50 มากนกั สาํหรบัวธิทีีนํ่าเสนอนี้สามารถลดเวลาในการทาํงานลงไดเ้มือ่เทยีบกบั VGG16 เพราะมจีาํนวนชัน้

น้อยกว่านัน่เอง ส่วน LeNet-5 ใหป้ระสทิธภิาพแย่ทีสุ่ดในทุกๆ ดา้น แต่จะใชเ้วลาน้อยทีสุ่ดในการประมวลผลเนื่องจากมจีาํนวนชัน้น้อยทีสุ่ด และ

พบว่า ResNet-50 กใ็หผ้ลลพัธท์ีม่ปีระสทิธภิาพสงูกว่า VGG16 และ LeNet-5 ตามลาํดบั 

ตวัอย่างภาพถ่ายใบมะนาวแสดงดงันี้ 

              

ก) โรคราสน้ํีาตาลหรอืราดํา ข) โรคหนอนชอนใบ ค) โรคจากแมลงกดัแทะ 

     
     

ง) โรคใบเหลอืงและใบแกว้ จ) ใบปกต ิ

ภาพท่ี 18  ตวัอย่างภาพถ่ายใบมะนาว 

ภ�พประกอบ 14 แสดง Loss (ซ้าย) และ Accuracy (ขวา) ของสถาปัตยกรรม LeNet-5

ภ�พประกอบ 15 แสดง Loss (ซ้าย) และ Accuracy (ขวา) ของสถาปัตยกรรม VGG16

ภ�พประกอบ 16 แสดง Loss (ซ้าย) และ Accuracy (ขวา) ของสถาปัตยกรรม ResNet-50

ภ�พประกอบ 17 ภาพแสดง Loss (ซ้าย) และ Accuracy (ขวา) ของสถาปัตยกรรมที่นำาเสนอ
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 จากภาพประกอบ 14 ถงึ ภาพประกอบ 17 
เปน็การเปรยีบเทยีบคา่ Loss และ คา่ Accuracy ของ
ขอ้มลูชดุสอน (Training set) และชดุประเมินประสทิธภิาพ
โมเดล (Validation set) ซึง่พบว่าสถาปตัยกรรม LeNet-5 
น้ันมคีวามแตกต่างของคา่ Loss และ Accuracy ของ
ขอ้มลูชดุสอนและชดุประเมนิมาก และประสทิธิภาพ
ของการเรยีนรูย้งัมกีว่าแกว่งตวัมากกว่าสถาปตัยกรรม
อื่นๆ ส่วนสถาปัตยกรรมอื่นๆ นั้นค่า Loss และ 
Accuracy ของขอ้มลูชดุสอนและชดุประเมนิไมแ่ตกตา่ง
กนัมากนกัและเริม่คงทีต้ั่งแตร่อบที ่20 ส่วนสถาปตัยกรรม
ที่นำาเสนอ เริ่มคงที่ตั้งแต่รอบที่ 25 เป็นต้นไป

 จากตาราง 2 ผลการประเมินประสิทธิภาพ
การวเิคราะห์โรคจากใบมะนาว พบวา่วธิทีีน่ำาเสนอ โดย
ทำาการปรับสถาปตัยกรรมจาก VGGNet มาประยกุตใ์ช ้
จะใหป้ระสทิธภิาพในการจำาแนกโรคจากภาพถา่ยใบ
มะนาวด้วยคา่ความถกูตอ้ง (Accuracy) คา่ Precision 
และคา่ Recall สงูสดุ แตไ่มแ่ตกต่างกับวธิ ีResNet-50 
มากนกั สำาหรบัวธิท่ีีนำาเสนอนีส้ามารถลดเวลาในการ
ทำางานลงได้เมื่อเทียบกับ VGG16 เพราะมีจำานวน
ชั้นน้อยกว่านั่นเอง ส่วน LeNet-5 ให้ประสิทธิภาพ
แย่ที่สุดในทุกๆ ด้าน แต่จะใช้เวลาน้อยที่สุดในการ
ประมวลผลเนื่องจากมีจำานวนชั้นน้อยที่สุด และ
พบว่า ResNet-50 ก็ให้ผลลัพธ์ที่มีประสิทธิภาพ
สูงกว่า VGG16 และ LeNet-5 ตามลำาดับ

ต�ร� ง 2 ผลการประเมินประสิทธิภาพกับชุดทดสอบ

สถ�ปตยกรรม CNN
เปอรเซ็นต

Accuracy Precision Recall

LeNet-5 78.90 79.23 79.11

VGG16 86.30 86.64 86.31

ResNet-50 88.26 88.42 88.29

วิธีที่นำาเสนอ 89.06 89.32 89.08
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ภาพท่ี 17  ภาพแสดง Loss (ซา้ย) และ Accuracy (ขวา) ของสถาปัตยกรรมทีนํ่าเสนอ 

จากภาพที ่ 14 ถงึ ภาพที ่ 17 เป็นการเปรยีบเทยีบค่า Loss และ ค่า Accuracy ของขอ้มลูชุดสอน (Training set) และชุดประเมนิ

ประสทิธภิาพโมเดล (Validation set) ซึง่พบว่าสถาปัตยกรรม LeNet-5 นัน้มคีวามแตกต่างของคา่ Loss และ Accuracy ของขอ้มลูชดุสอนและชุด

ประเมนิมาก และประสทิธภิาพของการเรยีนรูย้งัมกีว่าแกว่งตวัมากกว่าสถาปัตยกรรมอืน่ๆ ส่วนสถาปัตยกรรมอืน่ๆ นัน้ค่า Loss และ Accuracy ของ

ขอ้มลูชุดสอนและชุดประเมนิไมแ่ตกต่างกนัมากนกัและเริม่คงทีต่ ัง้แต่รอบที ่20 ส่วนสถาปัตยกรรมทีนํ่าเสนอ เริม่คงทีต่ ัง้แต่รอบที ่25 เป็นตน้ไป 

ตารางท่ี 2  ผลการประเมนิประสทิธภิาพกบัชดุทดสอบ 

สถาปัตยกรรม CNN เปอรเ์ซน็ต ์

Accuracy Precision Recall 

LeNet-5 78.90 79.23 79.11 

VGG16 86.30 86.64 86.31 

ResNet-50 88.26 88.42 88.29 

วธิทีีนํ่าเสนอ 89.06 89.32 89.08 

จากตารางที ่ 2 ผลการประเมนิประสทิธภิาพการวเิคราะหโ์รคจากใบมะนาว พบว่าวธิทีีนํ่าเสนอ โดยทาํการปรบัสถาปัตยกรรมจาก 

VGGNet มาประยุกต์ใช ้จะใหป้ระสทิธภิาพในการจาํแนกโรคจากภาพถ่ายใบมะนาวดว้ยค่าความถูกตอ้ง (Accuracy) ค่า Precision และค่า Recall 

สงูสุด แต่ไมแ่ตกต่างกบัวธิ ี ResNet-50 มากนกั สาํหรบัวธิทีีนํ่าเสนอนี้สามารถลดเวลาในการทาํงานลงไดเ้มือ่เทยีบกบั VGG16 เพราะมจีาํนวนชัน้

น้อยกว่านัน่เอง ส่วน LeNet-5 ใหป้ระสทิธภิาพแย่ทีสุ่ดในทุกๆ ดา้น แต่จะใชเ้วลาน้อยทีสุ่ดในการประมวลผลเนื่องจากมจีาํนวนชัน้น้อยทีสุ่ด และ

พบว่า ResNet-50 กใ็หผ้ลลพัธท์ีม่ปีระสทิธภิาพสงูกว่า VGG16 และ LeNet-5 ตามลาํดบั 

ตวัอย่างภาพถ่ายใบมะนาวแสดงดงันี้ 

              

ก) โรคราสน้ํีาตาลหรอืราดํา ข) โรคหนอนชอนใบ ค) โรคจากแมลงกดัแทะ 

     
     

ง) โรคใบเหลอืงและใบแกว้ จ) ใบปกต ิ

ภาพท่ี 18  ตวัอย่างภาพถ่ายใบมะนาว 
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ภาพท่ี 17  ภาพแสดง Loss (ซา้ย) และ Accuracy (ขวา) ของสถาปัตยกรรมทีนํ่าเสนอ 

จากภาพที ่ 14 ถงึ ภาพที ่ 17 เป็นการเปรยีบเทยีบค่า Loss และ ค่า Accuracy ของขอ้มลูชุดสอน (Training set) และชุดประเมนิ

ประสทิธภิาพโมเดล (Validation set) ซึง่พบว่าสถาปัตยกรรม LeNet-5 นัน้มคีวามแตกต่างของคา่ Loss และ Accuracy ของขอ้มลูชดุสอนและชุด

ประเมนิมาก และประสทิธภิาพของการเรยีนรูย้งัมกีว่าแกว่งตวัมากกว่าสถาปัตยกรรมอืน่ๆ ส่วนสถาปัตยกรรมอืน่ๆ นัน้ค่า Loss และ Accuracy ของ

ขอ้มลูชุดสอนและชุดประเมนิไมแ่ตกต่างกนัมากนกัและเริม่คงทีต่ ัง้แต่รอบที ่20 ส่วนสถาปัตยกรรมทีนํ่าเสนอ เริม่คงทีต่ ัง้แต่รอบที ่25 เป็นตน้ไป 

ตารางท่ี 2  ผลการประเมนิประสทิธภิาพกบัชดุทดสอบ 

สถาปัตยกรรม CNN เปอรเ์ซน็ต ์

Accuracy Precision Recall 

LeNet-5 78.90 79.23 79.11 

VGG16 86.30 86.64 86.31 

ResNet-50 88.26 88.42 88.29 

วธิทีีนํ่าเสนอ 89.06 89.32 89.08 

จากตารางที ่ 2 ผลการประเมนิประสทิธภิาพการวเิคราะหโ์รคจากใบมะนาว พบว่าวธิทีีนํ่าเสนอ โดยทาํการปรบัสถาปัตยกรรมจาก 

VGGNet มาประยุกต์ใช ้จะใหป้ระสทิธภิาพในการจาํแนกโรคจากภาพถ่ายใบมะนาวดว้ยค่าความถูกตอ้ง (Accuracy) ค่า Precision และค่า Recall 

สงูสุด แต่ไมแ่ตกต่างกบัวธิ ี ResNet-50 มากนกั สาํหรบัวธิทีีนํ่าเสนอนี้สามารถลดเวลาในการทาํงานลงไดเ้มือ่เทยีบกบั VGG16 เพราะมจีาํนวนชัน้

น้อยกว่านัน่เอง ส่วน LeNet-5 ใหป้ระสทิธภิาพแย่ทีสุ่ดในทุกๆ ดา้น แต่จะใชเ้วลาน้อยทีสุ่ดในการประมวลผลเนื่องจากมจีาํนวนชัน้น้อยทีสุ่ด และ

พบว่า ResNet-50 กใ็หผ้ลลพัธท์ีม่ปีระสทิธภิาพสงูกว่า VGG16 และ LeNet-5 ตามลาํดบั 

ตวัอย่างภาพถ่ายใบมะนาวแสดงดงันี้ 

              

ก) โรคราสน้ํีาตาลหรอืราดํา ข) โรคหนอนชอนใบ ค) โรคจากแมลงกดัแทะ 

     
     

ง) โรคใบเหลอืงและใบแกว้ จ) ใบปกต ิ

ภาพท่ี 18  ตวัอย่างภาพถ่ายใบมะนาว 
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ภาพท่ี 17  ภาพแสดง Loss (ซา้ย) และ Accuracy (ขวา) ของสถาปัตยกรรมทีนํ่าเสนอ 

จากภาพที ่ 14 ถงึ ภาพที ่ 17 เป็นการเปรยีบเทยีบค่า Loss และ ค่า Accuracy ของขอ้มลูชุดสอน (Training set) และชุดประเมนิ

ประสทิธภิาพโมเดล (Validation set) ซึง่พบว่าสถาปัตยกรรม LeNet-5 นัน้มคีวามแตกต่างของคา่ Loss และ Accuracy ของขอ้มลูชดุสอนและชุด

ประเมนิมาก และประสทิธภิาพของการเรยีนรูย้งัมกีว่าแกว่งตวัมากกว่าสถาปัตยกรรมอืน่ๆ ส่วนสถาปัตยกรรมอืน่ๆ นัน้ค่า Loss และ Accuracy ของ

ขอ้มลูชุดสอนและชุดประเมนิไมแ่ตกต่างกนัมากนกัและเริม่คงทีต่ ัง้แต่รอบที ่20 ส่วนสถาปัตยกรรมทีนํ่าเสนอ เริม่คงทีต่ ัง้แต่รอบที ่25 เป็นตน้ไป 

ตารางท่ี 2  ผลการประเมนิประสทิธภิาพกบัชดุทดสอบ 

สถาปัตยกรรม CNN เปอรเ์ซน็ต์ 

Accuracy Precision Recall 

LeNet-5 78.90 79.23 79.11 

VGG16 86.30 86.64 86.31 

ResNet-50 88.26 88.42 88.29 

วธิทีีนํ่าเสนอ 89.06 89.32 89.08 

จากตารางที ่ 2 ผลการประเมนิประสทิธภิาพการวเิคราะหโ์รคจากใบมะนาว พบว่าวธิทีีนํ่าเสนอ โดยทาํการปรบัสถาปัตยกรรมจาก 

VGGNet มาประยุกต์ใช ้จะใหป้ระสทิธภิาพในการจาํแนกโรคจากภาพถ่ายใบมะนาวดว้ยค่าความถูกตอ้ง (Accuracy) ค่า Precision และค่า Recall 

สงูสุด แต่ไมแ่ตกต่างกบัวธิ ี ResNet-50 มากนกั สาํหรบัวธิทีีนํ่าเสนอนี้สามารถลดเวลาในการทาํงานลงไดเ้มือ่เทยีบกบั VGG16 เพราะมจีาํนวนชัน้

น้อยกว่านัน่เอง ส่วน LeNet-5 ใหป้ระสทิธภิาพแย่ทีสุ่ดในทุกๆ ดา้น แต่จะใชเ้วลาน้อยทีสุ่ดในการประมวลผลเนื่องจากมจีาํนวนชัน้น้อยทีสุ่ด และ

พบว่า ResNet-50 กใ็หผ้ลลพัธท์ีม่ปีระสทิธภิาพสงูกว่า VGG16 และ LeNet-5 ตามลาํดบั 

ตวัอย่างภาพถ่ายใบมะนาวแสดงดงันี้ 

              

ก) โรคราสน้ํีาตาลหรอืราดํา ข) โรคหนอนชอนใบ ค) โรคจากแมลงกดัแทะ 

     
     

ง) โรคใบเหลอืงและใบแกว้ จ) ใบปกต ิ

ภาพท่ี 18  ตวัอย่างภาพถ่ายใบมะนาว 

13 

 

 
ภาพท่ี 17  ภาพแสดง Loss (ซา้ย) และ Accuracy (ขวา) ของสถาปัตยกรรมทีนํ่าเสนอ 

จากภาพที ่ 14 ถงึ ภาพที ่ 17 เป็นการเปรยีบเทยีบค่า Loss และ ค่า Accuracy ของขอ้มลูชุดสอน (Training set) และชุดประเมนิ

ประสทิธภิาพโมเดล (Validation set) ซึง่พบว่าสถาปัตยกรรม LeNet-5 นัน้มคีวามแตกต่างของคา่ Loss และ Accuracy ของขอ้มลูชดุสอนและชุด

ประเมนิมาก และประสทิธภิาพของการเรยีนรูย้งัมกีว่าแกว่งตวัมากกว่าสถาปัตยกรรมอืน่ๆ ส่วนสถาปัตยกรรมอืน่ๆ นัน้ค่า Loss และ Accuracy ของ

ขอ้มลูชุดสอนและชุดประเมนิไมแ่ตกต่างกนัมากนกัและเริม่คงทีต่ ัง้แต่รอบที ่20 ส่วนสถาปัตยกรรมทีนํ่าเสนอ เริม่คงทีต่ ัง้แต่รอบที ่25 เป็นตน้ไป 

ตารางท่ี 2  ผลการประเมนิประสทิธภิาพกบัชดุทดสอบ 

สถาปัตยกรรม CNN เปอรเ์ซน็ต ์

Accuracy Precision Recall 

LeNet-5 78.90 79.23 79.11 

VGG16 86.30 86.64 86.31 

ResNet-50 88.26 88.42 88.29 

วธิทีีนํ่าเสนอ 89.06 89.32 89.08 

จากตารางที ่ 2 ผลการประเมนิประสทิธภิาพการวเิคราะหโ์รคจากใบมะนาว พบว่าวธิทีีนํ่าเสนอ โดยทาํการปรบัสถาปัตยกรรมจาก 

VGGNet มาประยุกต์ใช ้จะใหป้ระสทิธภิาพในการจาํแนกโรคจากภาพถ่ายใบมะนาวดว้ยค่าความถูกตอ้ง (Accuracy) ค่า Precision และค่า Recall 

สงูสุด แต่ไมแ่ตกต่างกบัวธิ ี ResNet-50 มากนกั สาํหรบัวธิทีีนํ่าเสนอนี้สามารถลดเวลาในการทาํงานลงไดเ้มือ่เทยีบกบั VGG16 เพราะมจีาํนวนชัน้

น้อยกว่านัน่เอง ส่วน LeNet-5 ใหป้ระสทิธภิาพแย่ทีสุ่ดในทุกๆ ดา้น แต่จะใชเ้วลาน้อยทีสุ่ดในการประมวลผลเนื่องจากมจีาํนวนชัน้น้อยทีสุ่ด และ

พบว่า ResNet-50 กใ็หผ้ลลพัธท์ีม่ปีระสทิธภิาพสงูกว่า VGG16 และ LeNet-5 ตามลาํดบั 

ตวัอย่างภาพถ่ายใบมะนาวแสดงดงันี้ 

              

ก) โรคราสน้ํีาตาลหรอืราดํา ข) โรคหนอนชอนใบ ค) โรคจากแมลงกดัแทะ 

     
     

ง) โรคใบเหลอืงและใบแกว้ จ) ใบปกต ิ

ภาพท่ี 18  ตวัอย่างภาพถ่ายใบมะนาว 

13 

 

 
ภาพท่ี 17  ภาพแสดง Loss (ซา้ย) และ Accuracy (ขวา) ของสถาปัตยกรรมทีนํ่าเสนอ 

จากภาพที ่ 14 ถงึ ภาพที ่ 17 เป็นการเปรยีบเทยีบค่า Loss และ ค่า Accuracy ของขอ้มลูชุดสอน (Training set) และชุดประเมนิ

ประสทิธภิาพโมเดล (Validation set) ซึง่พบว่าสถาปัตยกรรม LeNet-5 นัน้มคีวามแตกต่างของคา่ Loss และ Accuracy ของขอ้มลูชดุสอนและชุด

ประเมนิมาก และประสทิธภิาพของการเรยีนรูย้งัมกีว่าแกว่งตวัมากกว่าสถาปัตยกรรมอืน่ๆ ส่วนสถาปัตยกรรมอืน่ๆ นัน้ค่า Loss และ Accuracy ของ

ขอ้มลูชุดสอนและชุดประเมนิไมแ่ตกต่างกนัมากนกัและเริม่คงทีต่ ัง้แต่รอบที ่20 ส่วนสถาปัตยกรรมทีนํ่าเสนอ เริม่คงทีต่ ัง้แต่รอบที ่25 เป็นตน้ไป 

ตารางท่ี 2  ผลการประเมนิประสทิธภิาพกบัชดุทดสอบ 

สถาปัตยกรรม CNN เปอรเ์ซน็ต ์

Accuracy Precision Recall 

LeNet-5 78.90 79.23 79.11 

VGG16 86.30 86.64 86.31 

ResNet-50 88.26 88.42 88.29 

วธิทีีนํ่าเสนอ 89.06 89.32 89.08 

จากตารางที ่ 2 ผลการประเมนิประสทิธภิาพการวเิคราะหโ์รคจากใบมะนาว พบว่าวธิทีีนํ่าเสนอ โดยทาํการปรบัสถาปัตยกรรมจาก 

VGGNet มาประยุกต์ใช ้จะใหป้ระสทิธภิาพในการจาํแนกโรคจากภาพถ่ายใบมะนาวดว้ยค่าความถูกตอ้ง (Accuracy) ค่า Precision และค่า Recall 

สงูสุด แต่ไมแ่ตกต่างกบัวธิ ี ResNet-50 มากนกั สาํหรบัวธิทีีนํ่าเสนอนี้สามารถลดเวลาในการทาํงานลงไดเ้มือ่เทยีบกบั VGG16 เพราะมจีาํนวนชัน้

น้อยกว่านัน่เอง ส่วน LeNet-5 ใหป้ระสทิธภิาพแย่ทีสุ่ดในทุกๆ ดา้น แต่จะใชเ้วลาน้อยทีสุ่ดในการประมวลผลเนื่องจากมจีาํนวนชัน้น้อยทีสุ่ด และ

พบว่า ResNet-50 กใ็หผ้ลลพัธท์ีม่ปีระสทิธภิาพสงูกว่า VGG16 และ LeNet-5 ตามลาํดบั 

ตวัอย่างภาพถ่ายใบมะนาวแสดงดงันี้ 

              

ก) โรคราสน้ํีาตาลหรอืราดํา ข) โรคหนอนชอนใบ ค) โรคจากแมลงกดัแทะ 

     
     

ง) โรคใบเหลอืงและใบแกว้ จ) ใบปกต ิ

ภาพท่ี 18  ตวัอย่างภาพถ่ายใบมะนาว 

ภ�พประกอบ 18 ตัวอย่างภาพถ่ายใบมะนาว

ก) โรคราสีน้ำาตาลหรือราดำา

ข) โรคหนอนชอนใบ

ค) โรคจากแมลงกัดแทะ

ง) โรคใบเหลืองและใบแก้ว

จ) ใบปกติ

 ตัวอย่างภาพถ่ายใบมะนาวแสดงดังนี้
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5. สรุปผลและข้อเสนอแนะ

 จากการทดลองพบวา่วธิกีารวเิคราะหใ์บมะนาว
ทีเ่ปน็โรคและไม่เปน็โรคจากภาพถา่ยใบเดยีว โดยเปรยีบ
เทียบผลการทดสอบจากโมเดลที่ได้จากการเรียนรู้
ด้วยวิธีการพื้นฐานทั้ง 3 วิธีได้แก่ LeNet-5 VGG16 
และ ResNet-50 นัน้พบวา่ ResNet-50 มปีระสทิธภิาพ
โดยรวมที่ดีสุด ส่วน LeNet-5 ให้ประสิทธิภาพ
ต่ำาสดุ แตเ่นือ่งจาก LeNet-5 มจีำานวนชัน้นอ้ยสดุ จึง
ทำาให้การเรียนรู้เป็นไปอย่างรวดเร็ว ซึ่งแตกต่างจาก 
VGG16 และ ResNet-50 ซึง่มจีำานวนชัน้มาก จากการนำา
เสนอวธิกีารโดยการปรบัปรงุสถาปตัยกรรม VGGNet 
นำามาใช้ทดสอบเปรยีบเทยีบประสทิธภิาพกบัวธิทัีง้ 3 
ข้างตน้ ใหป้ระสทิธภิาพประกอบดกีวา่ แตไ่มม่ากนกั
เมื่อเทียบกับ ResNet-50

 เนื่องจากการทดลองเป็นการเลือกใช้ 
Hold-out Method ในการแบง่ขอ้มลูเพือ่การเรยีนรู้
และทดสอบ พบปัญหาจำานวนข้อมูลที่ค่อนข้างน้อย 
เนือ่งจากการเกดิโรคไมไ่ดม้จีำานวนมากนกั และมกีาร
เกิดโรคเป็นช่วงฤดูกาล จึงต้องทำา Augmentation 
เข้าช่วยในการเรียนรู้ให้มีประสิทธิภาพมากขึ้น แต่
อยา่งไรกต็าม ขอ้มลูทีใ่ชท้ดสอบยงัมขีอ้จำากัด จำานวน
ที่น้อยเกินไป ที่อาจไม่มีความหลากหลาย ทำาให้
ประสทิธภิาพการเรยีนรูย้งัไมด่เีพยีงพอทัง้ๆ ที ่Class 
ที่ใช้ในการจำาแนกมีเพียง 2 ประเภทเท่านั้น

 สำาหรับการวจิยัตอ่ไป เพ่ือปรบัปรงุประสทิธภิาพ
การวิเคราะห์ให้ดีขึ้น ควรดำาเนินการเก็บรวบรวม
ข้อมูลให้มากขึ้น นอกจากนี้ควรใช้วิธีในการประเมิน
ประสิทธิภาพโดยใช้วิธี Cross-validation ถ้าหาก
จำานวนข้อมูลมีจำานวนน้อยแต่ต้องใช้เครื่องประมวล
ผลทีม่ปีระสทิธภิาพสงูข้ึน เนือ่งจากภาพนำาเข้ามีขนาด
ใหญ่ซ่ึงใช้เวลาในการเรียนรู้นานซึ่งอาจจะเป็นข้อ
จำากัดในการทดลอง และปรบัปรงุการจำาแนกประเภท
โดยสามารถระบุโรคแต่ละชนิดของใบมะนาวต่อไป
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