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Abstract: Nails are one organ which can indicate the status of a
health condition through its own appearance. To create a model
which can be applied as a tool for self-classifying nail abnormalities,
this article presents the study and analysis on seven abnormalities
of nails: 1) Beaws lines on Nails, 2) Black line on Nails, 3) Nails
Clubbing, 4) Muehrcke’s nails, 5) Onycholysis, 6) Terry’s nail, and
7) White spots on Nails. The data is composed of seven hundred
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images compiled from Google images. They are separated into training sets, validation sets,
and test sets and arranged into a 64:16:20 ratio, respectively. The Convolutional Neural
Network (CNN) model method was developed from the Artificial Neural Network (ANN)
model. It points out that CNN achieves 81.43% accuracy, which is more efficient in classifying

nail abnormalities than ANN, which only has 43.57% accuracy.

1. Unun

duRnnnlusiusianis endn endu
Souuduusundsiadunifatm dufioindu
wadduntsniineuds viedenldietue
nilswesineniy Unaguoguinuasinilousy
fvh SuihiiddaitetostulaneUssamuay
dudesiiumetiafitigluniseuaunisvha
v (v Sumniivg, 2558) uenanifdnvay
yoaduansatieniguamiviolsaieiiin
Aosnelameuiu

yeeaiilguam sfidnuwasiauduGey
Hun ielfdududvaysou Woduienuds
usauavannsadanguls wiynaranddnuazidy
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dyafoudeInN1RAUNRY99319N181TD
Tsn¥eiiaziAntuld (Fawcett, Thomas & Daniel,
2004) Wy Eulianvastdusosdnmuwuug
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fidudmAldRay vavenfenaiinlsauzise
Anilafisunsne WEuldsluseus Readestu
lsaile Tsaven lsadiu viselsaeond aumgn
28NN Utuanislsasaulvsess wielsa
avtiaiu duiidudundlusuung woludiae
Tsaln lnsniau Tsaduvedilisuasmy 1oy
Wudvuadvanreiludaun awisafinein
Lsailaduwen lsaumnunselsadu uliyn
du11 AAlARINTENEAIWS 1Y 8INTUIN N5RR
Wer omsumduiiau msviaussnn iDudy
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FuunmuRaunfvesdu finguszeasd fall

1) ieAnwdnvzAURAUNAYB LAY
ABNISLAABINISRAUNANSBLSAS187LANT U
LAS19NY

2) \ieadslunalasstneuszamiiion
meauhq%’u (Convolutional Neural Networks:
CNN) d1uiuni1sanunanyaizAuRaUNG
Yauau

unanuianansad U9 duwuams
wagBnadosulumaguavionsiaaouguam
Fteq Lilens1uiiensinUnAienavsindy
2893519N18LaLN15AAFULAI I NULNNENTID
guamsenesely

= awv o d 174
2. NHYSLASITUIIYNINYIVD

2.1 anwazAuRaUNfvDILAU

PNAMSANIaNvaEANIRAUNRYELEY
(Fawcett, Thomas & Daniel, 2004) #Wu31AM
Anunfveuduidnvasivarnuats wazlu
wiazanvalzasaUIUBNIIEMANISnAY
AnUnf uavenmsuielsaienaasiistufiuname
16 euanslindudanmndnwazanuiaund
Youduiidaeuiedu uaneanss 1
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ANUEEIE 9130 HAIN  NOURTIY
Black line on Nails > -
nslaausin
faulasasluseus  weneenduludensn  lsawala lsaden
lBUrUILaE AL Tsadu viselsalond
Nails Clubbing
fuavvdtuwuiavang  Unngluyeraniinnig lsale lednuau
. AU Hypoalbuminemia v3e  1sAfy ¥3eKT9N18
Muehrcke’s nails 019 Albumin ludens  lasuansny
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Terry’s nail
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0
Data Augmentation ]—» 200
0

0 250

250
0

200

0 250 500 0 250

AMUTENBU 1 Data Augmentation (Brownlee, 2019)

2.2 Batch Normalization

Batch Normalization 1Junns Scaling
Data %38 Normalization Iﬁazﬂuﬁ’mﬁﬁmum
Foagldluszninansilnalulanea lunisAuan
WAMINIINVUIATBY Batch visonguvestaya
fignrimundiuauly Fsnnsvih Normalization
a5 lavaneis Wi Rescaling (Min-Max
Normalization), Mean Normalization iLag
Standardization (Z-Score Normalization) 1{usiu
(efgl@ nanuqus, 2564)

2.3 Drop Out

Drop Out Duwnallrvesnisi Regularity
sﬁqLﬂuﬂWiduﬂﬁ Node %84 Layer 1ud2A512
Tusgninansinaulug waganunsatigannis
Aty Overfitting I (sfsli wasny3, 2564)

2.4 Data Augmentation

Data Augmentation tunsifiusiuiu
Joyabinuyatoyannau (train set) lngthgunn
snUSuideu wieliluaaEeusldinnu annso
laluvainrane s Wy do vene dagy v
vioidousuvtianin udu (aigled wvanyd,

2564) fanINUTENoU 1 M9U N19%1 Data
Augmentation a@11130%3ganiayi) Overfitting

voslua tufe lunaBouianyadeyaiinsu
19 waldansnsahluldiuyedeyanaaeulavie
Gﬁaﬁda‘ﬁﬁu unseen data 9 e waaINN1TIn
Usgdvgnnluwalarainugniesesyndeys
yageUsnIIAANNgNFBvesyAtayarnsu

1Y

NUIBNUWNALA Data Augmentation
1l

1) W FUsenaufia (2562) ladnw
Aenfunsu$ulssuszavsamlunsduunam
melasseUszauuupeuligtulagldinaila
MmN ATeETagUsrasdiiioufulss
UsganSanlumsduunnainmelasadieyssam
wuureubigtulagldinaila Data Augmentation
Ingazdultinatindag wu nsusudvesnw
nsvyunn n1sge Wudu Twelnegsle
stmilslunsaznn nansmaassunsld
wadamaifiunindnenisaiienmiieuageie
Tiusgansnmlunisduunamusiuggedy
M 84.79% 1T 87.57%

a6 av [

2) Astfe WwiwAnnan wagydd Timuia
(2563) ldfinwiuazas1awuuaeInIsAALENKS
IuniladasensFouiveaaioadiensiady
sUwouida :1nuAedl wuth 33 IANET neu

flun1sly Data Augmentation liANANNFBY



mssuunmuRnunivesdusmelasneyssamiisuuuneuhadu
algSn a1noudl, endine vunes, daannsal lavssen, algled wevugnd

22

NTInemsasauneaLazimaluladuszend, 5(1): 2566
Journal of Applied Informatics and Technology, 5(1): 2023

98.60% aidle LiieuUTs IANET waglldf Data
Augmentation aglafAILgnaaLiies 98.06%

2.5 High Boost Filtering

A5l Filter @m15Un15911 Image
Processing 9zAaN8iun15¥I1 Point Operation
\Humsuuriiegluusay Pixel Tnglsianla Pixel
flogsoun uielsunmiuiinnuainmienudn
1nu Hudu win 9l Fitter $u awUiudves
usiay Pixel Tnzaula Pixel ﬁuﬁazvjsam Pixel
fude Teamnsatmunsuiuves Pixel fiaula
aptanAameld 9w Pixel gnimun
lusUwuuveuunIndansa Wy 3x3 %3 5x5
Jusiu

High Boost Filtering (Alirezanejad,
Saffari, Amirgholipour, &Sharifi, 2014) Hunile
Tusnamjves Filter Mtlumsuiummaudnes
sUnm Ipg High Boost Filter HjUwuuynggu
panmdseneu 2

2.6 Image Classification f1¥
Convolutional Neural Network
(CNN)

Image Classification {un1ssuundeya
ﬁaaﬂugmwugﬂmw Lﬁal,wﬂﬂszmmgﬂmwﬁa
Aiunnguusuamiduriafetuvdounnsing
fu Tngduunmunguvienunemyiiauls 35013
Fuunuszianvessunnlaginluinaneds
Falunsafralumadunaimieisnisnia
Machine Leamning anansavileianuy Supervised
Learning Waz Unsupervised Learning lnglu
uneiseiiasiaun Model wuu Supervised
Learning aaawwatla Convolution Neural
Network 3 CNN (cfgl nsvanys uagdaannsel
293581, 2564) T8 Deep Learning wiawils
Tne Neural Network ¥iin# a¢14 Convolution

Filter

S S ey

AMNUsENaU 2 Image Filter

iefsdnuwariiiulsslomidmiunsiluina
wlfany (gunnsel aneuasduns, siins 91909 uaz
033078 g330YY, 2565) Nsvanludnunil
wtellnaansndousléity

[

N7
f28 CNN

gduuNAIREIIUAUgUAIN

1) aligyll fi33yad (2563) ldAnwiAeatv
M3UTuUUsEanEnmMueInI ST wUNNENLSE
nynenmelastgUsramiiguLuuneuligiy
Tnglfimadansifiuamdnividadelsalain-19
\flosa1n CNN ifadrfnAeussanEnmnsg
Sruungamiuogiunaugunmiiindngiu
pounsiinaou e Train MuATedsdnni
wadansifiuamanldsiniu CNN Tagagiing
Wisuisumaiianiadfinanluusiazds e
Wnenugndedifunszuiumsinasuyes CNN
HAveINFITeNUIINTUA W IUsEEnSam
nsfinaeudl 99.67%

2) 3y sefauazAn (2564) LiAnw
Renfumslinsginagmssuunnszgnduvds
finUsnAdeduneuislassmneysramuuy
Aauliatu lnsldnmenaisdnauiunes CT
(Computerized Tomography) U83nseAnauUna
uyd Wutoyavesifiefildsunmsatuayuan
Ismeuauningrdemaluladssuns uassedn
Uszinalne Tnglufunougaievesniside
#finnsadauvusaestunauislassiouuy
pouhgdu Wedwunmsduunnszgndundsves
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uywdfiunAuaziinundanamiikiunsUszang
Ha ﬁmwamsﬁﬂmwudwLLUUﬁwaaqﬁﬁﬁqﬂaflmsa
waldrunsnmdafunuusiassiiannse
FnngliegslifiveRanain Seszansamnis
IdszsnazduunanuRaunfusznaulunie
Anuusiug1Segay 100 AugnAvdfesay 100
wazASenAUSasay 100

3. ASTUAUNITIBNUUULAZNAIUN ULAE

3.1 AMNTANUVDINTISUIUNIT
(Process Overview)

nudsllvnwlusunsy Python 3.8
Tunsguiunsineau sanndseneu 3 wisesn
I 1 % 1
Wu 3 dw lown

dwil 1 Mmaiusuudoyatassien
ToyalvnTouldau

Data Collected

J

Data Preparation

v
Split Data

J

| Valid set H Train set | | Test set |
[ Neural Networks ]
[ Convolutional Neural Networks ]
2.
| Predict ‘%

J

Confusion matrix &

Validation 5

AWUIZNBU 3 ANTINVDINTZUIUNITANTUNU

dui 2 nsuwiadeyauazasslumg
@A UN 3 A15YUNY UsEiiukazin
UsganSanluwna

3.2 N135IUsINTaYALAZIATEY
v %4 ¥ ¥
Fayaliniouldau

3.2.1 %y’ul,l,iﬂ Data Collection 53Uy
amdnwuzanuRaunfveudulagld Image
Search 311 Google Wae 7 dnwals Snvazay
100 a1w AvlugUuuulid jpe wans
fhegrenmdnuwuzauRauniveudaulu
fannusznou 4
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HESE
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Imﬂﬂﬂ
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ANURRUNAYDUEY



mswuneuiaunAvesdudielasiheUssamiieuwuuaeuligiu
algSn a1noudl, endine vunes, daannsal lavssen, algled wevugnd

24

NTInemsasauneaLazimaluladuszend, 5(1): 2566
Journal of Applied Informatics and Technology, 5(1): 2023

| B
i

Normal

Image Filtering
awusenau 5 AegrenmilSeuiieu
M54 Image Filtering

3.2.2 Gf?umau Data Preparation
Fadhuveureanmiielifiuruiaunfveandu
IEnaui uazuSurmnavesnmlvdvmawii
MAUAAILNTIE AU 100 Pixels LagANYT
Wiy 100 Pixels islivualndnmlailvg
auiulduarlgnatlunisilndulunaouas
§rntiuhamansh Image Fittering Wawe
yoamindidu 3x3 uayld Filtter Miduannsgiu
294 High Boost Filtering flanmusenou 2

\es91nnsld Filter Tuguwuuilagyinlv
suflanuendauaziiuseasdenvaduinniu
Feanusawseuiisuls sanndseneu 5

3.3 Msudsdayauasni1sasnaluma

3.3.1 M3udataya 1o sklearn wiadaya
sonilu 3 9n ldun Yadeyadmsullnduluwa
(Train Dataset) ¥adayadmiunsivaaulung
(Valid Dataset) Wavyateyadmiunaaauliag
(Test Dataset) ef3duazutsyndoyaiinsuii

Yatoyanaaaunou 198ndm 80:20 e
awluusdazdnuay ndmnduiudandoya
nyaeuINYAteyarinly THdnsdiu 80:20
wuitu azldyndeyariomn 3 gn il gadeya
dmuiney 448 a1 YatoyadmIunTIvEey
112 2w wagyatoyadmiunagey 140 2w
AnLdudnanduitain 64:16:20

3,32 msad1sluea Buannisadisluna
TsaneUszannidien (ANN) ey Baseline
model simulugluinalassingussamiiey
wuuroubagu (CNN) Tnediewluna fail

1) lunalaseneUsyamidion (Artificial
Neural Network) s18agideansnfiinesvedluing
Tum519 2 warasslumadssznaude layer
9 AININUIZNDU 6 LT 1UazlDEnTBILARL
layer Fastoluil

Input layer NuuA input shape =
(90, 90, 3)

Hidden layer 1% Relu activation

function

Output layer 14 Softmax activation
function wag NvuA Neuron WU 7 (311U
AMURRUNRYBILEAY) Fvun Optimizer WUU
Adam (Adaptive Moment Estimation) 371147u
EpOCh 1000 S9U LagIUIMVDY Batch F1uU
32 i witeldvi Batch Normalization
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M99 2 TgazdunveslunalaseeusEa sy
Output Number of
Layer (Type)

Shape Parameters
Input (90, 90, 3) -
Conv2D (filters=32, kermnel_size=(3,3), padding='same’, activation="relu’) (90, 90, 32) 896
Conv2D (filters=32, kernel_size=(3,3), padding='same’, activation="relu’) (90, 90, 32) 9248
MaxPooling2D (pool size=(5, 5)) (18,18,32) 0
Conv2D (filters=64, kermnel_size=(3,3), padding='same’, activation="relu’) (18, 18, 64) 18496
Conv2D (filters=64, kernel_size=(3,3), padding='same’, activation="relu’) (18, 18, 64) 36928
MaxPooling2D (pool_size=(5, 5)) (3, 3, 64) 0
Flatten (576) 0
Dense (activation="relu’) (256) 147712
Dense (activation='softmax’) (7 1799

@ Conv2D ' Activation ' MaxPooling2D . Flatten ' Dense

AnUsENaU 6 lAssas19vadlumalasaung
Useamiiey

2) lataalassriguszanmneuluy
ﬂauhgﬁi'fu (Convolutional Neural Network)
thyatayadwmsuiindy 11y Image Augmentation
Tnefmunseasden fil

1. MIVUAMLUUE Mrualug
13itfin 0.05 93

2. NSVYIYANUUUEN Anun
Tugladiiu 30%

3. NSIEBUNINLUIVINUUEY
fAvuaturebiiy 10%

4. MIARUNNILLLIEIMUUEY
Mvuatugaeliiiy 10%

\

|

1
ﬂ
—~y

 ~-y

a

L

4
17

)

)

=
Can

Normal Image Augmentation

AnUsEnau 7 fregranwdSeuiisunisia
Image Augmentation

5. Mydannuwuudy Mvunatugig
13itfin 0.05%

PAIAINATINUATIBAZLEBYA Image
Augmentation uanifng1slunmisznau 7

Fumeusisluazassluna lnesieaziden
Wsdwesvadliag Tumse 3 wagasisluma
Fausenausae layer fnee fanmuszneu 8
fiswaziBonvosuday layer faelud

Input layer ANvuA input shape =
(90, 90, 3)

Hidden layer 1% ReLU activation
function A%UAAT Dropout AU 0.1 wagyi

Batch Normalization
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Output layer 1% Softmax activation
function wagA1MuA Neuron WiNAU 7 (311U
ANURAUNAVDUEU)

Avue Optimizer LUy Adam (Adaptive
Moment Estimation) Learning Rate L¥11U 0.001
97U Epoch 1000 59U LazuuInvad Batch
$1au 10 A1 iieldvih Batch Normalization

3.4 Yinunsuazn1suseiiiuluna

wnfiadanaziindulumaasands
J1yadayadiniunaaounINAgoUAIY
gnfBdLazANLLE1veINTYIILEvestliAg
TagAuINAT AUC 9890 1nuAazAad @519
ROC Curve wag Confusion matrix (Nasritha
et al., 2018) laglynsisuan True Positive

M3 TwaziBunvedlunalasangUssamiieiuuaeuligu
Output Number of
Layer (Type)
Shape Parameters
Input (90, 90, 3) -

Conv2D (filters=32, kernel_size=(3,3), padding='same’, activation="relu’)

Batch Normalization
Dropout 10 %

Conv2D (filters=32, kernel_size=(3,3), padding="'same’, activation="relu’)

Batch Normalization
MaxPooling2D (pool_size=(5, 5))
Dropout 10 %

Conv2D (filters=64, kermnel_size=(3,3), padding='same’, activation="relu’)

Batch Normalization
Dropout 10 %

Conv2D (filters=64, kermnel_size=(3,3), padding='same’, activation="relu’)

Batch Normalization
MaxPooling2D (pool_size=(5, 5))
Dropout 10 %

Flatten

Dense (activation="relu’)

Batch Normalization

Dropout 10 %

Dense (activation='softmax’)

(90, 90,32) 896
(90,90,32) 128
(90,90,32) 0
(90,90, 32) 9248
(90,90,32) 128

(18,18,32) 0
(18,18,32) 0
(18,18, 64) 18496
(18,18, 64) 256
(18,18,64) 0
(18,18, 64) 36928
(18,18, 64) 256
(3,3, 64) 0
(3,3, 64) 0
(576) 0
(256) 147712
(256) 1024
(256) 0

(7) 1799

9 cowa . Batchroxmalization () Activation ' Dropout ' MaxPooLing2D @ flatten (i) ver

anusznau 8 lassaiwvedunalaseeuszamiieuiuuasuligdu
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M4 AIIIUTUAIAILINAINYNABY
WagALLIUEN

Actual

Positive Negative

Positive TP FP

Predict
Negative FN TN

P ~ TP +TN
couracy = rpyrn+rp+ v (U
procision — TP
recision =z 2)
Recall = — 1~
= TP+ FN (3)

Fl_s _ 2 X Pecision X Recall
core = Pecision + Recall (@)

1
0.8 f

0.6

0.2

Accure

o] 200 400

epochs

600 800

awUsznau 9 N3l Training & Validation accuracy Tutaa ANN

Loss

—e— Training loss
—e— validation loss

epochs

600 800

AnUsznau 10 519 Training & Validation loss Tuiaa ANN

(TP), False Positive (FP), False Negative (FN)
wag True Negative (TN) A901579 4 2zlamn
Accuracy fsaunsdi 1, @1 Precision feaunis
§i 2, M Recall flsaun1s?i 3 waz A1 Fl-score
Feaunsii ¢ ntuadiens i Accuracy waw
N3 Loss vesyaveyadmsuiniulunaniy
yadeyadmiunsiaaeuluing ieeAUsie
ApTziing wazUsziliulung

4. NANISALUUNITIY

msduunauinunfiveduldyadoya
dmsutlnduluieg 448 aw Yadeyadmsu
aTvdeuling 112 2 uagyadeyadimsu
nageuluina 140 A Lanadnsn1sdwun
a N g & o &
AARAUNAYBIEUTY 2 Tna Awalull
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4.1 Nan15UsSEUUSEaNSAINAIS
AUNVDNULAALATITIgUSTEIN
Wiy

AuuAAT epochs 1000 89U Way batch
size Wiy 32 Tunsveaeuluing LaAINASNS
lganmsdaunn Accuracy Tunsnmuszney
9 wazA1 Loss tunmuszneu 10

INNITAARNTINAN Training accuracy
fiu Validation accuracy wWud1 A1 Accuracy
dmugatoystindulunaifindusgwioies
TugreUszanmsoudl 1 fesoufl 20 Mniumil
fif Accuracy Winfu 1.0 uazdmiuadoya
psavdoululnan Accuracy \isFueteeLiios
TugheUszanaiseud 1 deseuit 20 Mntfurmsi
fifn Accuracy Useanas 0.5

1

True Positive Rate

0 0.2 0.4

False Positive Rate

ROC Curve and AUC

0.6

1NANTAANANTINAT Training loss AU
Validation loss #ui1 A1 Loss dwiuynteya
Anuulunaanasegseidodluginuszanasey
7 1 fa59U 20 ntTuAnAsT fien Loss winiu
0 wazdmTugateyansIvaaulatwuaLtuen
Loss tinauegnsetiios

INNTINLEAIAT Accuracy Wag A1 Loss
vosynveyadmiuindulinauazyadayadmiu
n3rvaaulumaaINITaU Tzl ANN WU
luwainigym Overfitting wise lunaiinisiseu
Sndulunnyateyadmiuinling thes
Toyavaaeulunaluyihuiena lavineiey
Wisukalaae LansA1 AUC wag ROC Curve Tu
AWUIENBU 11 wazkany Confusion Matrix
lunmszneu 12

—— Be, AUC=0.6856
—— Bl, AUC=0.8479
—— dl, AUC=0.7760
—— Mu, AUC=0.7837
On, AUC=0.7915
——— Te, AUC=0.7554
—— Wh, AUC=0.7054

AnUsenau 11 ns1m ROC Curve & AUC Liazaan@vadlaina ANN

Be BI cl

Real Value

Mu

on Te

wh

Predicted Value

AUsenau 12 A1 Confusion Matrix laima ANN
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1319 5 Precision Recall ay F1 Score lutma ANN
Precision Recall F1-score Support Accuracy
Be 0.3200 0.4000 0.3556 20
Bl 0.6471 0.5500 0.5946 20
cl 0.5882 0.5000 0.5405 20
Mu 0.5000 0.4000 0.4444 20 0. 4357
On 0.4167 0.5000 0.4545 20
Te 0.2917 0.3500 0.3182 20
Wh 0.4118 0.3500 0.3784 20

Be = Beau's lines on Nails, Bl = Black line on Nails, Cl = Nail Clubbing, Mu
On = Onycholysis, Te = Terry’s Nail, Wh = White Spots on the Nails

Muehrcke’s Nails,

prprery

da
i

0.9

0.8

0.7

0.6

0.5

Accw:

0.4

0.3

0.2

o

epochs

L b L e e e

—e— Training accuracy
—e— Validation accuracy

800

aUsznau 13 A5 Training & Validation accuracy luiaa CNN

NNNUTENBU 11 Wue1 AUC 299
Aana Bl %38 Black line flAgafianintu 0.8479
wazA1 AUC v99AaNd Be 3o Beau’s line dAn
Aflaawiniu 0.6856

NAMUTENDU 12 A1 Confusion Matrix
Fregiu lothunfieusn AUIUALONABINAY
ANLLLug aglaan Accuracy, Precision, Recall
ey Fl-score AR5 5

MR 5 IONAENSNITINMUNAURS
Unfiveaiusieluima ANN JA1Augnsadagi

43.57% a5u18lein lumalasavieUsyan ey

lalanunsasuunAuRnUNRveIAUTa 7 Ny
g

4.2 Nan15UssiuUsEansaInnis
AUNVDNULAALATITI8USTEIN
Wgnuwuunauligdu

AuuAAT epochs 1000 89U Way batch
size Wiy 10 Tunsnaaeulina wanIkadnsd
Taannsdanaai Accuracy Tunsmainuseneu
13 waga Loss lunsmnindsgnou 14
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Loss

—e— Training loss
—e— Validation loss

1]

0 200 400

€00 800

epochs

nnUsznau 14 N5 Training & Validation loss Taiaa CNN

Be, AUC=0.9483

True Positive Rate

0 0.2

0.4

-~ —— Bl, AUC=0.0596
- —— Cl, AUC=0.9975

P Mu, AUC=0.9725
- On, AUC=0.0921
Te, AUC=0.9888
. —— Wh, AUC=0.9767

0.6 0.8 1

False Positive Rate

ROC Curve and AUC

AMwusenau 15 519 ROC Curve & AUC wiazmaavadlaina CNN

ANNITEANANTINAT Training accuracy
fiu Validation accuracy Wud1 A1 Accuracy
dnsuyatoyarniulinauazyateyansivaey
Tuwailuunliufintudesy lutiUssnasoud
1 fasauit 200 v nturn Accuracy Bunsil
TnaAesemn 1.0

1NNNFFANANTINAT Training loss AU
Validation loss #ui1 A1 Loss dwiuynteya
Annulnauazyadoyansivaauluinailiuali
anasiiess lutasszanusoudl 1 faseudl 200
ntsuA Loss 3uasii Tndifesen 0

INNTINLEAIAT Accuracy Wag A1 Loss
vosynveyadmiuindulinauazyadayadmiu
avvaulinaausaUssuliaa CNN a1
Tunaanunsainedeyailsiinediulsegned
Usgansnm ihyedayanageuluaaluvinnesa
laAviuneilisufisunalaay wansan AUC
waz ROC Curve Tunmusznau 15 Lazuans
Confusion Matrix Tunmidsgnau 16

MNNNUTENBU 15 WUA1 AUC 299
@ CL w3 Nail Clubbing fngafigaiviniu
0.9975 wagA1 AUC Up9Aand Be 3o Beaws
lines on Nails ﬁﬁﬂ&?’]ﬁqmvhﬁu 0.9483
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Real Value

Predicted Value

AwUsEnau 16 A1 Confusion Matrix Luaa CNN

AMwUsenau 18 Aand Bl 91n Test Dataset N191LUNRAA

NAMUTENOU 16 WU Aa1d On
(Onycholysis) mmsmi"nmﬂlﬁgﬂu'mﬁqm U
19 pwRnTiavan 20 a sesaandu Aatd CL
(Nail Clubbing) waz Wh (White Spots) S1uunlé
anduau 18 2w aana Te (Terry’s Nail) Suun
1pignduan 16 A Aaa Be (Beaws lines) Lag
Mu (Muehrcke’s Nails) dunlagndiuiu 15
A uazAaa Bl (Black line) F1uunlagnios
fign $1uau 13 A WARIA M Test Dataset 7
IMUNHAVDILAREAATE FaNINUTENBU 17 - 23
ionsiaaeunarviaudlafioatu Dataset
waslunaiasnedu

NNMUTENBU 17 AnAad Be 910
Test Dataset NiaunfaduAaa Bl hay On
LRI TR N N ek P A Nk PRI AT e kil
° a A ]
FunRatduAaId Wh 188991006 n gLy
PiluasnnisanegUasvioueavibiviuduuoy
#9717 WaLAIMSUNINTIADI913LARAINNNT Label
Aanann A5 Label 1umana Wh (White Spots)
1NN Wesnflgeduazuaudunediaiu
adi

ANNANUTENBU 18 Aead Bl 91N
Test Dataset #s1uuniadunana Be, On, Wh,
Te waz ClLillasnilidusieaantios #50019

= Y o al 1w | & P

udurdusnitidaau Tadudunsg
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AMNWUSENaU 23 Aand Wh 910 Test Dataset 1914 UNEA

namdsenau 19 Awmeana Cl 31n
Test Dataset ﬁﬁ?’lLLuﬂﬁmﬁuﬂma Be wag Bl
o9 Aana Cl desdanndnuarlfmendu
Founmitlddiudnuvazreuduinuazonaaydl
Snwardufiauni slilueasiuunin

INANUIENOU 20 AMNARIE Mu 210
Test Dataset ﬁﬁﬂLLuﬂﬁmLﬁUﬂma Bl, Te iay
Wh ilesaniiunauyinsduaduiudvy
lyifaau

PNAMUITNBU 21 AIWAaTE On 21N
Test Dataset ﬁﬁi’muﬂﬁm“ﬂuﬂma Te Lﬁaqmﬂ
ANnunsvesUanaldudrnivunnian wavani
Buvendesranaiidnuauradiedu duilrluaa
IUNRANAA

AMNANUsENOU 22 AmAand Te 21N
Test Dataset fisuunfinifunana Wh, Cl, Bl
way Mu aziiuinnmlidauazuasannnisaney
A bildiusvazidunvesdnuasinby
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#1979 6 Precision Recall taz F1 Score Tutaa CNN
Precision Recall F1-score Support Accuracy
Be 0.7895 0.7500 0.7692 20
Bl 0.6500 0.6500 0.6500 20
cl 0.9000 0.9500 0.9000 20
Mu 0.9375 0.7500 0.8333 20 0.8143
On 0.8261 0.9500 0.8837 20
Te 0.8421 0.8000 0.8205 20
Wh 0.7826 0.9000 0.8372 20
Be = Beau's lines on Nails, Bl = Black line on Nails, Cl = Nail Clubbing, Mu = Muehrcke’s Nails,
On = Onycholysis, Te = Terry’s Nail, Wh = White Spots on the Nails

INNNUIZABU 23 MwAaTE Wh 210
Test Dataset s uuniniduaaia On uay Be 4z
diuidunmduiiteeufisndntiosuaziiuas
Mnnsanegd Feilidudugadvnlidany

MNNMNUTENDU 16 A1 Confusion Matrix
thedtu Wothanifisud fuimnnugndesuas
AMULLLET 9z larn Accuracy, Precision, Recall
way Fl-score AYANSIN 6

AT 6 LANAANSATILUAAINRR
Unfweaidusnelanna CNN fldiaugndfesegi
81.43% asunglain luwalassneusyamiiies
wuuasuligtuiusEansa a1 sadLun
mAnUnRvedusia 7 dnvaisile

5. 63U wazuunsluauian

UNAMUTLAUDNTANWLALIATIEINNNT
o a a I3 [ v | <
IMUNANURAUNRVDLAU 7 dnwale baukA 1) Lau
Wugeednauwuivang (Beaws Lines on Nails)
2) Buuwaudnn (Black line on Nails) 3) i1
a1 (Nail Clubbing) 4) diufluauyneduaduiu
dvun (Muehrcke’s nails) 5) Uanedusu (Terry’s
nail) 6) duidudvrafounuduuazduaudvum

fianeidu wag 7) duilgedun (White Spots
on Nails) lng53us14703/a31n Google images
Faau 700 2w wuadu Train set, Validation
set Wag Test set en31dIU 64:16:20 uaziUiey
Wiguluealassiguszanniien (ANN) fiuluina
lasangusramiieuuunauligdu (CNN) wudn
lutnalasstiguszamiisn (ANN) tAntlgyun
Overfitting s5unelfinlanmaiinmsFousaniauly
nYadeyadmSUnEulueg TIufenNURuNIY
vosyavayadmiulnay Javililuealiaunse
Fuuneuieundveaduldedragnies dsls
Aanugndeaifies 43.57 % Walisuduluina
Tnssedszanmifisauuuneuhgiu flfeanu
qnifesdia 8143 9% lesnnlsnsalassieUszanmidion
wuuneubigiuiinsafnaudnuuzanadiy
Fuluusiay layer wagyin Image Augmentation
Wioifinsurunmdmivyadeyaiindutivan
Uggminisiin Overfitting vinliiluinalasevie
Uszamiiisunuuasuhgduiuseansanly
nssuunAuiaUnFveduiindlumauuy
lasstgUsganniney

dnwazAuRaunfvendulidnuuei
vanraeINNINEITedIndwunluunawl
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veuduludnuaraug Wuty wezilesinwad
Ihanmsduunanuinunvesdudelinnuiia
waawardmanuudusilunssuunfidesyn
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asaluaalunuudug wavenathwaianisuus
drwnm (Image Segmentation) HlauUsdunn
denanzusnaiidunazanunsaiilusesen
a%wmsmwaau’a’mq (Object Detection) e
ihludssgndlduniessioduunanuiinUniives
LAURAZAINITONTIVERUFUN N A FIEALLEA
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