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บทคดัย่อ: เลบ็เป็นอวัยวะหนึง่ของรา่งกาย ซึง่ลกัษณะของเลบ็สามารถบง่บอก
ถึงสุขภาพดีหรือโรคร้ายท่ีเกิดต่อร่างกายได้ เพื่อสร้างโมเดลท่ีสามารถนำาไป
ประยุกต์เป็นเครื่องมือจำาแนกความผิดปกติของเล็บได้ด้วยตนเอง บทความนี้
เสนอการศึกษาและวิเคราะห์การจำาแนกความผิดปกติของเล็บ 7 ลักษณะ 
ได้แก่ 1) เล็บเป็นร่องลึกตามแนวขวาง 2) เล็บเป็นแถบสีดำา 3) น้ิวปุ้ม 
4) เลบ็มีแถบขวางสีขาวสลบักบัสีชมพู 5) ปลายเล็บร่น 6) เลบ็เป็นสขีาวเกือบ
ทัง้เลบ็และมแีถบสชีมพทูีป่ลายเลบ็ และ 7) เลบ็มจีดุสขีาว โดยรวบรวมขอ้มลู
จาก Google images จำานวน 700 ภาพ แบง่เปน็ชดุขอ้มลูสำาหรบัฝึกฝนโมเดล 
ชุดข้อมูลสำาหรับตรวจสอบโมเดล และชุดข้อมูลสำาหรับทดสอบโมเดล คิดเป็น
อัตราส่วน 64:16:20 ด้วยวิธีการสร้างโมเดลแบบโครงข่ายประสาทเทียมแบบ
คอนโวลูชันท่ีพัฒนาจากโมเดลแบบโครงข่ายประสาทเทียม พบว่า โมเดล
แบบโครงขา่ยประสาทเทียมแบบคอนโวลชัูน ไดค่้าความถกูตอ้งอยู่ท่ี 81.43% 
ซึง่มปีระสทิธภิาพจำาแนกความผดิปกติของเลบ็ได้มากกวา่โมเดลแบบโครงขา่ย
ประสาทเทียมที่ได้ค่าความถูกต้องเพียง 43.57% 

Abstract: Nails are one organ which can indicate the status of a 
health condition through its own appearance. To create a model 
which can be applied as a tool for self-classifying nail abnormalities, 
this article presents the study and analysis on seven abnormalities 
of nails: 1) Beau›s lines on Nails, 2) Black line on Nails, 3) Nails 
Clubbing, 4) Muehrcke’s nails, 5) Onycholysis, 6) Terry’s nail, and 
7) White spots on Nails. The data is composed of seven hundred 
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images compiled from Google images. They are separated into training sets, validation sets, 
and test sets and arranged into a 64:16:20 ratio, respectively. The Convolutional Neural  
Network (CNN) model method was developed from the Artificial Neural Network (ANN) 
model. It points out that CNN achieves 81.43% accuracy, which is more efficient in classifying 
nail abnormalities than ANN, which only has 43.57% accuracy.

1. บทนำ�

	 เล็บเกดิจากโปรตนีชนดิหนึง่ เรยีกวา่ เคราตนิ 
อดัแนน่เปน็แผน่แขง็ตดิชัน้หนังกำ�พรา้ เล็บถอืวา่เปน็
เซลลช้ั์นหนงักำ�พร้าทีต่ายแลว้ หรอืเรยีกไดว้า่อวยัวะ
หนึ่งของร่างกาย ปกคลุมอยู่บริเวณปลายนิ้วมือและ
นิว้เทา้ มหีนา้ทีส่ำ�คญัเพือ่ปอ้งกนัปลายประสาทและ
เส้นเลือดที่ปลายนิ้วที่ช่วยในการควบคุมการทำ�งาน
ของนิว้ (ชนดิา ฉนัทวนชิย,์ 2558) นอกจากนีล้กัษณะ
ของเล็บสามารถบง่บอกถึงสขุภาพดหีรอืโรครา้ยทีเ่กิด
ต่อร่างกายได้ด้วยเช่นกัน

	 บุคคลทีม่สีขุภาพด ีจะมลีกัษณะผวิเลบ็เรยีบ
เปน็เงา เนือ้ใตเ้ลบ็เปน็สชีมพอูอ่น เนือ้เลบ็มคีวามแขง็
แรงและสามารถยืดหยุน่ได ้แตบ่คุคลทีม่ลีกัษณะเลบ็
ผดิปกตจิากทีก่ลา่วมา ลกัษณะความผดิปกตอิาจเปน็ 
สัญญาณเตือนถึงอาการผิดปกติของร่างกายหรือ 
โรครา้ยทีจ่ะเกดิขึน้ได ้(Fawcett, Thomas & Daniel, 
2004) เช่น เล็บมีลักษณะเป็นร่องลึกตามแนวขวาง 
เกิดจากภาวะขาดสารอาหาร ขาดธาตุสังกะสี เล็บ
มีเส้นสีดำ�ที่ใต้ผิวเล็บ บ่งบอกถึงการเกิดโรคมะเร็ง
ผิวหนังท่ีอันตราย เล็บโค้งไปรอบๆ เกี่ยวข้องกับ 
โรคหัวใจ โรคปอด โรคตับ หรือโรคเอดส์ เล็บหลุด 
ออกจากฐาน บ่งบอกถึงโรคต่อมไทรอยด์ หรือโรค
สะเก็ดเงิน เล็บมีเส้นสีขาวในแนวขวาง พบในผู้ป่วย
โรคไต ไตอักเสบ โรคตับหรือผู้ท่ีได้รับสารหนู เล็บ
เป็นสีขาวแต่มีปลายเป็นสีชมพู สามารถเกิดจาก 
โรคหัวใจล้มเหลว โรคเบาหวานหรือโรคตับ เล็บมีจุด
สขีาว เกิดได้จากหลายสาเหต ุเชน่ อาการแพ ้การตดิ
เชื้อรา อาการบาดเจ็บที่เล็บ การขาดแร่ธาตุ เป็นต้น

	 บทความนีเ้สนอการศกึษาและวเิคราะหก์าร
จำ�แนกความผิดปกติของเล็บ มีวัตถุประสงค์ ดังนี้ 

	 1) เพือ่ศกึษาลกัษณะความผดิปกตขิองเลบ็ 
ต่อการเกิดอาการผิดปกติหรือโรคร้ายที่เกิดขึ้น 
แก่ร่างกาย 

	 2) เพื่อสร้างโมเดลโครงข่ายประสาทเทียม
แบบคอนโวลชูนั (Convolutional Neural Networks:  
CNN) สำ�หรับการจำ�แนกลักษณะความผิดปกติ 
ของเล็บ 

	 บทความนี้สามารถนำ�ไปใช้เป็นแนวทาง 
และวิธกีารเบือ้งตน้ในการดแูลหรอืตรวจสอบสขุภาพ
ตัวเอง เพื่อทราบถึงอาการผิดปกติที่อาจจะเกิดข้ึน 
ของร่างกายและการตัดสินใจเข้าพบแพทย์ตรวจ
สุขภาพร่างกายต่อไป

2. ทฤษฎีและงานวิจัยที่เกี่ยวข้อง

2.1 ลักษณะความผิดปกติของเล็บ

	 จากการศกึษาลกัษณะความผดิปกติของเลบ็  
(Fawcett, Thomas & Daniel, 2004) พบว่าความ
ผิดปกติของเล็บมีลักษณะที่หลากหลาย และใน
แตล่ะลกัษณะสามารถบง่บอกถงึสาเหตกุารเกดิความ 
ผดิปกต ิและอาการหรอืโรคทีอ่าจจะเกดิขึน้กบัร่างกาย
ได้ เพื่อแสดงให้เห็นถึงภาพลักษณะความผิดปกติ 
ของเล็บที่ชัดเจนยิ่งขึ้น แสดงดังตาราง 1
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ตาราง 1	 ลักษณะ สาเหตุ และอาการหรือโรคจากความผิดปกติของเล็บ 

เล็บผิดปกติ ลักษณะ สาเหตุ อาการ/โรค

Beau’s lines on Nails

 

 

  

  2) เพื่อสรางโมเดลโครงขายประสาทเทียมแบบคอนโวลูชัน (Convolutional Neural Networks: 

CNN) สําหรับการจําแนกลักษณะความผิดปกติของเล็บ  

บทความน้ีสามารถนําไปใชเปนแนวทางและวิธีการเบื้องตนในการดูแลหรือตรวจสอบสุขภาพตัวเอง 

เพื่อทราบถึงอาการผิดปกติที่อาจจะเกิดข้ึนของรางกายและการตัดสินใจเขาพบแพทยตรวจสุขภาพรางกาย

ตอไป 

 

2. ทฤษฎีและงานวิจัยท่ีเก่ียวของ 

2.1 ลักษณะความผิดปกติของเล็บ 

จากการศึกษาลักษณะความผิดปกติของเลบ็ (Fawcett, Thomas & Daniel, 2004) พบวาความ

ผิดปกติของเล็บมีลักษณะที่หลากหลาย และในแตละลักษณะสามารถบงบอกถึงสาเหตุการเกิดความผิดปกติ 

และอาการหรือโรคที่อาจจะเกิดข้ึนกับรางกายได เพื่อแสดงใหเห็นถึงภาพลักษณะความผิดปกติของเล็บที่

ชัดเจนย่ิงข้ึน แสดงดังตาราง 1 

 

ตาราง 1 ลักษณะ สาเหตุ และอาการหรือโรคจากความผิดปกติของเล็บ  

เล็บผิดปกต ิ ลักษณะ สาเหต ุ อาการ/โรค 

Beau's lines on 

Nails 

 

มีรองลึกตามแนวขวาง การเจริญเติบโตของเล็บถูก

ขัดขวาง 

ขาดสารอาหาร 

สังกะส ีโรคปอดบวม 

Black line on Nails 

 

มีเสนสีดําที่ใตผิวเล็บ หลอดเลือดใตเล็บไดรับความ

เสียหาย หรือ ผลจากการใชยา

บางชนิด 

โรคมะเร็งผิวหนังที่

อันตราย 

Nails Clubbing 

 

มีความโคงลงไปรอบ ๆ 

เล็บหนาและกลม 

ผลจากออกซิเจนในเลือดต่ํา โรคหัวใจ โรคปอด โรคตับ 

หรือโรคเอดส 

Muehrcke’s nails 

 

มีแถบขาวในแนวขวางบน

เล็บ 

ปรากฏในบุคคลที่มีภาวะ 

Hypoalbuminemia หรือภาวะ 

Albumin ในเลือดต่ํา 

โรคไต ไตอักเสบ โรคตับ 

หรือผูที่รางกายไดรับสาร

หน ู

Onycholysis 

 

ปลายหลุดออกจากฐานเล็บ 

และเปลี่ยนเปนสีขาว 

การบาดเจ็บที่เล็บ หรือ แพ

ผลิตภัณฑที่ใชกับเล็บ 

อาการของโรคเชื้อรา โรค

ตอมไทรอยด หรือโรค

สะเก็ดเงิน 

Terry’s nail 

 

เล็บเปนสีขาวแตมีสีชมพู

แคบ ๆ ที่ปลายเล็บ 

มาจากความชรา โรคตับ ภาวะหัวใจ

ลมเหลว ไตวาย หรือ

โรคเบาหวาน 

มีร่องลึกตามแนวขวาง การเจริญเติบโตของเล็บ
ถูกขัดขวาง

ขาดสารอาหาร
สังกะสี โรคปอดบวม

Black line on Nails

 

 

  

  2) เพื่อสรางโมเดลโครงขายประสาทเทียมแบบคอนโวลูชัน (Convolutional Neural Networks: 

CNN) สําหรับการจําแนกลักษณะความผิดปกติของเล็บ  

บทความน้ีสามารถนําไปใชเปนแนวทางและวิธีการเบื้องตนในการดูแลหรือตรวจสอบสุขภาพตัวเอง 

เพื่อทราบถึงอาการผิดปกติที่อาจจะเกิดข้ึนของรางกายและการตัดสินใจเขาพบแพทยตรวจสุขภาพรางกาย

ตอไป 

 

2. ทฤษฎีและงานวิจัยท่ีเก่ียวของ 

2.1 ลักษณะความผิดปกติของเล็บ 

จากการศึกษาลักษณะความผิดปกติของเลบ็ (Fawcett, Thomas & Daniel, 2004) พบวาความ

ผิดปกติของเล็บมีลักษณะที่หลากหลาย และในแตละลักษณะสามารถบงบอกถึงสาเหตุการเกิดความผิดปกติ 

และอาการหรือโรคที่อาจจะเกิดข้ึนกับรางกายได เพื่อแสดงใหเห็นถึงภาพลักษณะความผิดปกติของเล็บที่

ชัดเจนย่ิงข้ึน แสดงดังตาราง 1 

 

ตาราง 1 ลักษณะ สาเหตุ และอาการหรือโรคจากความผิดปกติของเล็บ  

เล็บผิดปกต ิ ลักษณะ สาเหต ุ อาการ/โรค 

Beau's lines on 

Nails 

 

มีรองลึกตามแนวขวาง การเจริญเติบโตของเล็บถูก

ขัดขวาง 

ขาดสารอาหาร 

สังกะส ีโรคปอดบวม 

Black line on Nails 

 

มีเสนสีดําที่ใตผิวเล็บ หลอดเลือดใตเล็บไดรับความ

เสียหาย หรือ ผลจากการใชยา

บางชนิด 

โรคมะเร็งผิวหนังที่

อันตราย 

Nails Clubbing 

 

มีความโคงลงไปรอบ ๆ 

เล็บหนาและกลม 

ผลจากออกซิเจนในเลือดต่ํา โรคหัวใจ โรคปอด โรคตับ 

หรือโรคเอดส 

Muehrcke’s nails 

 

มีแถบขาวในแนวขวางบน

เล็บ 

ปรากฏในบุคคลที่มีภาวะ 

Hypoalbuminemia หรือภาวะ 

Albumin ในเลือดต่ํา 

โรคไต ไตอักเสบ โรคตับ 

หรือผูที่รางกายไดรับสาร

หน ู

Onycholysis 

 

ปลายหลุดออกจากฐานเล็บ 

และเปลี่ยนเปนสีขาว 

การบาดเจ็บที่เล็บ หรือ แพ

ผลิตภัณฑที่ใชกับเล็บ 

อาการของโรคเชื้อรา โรค

ตอมไทรอยด หรือโรค

สะเก็ดเงิน 

Terry’s nail 

 

เล็บเปนสีขาวแตมีสีชมพู

แคบ ๆ ที่ปลายเล็บ 

มาจากความชรา โรคตับ ภาวะหัวใจ

ลมเหลว ไตวาย หรือ

โรคเบาหวาน 

มีเส้นสีดำ�ที่ใต้ผิวเล็บ หลอดเลือดใต้เล็บได้รับ
ความเสยีหาย หรอื ผลจาก
การใช้ยาบางชนิด

โรคมะเร็งผิวหนัง 
ที่อันตราย

Nails Clubbing

 

 

  

  2) เพื่อสรางโมเดลโครงขายประสาทเทียมแบบคอนโวลูชัน (Convolutional Neural Networks: 

CNN) สําหรับการจําแนกลักษณะความผิดปกติของเล็บ  

บทความน้ีสามารถนําไปใชเปนแนวทางและวิธีการเบื้องตนในการดูแลหรือตรวจสอบสุขภาพตัวเอง 

เพื่อทราบถึงอาการผิดปกติที่อาจจะเกิดข้ึนของรางกายและการตัดสินใจเขาพบแพทยตรวจสุขภาพรางกาย

ตอไป 

 

2. ทฤษฎีและงานวิจัยท่ีเก่ียวของ 

2.1 ลักษณะความผิดปกติของเล็บ 

จากการศึกษาลักษณะความผิดปกติของเลบ็ (Fawcett, Thomas & Daniel, 2004) พบวาความ

ผิดปกติของเล็บมีลักษณะที่หลากหลาย และในแตละลักษณะสามารถบงบอกถึงสาเหตุการเกิดความผิดปกติ 

และอาการหรือโรคที่อาจจะเกิดข้ึนกับรางกายได เพื่อแสดงใหเห็นถึงภาพลักษณะความผิดปกติของเล็บที่

ชัดเจนย่ิงข้ึน แสดงดังตาราง 1 

 

ตาราง 1 ลักษณะ สาเหตุ และอาการหรือโรคจากความผิดปกติของเล็บ  

เล็บผิดปกต ิ ลักษณะ สาเหต ุ อาการ/โรค 

Beau's lines on 
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มีรองลึกตามแนวขวาง การเจริญเติบโตของเล็บถูก

ขัดขวาง 

ขาดสารอาหาร 

สังกะส ีโรคปอดบวม 

Black line on Nails 

 

มีเสนสีดําที่ใตผิวเล็บ หลอดเลือดใตเล็บไดรับความ

เสียหาย หรือ ผลจากการใชยา

บางชนิด 

โรคมะเร็งผิวหนังที่

อันตราย 

Nails Clubbing 

 

มีความโคงลงไปรอบ ๆ 

เล็บหนาและกลม 

ผลจากออกซิเจนในเลือดต่ํา โรคหัวใจ โรคปอด โรคตับ 

หรือโรคเอดส 

Muehrcke’s nails 

 

มีแถบขาวในแนวขวางบน

เล็บ 

ปรากฏในบุคคลที่มีภาวะ 

Hypoalbuminemia หรือภาวะ 

Albumin ในเลือดต่ํา 

โรคไต ไตอักเสบ โรคตับ 

หรือผูที่รางกายไดรับสาร

หน ู

Onycholysis 

 

ปลายหลุดออกจากฐานเล็บ 

และเปลี่ยนเปนสีขาว 

การบาดเจ็บที่เล็บ หรือ แพ

ผลิตภัณฑที่ใชกับเล็บ 

อาการของโรคเชื้อรา โรค

ตอมไทรอยด หรือโรค

สะเก็ดเงิน 

Terry’s nail 

 

เล็บเปนสีขาวแตมีสีชมพู

แคบ ๆ ที่ปลายเล็บ 

มาจากความชรา โรคตับ ภาวะหัวใจ

ลมเหลว ไตวาย หรือ

โรคเบาหวาน 

มีความโค้งลงไปรอบๆ
เล็บหนาและกลม

ผลจากออกซเิจนในเลอืดต่ำ� โรคหัวใจ โรคปอด  
โรคตับ หรือโรคเอดส์

Muehrcke’s nails

 

 

  

  2) เพื่อสรางโมเดลโครงขายประสาทเทียมแบบคอนโวลูชัน (Convolutional Neural Networks: 

CNN) สําหรับการจําแนกลักษณะความผิดปกติของเล็บ  

บทความน้ีสามารถนําไปใชเปนแนวทางและวิธีการเบื้องตนในการดูแลหรือตรวจสอบสุขภาพตัวเอง 

เพื่อทราบถึงอาการผิดปกติที่อาจจะเกิดข้ึนของรางกายและการตัดสินใจเขาพบแพทยตรวจสุขภาพรางกาย

ตอไป 

 

2. ทฤษฎีและงานวิจัยท่ีเก่ียวของ 

2.1 ลักษณะความผิดปกติของเล็บ 

จากการศึกษาลักษณะความผิดปกติของเลบ็ (Fawcett, Thomas & Daniel, 2004) พบวาความ

ผิดปกติของเล็บมีลักษณะที่หลากหลาย และในแตละลักษณะสามารถบงบอกถึงสาเหตุการเกิดความผิดปกติ 

และอาการหรือโรคที่อาจจะเกิดข้ึนกับรางกายได เพื่อแสดงใหเห็นถึงภาพลักษณะความผิดปกติของเล็บที่

ชัดเจนย่ิงข้ึน แสดงดังตาราง 1 

 

ตาราง 1 ลักษณะ สาเหตุ และอาการหรือโรคจากความผิดปกติของเล็บ  

เล็บผิดปกต ิ ลักษณะ สาเหต ุ อาการ/โรค 

Beau's lines on 

Nails 

 

มีรองลึกตามแนวขวาง การเจริญเติบโตของเล็บถูก

ขัดขวาง 

ขาดสารอาหาร 

สังกะส ีโรคปอดบวม 

Black line on Nails 

 

มีเสนสีดําที่ใตผิวเล็บ หลอดเลือดใตเล็บไดรับความ

เสียหาย หรือ ผลจากการใชยา

บางชนิด 

โรคมะเร็งผิวหนังที่

อันตราย 

Nails Clubbing 

 

มีความโคงลงไปรอบ ๆ 

เล็บหนาและกลม 

ผลจากออกซิเจนในเลือดต่ํา โรคหัวใจ โรคปอด โรคตับ 

หรือโรคเอดส 

Muehrcke’s nails 

 

มีแถบขาวในแนวขวางบน

เล็บ 

ปรากฏในบุคคลที่มีภาวะ 

Hypoalbuminemia หรือภาวะ 

Albumin ในเลือดต่ํา 

โรคไต ไตอักเสบ โรคตับ 

หรือผูที่รางกายไดรับสาร

หน ู

Onycholysis 

 

ปลายหลุดออกจากฐานเล็บ 

และเปลี่ยนเปนสีขาว 

การบาดเจ็บที่เล็บ หรือ แพ

ผลิตภัณฑที่ใชกับเล็บ 

อาการของโรคเชื้อรา โรค

ตอมไทรอยด หรือโรค

สะเก็ดเงิน 

Terry’s nail 

 

เล็บเปนสีขาวแตมีสีชมพู

แคบ ๆ ที่ปลายเล็บ 

มาจากความชรา โรคตับ ภาวะหัวใจ

ลมเหลว ไตวาย หรือ

โรคเบาหวาน 

มีแถบขาวในแนวขวาง
บนเล็บ

ปรากฏในบุคคลที่มีภาวะ 
Hypoalbuminemia หรอื
ภาวะ Albumin ในเลอืดต่ำ�

โรคไต ไตอักเสบ  
โรคตับ หรือผู้ทีร่่างกาย
ได้รับสารหนู

Onycholysis

 

 

  

  2) เพื่อสรางโมเดลโครงขายประสาทเทียมแบบคอนโวลูชัน (Convolutional Neural Networks: 

CNN) สําหรับการจําแนกลักษณะความผิดปกติของเล็บ  

บทความน้ีสามารถนําไปใชเปนแนวทางและวิธีการเบื้องตนในการดูแลหรือตรวจสอบสุขภาพตัวเอง 

เพื่อทราบถึงอาการผิดปกติที่อาจจะเกิดข้ึนของรางกายและการตัดสินใจเขาพบแพทยตรวจสุขภาพรางกาย

ตอไป 

 

2. ทฤษฎีและงานวิจัยท่ีเก่ียวของ 

2.1 ลักษณะความผิดปกติของเล็บ 

จากการศึกษาลักษณะความผิดปกติของเลบ็ (Fawcett, Thomas & Daniel, 2004) พบวาความ

ผิดปกติของเล็บมีลักษณะที่หลากหลาย และในแตละลักษณะสามารถบงบอกถึงสาเหตุการเกิดความผิดปกติ 

และอาการหรือโรคที่อาจจะเกิดข้ึนกับรางกายได เพื่อแสดงใหเห็นถึงภาพลักษณะความผิดปกติของเล็บที่

ชัดเจนย่ิงข้ึน แสดงดังตาราง 1 

 

ตาราง 1 ลักษณะ สาเหตุ และอาการหรือโรคจากความผิดปกติของเล็บ  

เล็บผิดปกต ิ ลักษณะ สาเหต ุ อาการ/โรค 

Beau's lines on 
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มีรองลึกตามแนวขวาง การเจริญเติบโตของเล็บถูก

ขัดขวาง 

ขาดสารอาหาร 

สังกะส ีโรคปอดบวม 

Black line on Nails 

 

มีเสนสีดําที่ใตผิวเล็บ หลอดเลือดใตเล็บไดรับความ

เสียหาย หรือ ผลจากการใชยา

บางชนิด 

โรคมะเร็งผิวหนังที่

อันตราย 

Nails Clubbing 

 

มีความโคงลงไปรอบ ๆ 

เล็บหนาและกลม 

ผลจากออกซิเจนในเลือดต่ํา โรคหัวใจ โรคปอด โรคตับ 

หรือโรคเอดส 

Muehrcke’s nails 

 

มีแถบขาวในแนวขวางบน

เล็บ 

ปรากฏในบุคคลที่มีภาวะ 

Hypoalbuminemia หรือภาวะ 

Albumin ในเลือดต่ํา 

โรคไต ไตอักเสบ โรคตับ 

หรือผูที่รางกายไดรับสาร
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ปลายหลุดออกจากฐานเล็บ 

และเปลี่ยนเปนสีขาว 

การบาดเจ็บที่เล็บ หรือ แพ

ผลิตภัณฑที่ใชกับเล็บ 

อาการของโรคเชื้อรา โรค

ตอมไทรอยด หรือโรค

สะเก็ดเงิน 

Terry’s nail 

 

เล็บเปนสีขาวแตมีสีชมพู

แคบ ๆ ที่ปลายเล็บ 

มาจากความชรา โรคตับ ภาวะหัวใจ

ลมเหลว ไตวาย หรือ

โรคเบาหวาน 

ปลายหลุดออกจากฐาน
เลบ็ และเปลีย่นเปน็สขีาว

การบาดเจ็บที่เล็บ หรือ 
แพ้ผลิตภัณฑ์ที่ใช้กับเล็บ

อาการของโรคเชื้อรา 
โรคตอ่มไทรอยด ์หรอื
โรคสะเก็ดเงิน

Terry’s nail

 

 

  

  2) เพื่อสรางโมเดลโครงขายประสาทเทียมแบบคอนโวลูชัน (Convolutional Neural Networks: 

CNN) สําหรับการจําแนกลักษณะความผิดปกติของเล็บ  

บทความน้ีสามารถนําไปใชเปนแนวทางและวิธีการเบื้องตนในการดูแลหรือตรวจสอบสุขภาพตัวเอง 

เพื่อทราบถึงอาการผิดปกติที่อาจจะเกิดข้ึนของรางกายและการตัดสินใจเขาพบแพทยตรวจสุขภาพรางกาย

ตอไป 

 

2. ทฤษฎีและงานวิจัยท่ีเก่ียวของ 

2.1 ลักษณะความผิดปกติของเล็บ 

จากการศึกษาลักษณะความผิดปกติของเลบ็ (Fawcett, Thomas & Daniel, 2004) พบวาความ

ผิดปกติของเล็บมีลักษณะที่หลากหลาย และในแตละลักษณะสามารถบงบอกถึงสาเหตุการเกิดความผิดปกติ 

และอาการหรือโรคที่อาจจะเกิดข้ึนกับรางกายได เพื่อแสดงใหเห็นถึงภาพลักษณะความผิดปกติของเล็บที่

ชัดเจนย่ิงข้ึน แสดงดังตาราง 1 

 

ตาราง 1 ลักษณะ สาเหตุ และอาการหรือโรคจากความผิดปกติของเล็บ  

เล็บผิดปกต ิ ลักษณะ สาเหต ุ อาการ/โรค 

Beau's lines on 

Nails 

 

มีรองลึกตามแนวขวาง การเจริญเติบโตของเล็บถูก

ขัดขวาง 

ขาดสารอาหาร 

สังกะส ีโรคปอดบวม 

Black line on Nails 

 

มีเสนสีดําที่ใตผิวเล็บ หลอดเลือดใตเล็บไดรับความ

เสียหาย หรือ ผลจากการใชยา

บางชนิด 

โรคมะเร็งผิวหนังที่

อันตราย 

Nails Clubbing 

 

มีความโคงลงไปรอบ ๆ 

เล็บหนาและกลม 

ผลจากออกซิเจนในเลือดต่ํา โรคหัวใจ โรคปอด โรคตับ 

หรือโรคเอดส 

Muehrcke’s nails 

 

มีแถบขาวในแนวขวางบน

เล็บ 

ปรากฏในบุคคลที่มีภาวะ 

Hypoalbuminemia หรือภาวะ 

Albumin ในเลือดต่ํา 

โรคไต ไตอักเสบ โรคตับ 

หรือผูที่รางกายไดรับสาร

หน ู

Onycholysis 

 

ปลายหลุดออกจากฐานเล็บ 

และเปลี่ยนเปนสีขาว 

การบาดเจ็บที่เล็บ หรือ แพ

ผลิตภัณฑที่ใชกับเล็บ 

อาการของโรคเชื้อรา โรค

ตอมไทรอยด หรือโรค

สะเก็ดเงิน 

Terry’s nail 

 

เล็บเปนสีขาวแตมีสีชมพู

แคบ ๆ ที่ปลายเล็บ 

มาจากความชรา โรคตับ ภาวะหัวใจ

ลมเหลว ไตวาย หรือ

โรคเบาหวาน 

เล็บเป็นสีขาวแต่มีสีชมพู
แคบๆ ที่ปลายเล็บ

มาจากความชรา โรคตับ ภาวะหัวใจ 
ล้มเหลว ไตวาย หรือ
โรคเบาหวาน

White spots on Nails

 

 

  

เล็บผิดปกต ิ ลักษณะ สาเหต ุ อาการ/โรค 

White spots on 

Nails 

 

มีจุด หรือแถบสีขาวบนเล็บ อาการแพการติดเชื้อรา อาการ

บาดเจ็บที่เล็บ หรือ การขาดแร

ธาต ุ

เปนปญหาที่เกิดขึ้น

โดยทัว่ไปและไมเปน

อันตราย 

2.2 Batch Normalization 

Batch Normalization เปนการ Scaling Data หรือ Normalization ใหอยูในชวงที่กําหนด ซึ่งจะใช

ในระหวางการฝกฝนโมเดล ในการคํานวณจะคํานวณจากขนาดของ Batch หรือกลุมของขอมูลที่ถูกกําหนด

จํานวนไว ซึ่งการทํา Normalization สามารถทําไดหลายวิธี เชน Rescaling (Min-Max Normalization), 

Mean Normalization และ Standardization (Z-Score Normalization) เปนตน (ณัฐโชติ พรหมฤทธ์ิ, 

2564)   

 

2.3 Drop Out  

Drop Out เปนเทคนิคของการทํา Regularity ซึ่งเปนการสุมปด Node ของ Layer น้ันช่ัวคราวใน

ระหวางการฝกฝนโมเดล และสามารถชวยลดการเกิดปญหา Overfitting ได (ณัฐโชติ พรหมฤทธ์ิ, 2564) 

 

2.4 Data Augmentation  

Data Augmentation เปนการเพิม่จํานวนขอมลูใหกบัชุดขอมูลฝกฝน (train set) โดยนํารูปภาพมา

ปรับเปลี่ยน เพือ่ใหโมเดลเรียนรูไดมากข้ึน สามารถทําไดในหลากหลายวิธี เชน ยอ ขยาย ตัดรูป หมุน หรอื

เลื่อนตําแหนงภาพ เปนตน (ณัฐโชติ พรหมฤทธ์ิ, 2564) ดังภาพประกอบ 1 ทั้งน้ี การทํา Data 

Augmentation สามารถชวยลดปญหา Overfitting ของโมเดล น่ันคือ โมเดลเรียนรูจากชุดขอมลูฝกฝนไดดี 

แตไมสามารถนําไปใชกับชุดขอมลูทดสอบไดหรอืขอมูลที่เปน unseen data ได คือ ผลจากการวัด

ประสิทธิภาพโมเดลไดคาความถูกตองของชุดขอมลูทดสอบตํ่ากวาคาความถูกตองของชุดขอมูลฝกฝน 

 

 

 
ภาพประกอบ 1 Data Augmentation (Brownlee, 2019) 

 

มจีดุ หรอืแถบสขีาวบนเลบ็ อาการแพ้การติดเชื้อรา 
อาการบาดเจบ็ทีเ่ลบ็ หรอื 
การขาดแร่ธาตุ

เป็นปัญหาที่เกิดขึ้น
โดยทั่วไปและไม่เป็น
อันตราย
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2.2 Batch Normalization

	 Batch Normalization เป็นการ Scaling 
Data หรือ Normalization ให้อยู่ในช่วงที่กำ�หนด 
ซ่ึงจะใช้ในระหว่างการฝึกฝนโมเดล ในการคำ�นวณ 
จะคำ�นวณจากขนาดของ Batch หรือกลุ่มของข้อมลู
ที่ถูกกำ�หนดจำ�นวนไว้ ซึ่งการทำ� Normalization 
สามารถทำ�ได้หลายวิธี เช่น Rescaling (Min-Max 
Normalization), Mean Normalization และ 
Standardization (Z-Score Normalization) เปน็ตน้ 
(ณัฐโชติ พรหมฤทธิ์, 2564) 

2.3 Drop Out 

	 Drop Out เปน็เทคนิคของการทำ� Regularity  
ซึ่งเป็นการสุ่มปิด Node ของ Layer นั้นชั่วคราว 
ในระหว่างการฝึกฝนโมเดล และสามารถช่วยลดการ
เกดิปญัหา Overfitting ได้ (ณัฐโชต ิพรหมฤทธิ,์ 2564)

2.4 Data Augmentation 

	 Data Augmentation เปน็การเพิม่จำ�นวน
ขอ้มลูใหก้บัชดุขอ้มลูฝกึฝน (train set) โดยนำ�รูปภาพ
มาปรับเปลีย่น เพือ่ใหโ้มเดลเรียนรู้ไดม้ากข้ึน สามารถ
ทำ�ได้ในหลากหลายวิธี เช่น ย่อ ขยาย ตัดรูป หมุน 
หรอืเลือ่นตำ�แหน่งภาพ เปน็ตน้ (ณฐัโชต ิพรหมฤทธิ,์  
2564) ดังภาพประกอบ 1 ทั้งน้ี การทำ� Data  
Augmentation สามารถชว่ยลดปญัหา Overfitting 

ของโมเดล นั่นคือ โมเดลเรียนรู้จากชุดข้อมูลฝึกฝน 
ไดด้ ีแตไ่มส่ามารถนำ�ไปใชกั้บชดุขอ้มลูทดสอบไดห้รอื
ข้อมูลที่เป็น unseen data ได้ คือ ผลจากการวัด
ประสิทธิภาพโมเดลได้ค่าความถูกต้องของชุดข้อมูล
ทดสอบต่ำ�กว่าค่าความถูกต้องของชุดข้อมูลฝึกฝน

	 งานวจิยัทีน่ำ�เทคนคิ Data Augmentation 
มาใช้งาน 

	 1) พมิพา ชวีาประกอบกิจ (2562) ได้ศึกษา
เกีย่วกบัการปรบัปรุงประสทิธภิาพในการจำ�แนกภาพ
ด้วยโครงข่ายประสาทแบบคอนโวลูชันโดยใช้เทคนิค
การเพิ่มภาพ งานวิจัยน้ีมีวัตถุประสงค์เพื่อปรับปรุง
ประสทิธิภาพในการจำ�แนกภาพดว้ยโครงขา่ยประสาท
แบบคอนโวลชูนัโดยใชเ้ทคนิค Data Augmentation 
โดยจะสุ่มใช้เทคนิคต่างๆ เช่น การปรับสีของภาพ  
การหมุนภาพ การย่อ เป็นต้น ใช้เทคนิคอย่างใด
อย่างหน่ึงในแต่ละภาพ ผลการทดลองพบว่าการใช้
เทคนิคการเพ่ิมภาพด้วยการสร้างภาพเทียมจะช่วย
ให้ประสิทธิภาพในการจำ�แนกภาพแม่นยำ�สูงขึ้น 
จาก 84.79% เป็น 87.57% 

	 2) ศริชยั โชตชิาตมิาลา และนวุยี ์ววิฒันวฒันา  
(2563) ไดศ้กึษาและสรา้งแบบจำ�ลองการคดัแยกผล
ไมแ้บบหนึง่ชนดิดว้ยการเรียนรูข้องเคร่ืองเพ่ือตรวจจบั
รูปแอปเปิ้ล จากงานวิจัยนี้ พบว่า วิธี IANET พร้อม
กับการใช้ Data Augmentation ให้ค่าความถูกต้อง 

 

 

  

เล็บผิดปกต ิ ลักษณะ สาเหต ุ อาการ/โรค 
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มีจุด หรือแถบสีขาวบนเล็บ อาการแพการติดเชื้อรา อาการ

บาดเจ็บที่เล็บ หรือ การขาดแร

ธาต ุ

เปนปญหาที่เกิดขึ้น

โดยทัว่ไปและไมเปน

อันตราย 

2.2 Batch Normalization 

Batch Normalization เปนการ Scaling Data หรือ Normalization ใหอยูในชวงที่กําหนด ซึ่งจะใช

ในระหวางการฝกฝนโมเดล ในการคํานวณจะคํานวณจากขนาดของ Batch หรือกลุมของขอมูลที่ถูกกําหนด

จํานวนไว ซึ่งการทํา Normalization สามารถทําไดหลายวิธี เชน Rescaling (Min-Max Normalization), 

Mean Normalization และ Standardization (Z-Score Normalization) เปนตน (ณัฐโชติ พรหมฤทธ์ิ, 

2564)   

 

2.3 Drop Out  

Drop Out เปนเทคนิคของการทํา Regularity ซึ่งเปนการสุมปด Node ของ Layer น้ันช่ัวคราวใน

ระหวางการฝกฝนโมเดล และสามารถชวยลดการเกิดปญหา Overfitting ได (ณัฐโชติ พรหมฤทธ์ิ, 2564) 

 

2.4 Data Augmentation  

Data Augmentation เปนการเพิม่จํานวนขอมลูใหกบัชุดขอมูลฝกฝน (train set) โดยนํารูปภาพมา

ปรับเปลี่ยน เพือ่ใหโมเดลเรียนรูไดมากข้ึน สามารถทําไดในหลากหลายวิธี เชน ยอ ขยาย ตัดรูป หมุน หรอื

เลื่อนตําแหนงภาพ เปนตน (ณัฐโชติ พรหมฤทธ์ิ, 2564) ดังภาพประกอบ 1 ทั้งน้ี การทํา Data 

Augmentation สามารถชวยลดปญหา Overfitting ของโมเดล น่ันคือ โมเดลเรียนรูจากชุดขอมลูฝกฝนไดดี 

แตไมสามารถนําไปใชกับชุดขอมลูทดสอบไดหรอืขอมูลที่เปน unseen data ได คือ ผลจากการวัด

ประสิทธิภาพโมเดลไดคาความถูกตองของชุดขอมลูทดสอบตํ่ากวาคาความถูกตองของชุดขอมูลฝกฝน 

 

 

 
ภาพประกอบ 1 Data Augmentation (Brownlee, 2019) 

 

ภาพประกอบ 1 Data Augmentation (Brownlee, 2019)
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98.60% ซึ่งเมื่อ เทียบกับวิธี IANET และไม่ใช้ Data 
Augmentation จะไดค้า่ความถกูตอ้งเพยีง 98.06%

2.5 High Boost Filtering

	 การใช้ Filter สำ�หรับการทำ� Image  
Processing จะคล้ายกับการทำ� Point Operation 
เปน็การปรบัคา่ทีอ่ยูใ่นแตล่ะ Pixel โดยไมส่นใจ Pixel 
ที่อยู่รอบๆ เพื่อให้รูปภาพนั้นมีความสว่างหรือคมชัด
มากขึ้น เป็นต้น แต่การใช้ Filter นั้น จะปรับค่าของ
แต่ละ Pixel โดยสนใจ Pixel อื่นที่อยู่รอบๆ Pixel  
นัน้ดว้ย ซึง่สามารถกำ�หนดจำ�นวนของ Pixel ทีส่นใจ 
จะนำ�มาคำ�นวณด้วยได้ จำ�นวน Pixel ถูกกำ�หนด 
ในรูปแบบของเมทริกซ์จตุรัส เช่น 3x3 หรือ 5x5  
เป็นต้น 

	 High Boost Filtering (Alirezanejad,  
Saffari, Amirgholipour, &Sharifi, 2014) เป็นหนึ่ง
ในหมวดหมูข่อง Filter ทีใ่ช้ในการปรบัความคมชัดของ
รูปภาพ โดย High Boost Filter มีรูปแบบมาตรฐาน 
ดังภาพประกอบ 2

2.6 Image Classification ด้วย 
Convolutional Neural Network 
(CNN)

	 Image Classification เป็นการจำ�แนกข้อมูล
ทีอ่ยูใ่นรปูแบบรปูภาพ เพือ่แยกประเภทรูปภาพหรอื
สิง่ทีป่รากฎบนรปูภาพท่ีเป็นชนดิเดียวกนัหรือแตกต่าง
กนั โดยจำ�แนกตามกลุม่หรือหมวดหมูท่ีส่นใจ วธิกีาร 
จำ�แนกประเภทของรูปภาพโดยทั่วไปมีหลายวิธี  
ซึ่งในการสร้างโมเดลจำ�แนกภาพด้วยวิธีการทาง  
Machine Learning สามารถทำ�ไดท้ัง้แบบ Supervised 
Learning และ Unsupervised Learning โดยใน
บทความวิจัยนี้จะพัฒนา Model แบบ Supervised  
Learning ด้วยเทคนิค Convolution Neural  
Network หรอื CNN (ณฐัโชต ิพรหมฤทธิ ์และสจัจาภรณ ์ 
ไวจรรยา, 2564) ที่เป็น Deep Learning ชนิดหนึ่ง 
โดย Neural Network ชนิดนี้ จะใช้ Convolution 

เพื่อดึงลักษณะท่ีเป็นประโยชน์สำ�หรับการทำ�โมเดล 
มาใชง้าน (อุมาภรณ ์สายแสงจนัทร,์ รพพีร ช่ำ�ชอง และ
อรรถพล สุวรรณษา, 2565) การทำ�งานในลักษณะนี้ 
จะช่วยให้โมเดลสามารถเรียนรู้ได้ดีขึ้น

	 งานวิจัยที่จำ�แนกภาพเกี่ยวกับด้านสุขภาพ
ด้วย CNN 

	 1) ณฐัวฒุ ิศรวีบิลูย ์(2563) ไดศ้กึษาเกีย่วกบั 
การปรับปรงุประสทิธภิาพของการจำ�แนกภาพเอกซเรย์
ทรวงอกดว้ยโครงขา่ยประสาทเทยีมแบบคอนโวลูชัน
โดยใชเ้ทคนคิการเพิม่ภาพสำ�หรบัวนิจิฉยัโรคโควดิ-19  
เนื่องจาก CNN มีข้อจำ�กัดคือประสิทธิภาพการ
จำ�แนกรูปภาพขึ้นอยู่กับจำ�นวนรูปภาพที่นำ�เข้าสู่ขั้น
ตอนการฝึกสอน หรือ Train งานวิจัยนี้จึงมีการนำ�
เทคนิคการเพิ่มภาพมาใช้ร่วมกับ CNN โดยจะมีการ
เปรียบเทียบเทคนิคการเพิ่มภาพในแต่ละวิธี เพื่อ 
เพิม่ความถกูตอ้งใหก้บักระบวนการฝกึสอนของ CNN 
ผลของการวิจัยพบว่าการหมุนภาพ ให้ประสิทธิภาพ
การฝึกสอนที่ 99.67%

	 2) วิชชุดา ธงกิ่งและคณะ (2564) ได้ศึกษา
เกี่ยวกับการวิเคราะห์และการจำ�แนกกระดูกสันหลัง
ที่ผิดปรกติด้วยขั้นตอนวิธีโครงข่ายประสาทแบบ 
คอนโวลูชัน โดยใช้ภาพเอกซเรย์คอมพิวเตอร์ CT 
(Computerized Tomography) ของกระดกูสนัหลงั
มนษุย ์เปน็ข้อมลูของผูป้ว่ยทีไ่ดร้บัการสนบัสนนุจาก 
โรงพยาบาลมหาวทิยาลยัเทคโนโลยสีรุนาร ีนครราชสมีา 
ประเทศไทย โดยในข้ันตอนสุดท้ายของการวิจัย 
ได้มีการสร้างแบบจำ�ลองขั้นตอนวิธีโครงข่ายแบบ 
คอนโวลชูนั เพือ่จำ�แนกการจดัแนวกระดกูสนัหลงัของ

 

 

  

งานวิจัยที่นําเทคนิค Data Augmentation มาใชงาน   

1) พิมพา ชีวาประกอบกิจ (2562) ไดศึกษาเกี่ยวกับการปรบัปรงุประสิทธิภาพในการจําแนกภาพดวย

โครงขายประสาทแบบคอนโวลูชันโดยใชเทคนิคการเพิม่ภาพ งานวิจัยน้ีมีวัตถุประสงคเพื่อปรบัปรุง

ประสิทธิภาพในการจําแนกภาพดวยโครงขายประสาทแบบคอนโวลูชันโดยใชเทคนิค Data Augmentation 

โดยจะสุมใชเทคนิคตางๆ เชน การปรับสีของภาพ การหมุนภาพ การยอ เปนตน ใชเทคนิคอยางใดอยางหน่ึง

ในแตละภาพ ผลการทดลองพบวาการใชเทคนิคการเพิ่มภาพดวยการสรางภาพเทียมจะชวยใหประสทิธิภาพใน

การจําแนกภาพแมนยําสูงข้ึนจาก 84.79% เปน 87.57%  

2) ศิรชัย โชติชาติมาลา และนุวีย วิวัฒนวัฒนา (2563) ไดศึกษาและสรางแบบจําลองการคัดแยก

ผลไมแบบหน่ึงชนิดดวยการเรียนรูของเครื่องเพื่อตรวจจับรปูแอปเปล จากงานวิจัยน้ี พบวา วิธี IANET พรอม

กับการใช Data Augmentation ใหคาความถูกตอง 98.60% ซึ่งเมื่อ เทียบกับวิธี IANET และไมใช Data 

Augmentation จะไดคาความถูกตองเพียง 98.06% 

 

2.5 High Boost Filtering 

การใช Filter สําหรบัการทํา Image Processing จะคลายกบัการทํา Point Operation เปนการปรบั

คาที่อยูในแตละ Pixel โดยไมสนใจ Pixel ที่อยูรอบ ๆ เพื่อใหรปูภาพน้ันมีความสวางหรือคมชัดมากข้ึน เปนตน 

แตการใช Filter น้ัน จะปรับคาของแตละ Pixel โดยสนใจ Pixel อื่นที่อยูรอบ ๆ Pixel น้ันดวย ซึ่งสามารถ

กําหนดจํานวนของ Pixel ที่สนใจ จะนํามาคํานวณดวยได จํานวน Pixel ถูกกําหนดในรูปแบบของเมทรกิซ

จตุรสั เชน 3x3 หรือ 5x5 เปนตน  

High Boost Filtering (Alirezanejad, Saffari, Amirgholipour, &Sharifi, 2014) เปนหน่ึงใน

หมวดหมูของ Filter ที่ใชในการปรบัความคมชัดของรปูภาพ โดย High Boost Filter มีรูปแบบมาตรฐาน ดัง

ภาพประกอบ 2 

 

𝐹𝑖𝑙𝑡𝑒𝑟 =  [−1 − 1 
− 1 − 1  
− 1 − 1 
− 1 − 1 ] 

ภาพประกอบ 2 Image Filter 

 

2.6 Image Classification ดวย Convolutional Neural Network (CNN) 

Image Classification เปนการจําแนกขอมลูที่อยูในรูปแบบรูปภาพ เพื่อแยกประเภทรูปภาพหรือสิ่งที่

ปรากฎบนรูปภาพที่เปนชนิดเดียวกันหรือแตกตางกัน โดยจาํแนกตามกลุมหรือหมวดหมูทีส่นใจ วิธีการจําแนก

ประเภทของรูปภาพโดยทั่วไปมีหลายวิธี ซึ่งในการสรางโมเดลจําแนกภาพดวยวิธีการทาง Machine Learning 

สามารถทําไดทัง้แบบ Supervised Learning และ Unsupervised Learning โดยในบทความวิจัยน้ีจะพฒันา 

ภาพประกอบ 2 Image Filter
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มนษุยท์ีป่กตแิละผดิปกตจิากภาพทีผ่า่นการประมวล
ผล จากผลการศกึษาพบว่าแบบจำ�ลองทีด่ทีีส่ดุสามารถ
ทำ�งานได้ดีมากอีกทั้งยังเป็นแบบจำ�ลองที่สามารถ
ทำ�นายไดอ้ย่างไมม่ขีอ้ผดิพลาด ซึง่ประสทิธภิาพการ
วิเคราะห์และจำ�แนกความผิดปกติประกอบไปด้วย
ความแม่นยำ�ร้อยละ 100 ความถูกต้องร้อยละ 100 
และค่าเรียกคืนร้อยละ 100

3. กระบวนการออกแบบและพัฒนาโมเดล

3.1 ภาพรวมของกระบวนการ  
(Process Overview)

	 งานวิจัยนี้ใช้ภาษาโปรแกรม Python 3.8 
ในกระบวนการทำ�งาน ดังภาพประกอบ 3 แบ่งออก
เป็น 3 ส่วน ได้แก่ 

	 ส่วนที่ 1 การเก็บรวบรวมข้อมูลและเตรียม
ข้อมูลให้พร้อมใช้งาน 

	 ส่วนที่ 2 การแบ่งข้อมูลและสร้างโมเดล 
	 ส่วนที่ 3 การทำ�นาย ประเมินและวัด
ประสิทธิภาพโมเดล 

3.2 การรวบรวมข้อมูลและเตรียม
ข้อมูลให้พร้อมใช้งาน

	 3.2.1 ขั้นแรก Data Collection รวบรวม
ภาพลักษณะความผิดปกติของเล็บโดยใช้ Image 
Search จาก Google ทัง้หมด 7 ลกัษณะ ลกัษณะละ  
100 ภาพ เก็บในรูปแบบไฟล์ .jpg แสดง 
ตัวอย่างภาพลักษณะความผิดปกติของเล็บใน 
ดังภาพประกอบ 4

 

 

  

3. กระบวนการออกแบบและพัฒนาโมเดล 

3.1 ภาพรวมของกระบวนการ (Process Overview) 

 
 

 
 

 
 
 

 
 
 

                          

 

          
 

 

 
 

 
 

 
 

ภาพประกอบ 3 ภาพรวมของกระบวนการดําเนินงาน 

 

งานวิจัยน้ีใชภาษาโปรแกรม Python 3.8 ในกระบวนการทาํงาน ดังภาพประกอบ 3 แบงออกเปน 3 

สวน ไดแก  

สวนที่ 1 การเกบ็รวบรวมขอมลูและเตรียมขอมลูใหพรอมใชงาน  

สวนที่ 2 การแบงขอมูลและสรางโมเดล   

สวนที่ 3 การทํานาย ประเมนิและวัดประสทิธิภาพโมเดล   

 

  3.2 การรวบรวมขอมูลและเตรียมขอมูลใหพรอมใชงาน 

  3.2.1 ขั้นแรก Data Collection รวบรวมภาพลกัษณะความผิดปกติของเล็บโดยใช Image 

Search จาก Google ทั้งหมด 7 ลักษณะ ลักษณะละ 100 ภาพ เก็บในรปูแบบไฟล .jpg แสดงตัวอยางภาพ

ลักษณะความผิดปกติของเลบ็ใน ดังภาพประกอบ 4 

 

Data Preparation 

Data Collected 

 

 

 

Test set Train set Valid set 

Split Data 
 

Confusion matrix & 

Validation 

Predict 

1. 

2. 

Neural Networks 

Convolutional Neural Networks 
 

3. 

ภาพประกอบ 3 ภาพรวมของกระบวนการดำ�เนินงาน

 

 

  

 
 

 
(1) เล็บเปนรองลึกตามแนวขวาง (Beau's Lines) 

 
(2) เล็บเปนแถบสีดํา (Black line) 

 
(3) น้ิวปุม (Nail Clubbing) 

 
(4) เล็บมีแถบขวางสีขาวสลับกับสีชมพู (Muehrcke’s nails) 

 
(5) ปลายเล็บรน (Onycholysis) 

 
(6) เล็บเปนสีขาวเกือบทั้งเล็บและมีแถบสีชมพูที่ปลายเล็บ  

(Terry’s nail) 

 
(7) เล็บมีจุดสีขาว (White Spots) 

ภาพประกอบ 4 ตัวอยางภาพลักษณะความผิดปกติของเล็บ 

 

   3.2.2 ขั้นตอน Data Preparation ตัดสวนขอบของภาพเพื่อใหเห็นความผิดปกติของเลบ็

ไดชัดเจนข้ึน และปรบัขนาดของภาพใหมีขนาดเทากัน กําหนดความกวาง เทากับ 100 Pixels และความยาว 

เทากับ 100 Pixels เพื่อใหขนาดไฟลภาพไมใหญจนเกินไปและใชเวลาในการฝกฝนโมเดลนอยลง หลังจากน้ัน

นําภาพมาทํา Image Filtering ใชขนาดของเมทริกซเปน 3x3 และใช Filter ที่เปนมาตรฐานของ High Boost 

Filtering ดังภาพประกอบ 2 

   เน่ืองจากการใช Filter ในรูปแบบน้ีจะทําใหรปูมีความคมชัดและเห็นรายละเอียดของเลบ็

มากข้ึน ซึ่งสามารถเปรียบเทียบได ดังภาพประกอบ 5  

 

ภาพประกอบ 4 ตัวอย่างภาพลักษณะ 
ความผิดปกติของเล็บ
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		  3.2.2 ขั้นตอน Data Preparation  
ตดัสว่นขอบของภาพเพือ่ใหเ้หน็ความผดิปกตขิองเลบ็
ไดช้ดัเจนขึน้ และปรบัขนาดของภาพใหม้ขีนาดเทา่กนั 
กำ�หนดความกว้าง เทา่กับ 100 Pixels และความยาว 
เท่ากับ 100 Pixels เพ่ือให้ขนาดไฟล์ภาพไม่ใหญ่ 
จนเกินไปและใช้เวลาในการฝึกฝนโมเดลน้อยลง  
หลังจากนั้นนำ�ภาพมาทำ� Image Filtering ใช้ขนาด
ของเมทริกซ์เป็น 3x3 และใช้ Filter ที่เป็นมาตรฐาน
ของ High Boost Filtering ดังภาพประกอบ 2

	 เน่ืองจากการใช ้Filter ในรปูแบบนีจ้ะทำ�ให้
รปูมคีวามคมชดัและเหน็รายละเอยีดของเลบ็มากขึน้ 
ซึ่งสามารถเปรียบเทียบได้ ดังภาพประกอบ 5 

3.3 การแบ่งข้อมูลและการสร้างโมเดล

	 3.3.1 การแบง่ขอ้มลู ใช ้sklearn แบง่ขอ้มลู
ออกเป็น 3 ชุด ได้แก่ ชุดข้อมูลสำ�หรับฝึกฝนโมเดล 
(Train Dataset) ชุดข้อมูลสำ�หรับตรวจสอบโมเดล 
(Valid Dataset) และชดุขอ้มลูสำ�หรบัทดสอบโมเดล 
(Test Dataset) ซึ่งผู้วิจัยจะแบ่งชุดข้อมูลฝึกฝนกับ

ชุดข้อมูลทดสอบก่อน ใช้อัตราส่วน 80:20 โดยแบ่ง
ภาพในแต่ละลักษณะ หลังจากนั้นจึงแบ่งชุดข้อมูล
ตรวจสอบจากชุดข้อมูลฝึกฝน ใช้อัตราส่วน 80:20 
เช่นกัน จะได้ชุดข้อมูลทั้งหมด 3 ชุด ดังนี้ ชุดข้อมูล
สำ�หรับฝึกฝน 448 ภาพ ชุดข้อมูลสำ�หรับตรวจสอบ 
112 ภาพ และชุดข้อมูลสำ�หรับทดสอบ 140 ภาพ 
คิดเป็นอัตราส่วนทั้งหมด 64:16:20

	 3.3.2 การสร้างโมเดล เร่ิมจากการสร้างโมเดล
โครงข่ายประสาทเทียม (ANN) เพื่อเป็น Baseline 
model พัฒนาไปสู่โมเดลโครงข่ายประสาทเทียม
แบบคอนโวลูชัน (CNN) โดยนิยามโมเดล ดังนี้ 

	 1) โมเดลโครงขา่ยประสาทเทียม (Artificial 
Neural Network) รายละเอยีดพารามเิตอร์ของโมเดล 
ในตาราง 2 และสร้างโมเดลซึ่งประกอบด้วย layer 
ต่างๆ ดังภาพประกอบ 6 มีรายละเอียดของแต่ละ 
layer ดังต่อไปนี้

		  Input layer กำ�หนด input shape = 
(90, 90, 3)

		  Hidden layer ใช้ ReLu activation 
function 

		  Output layer ใช ้Softmax activation 
function และ กำ�หนด Neuron เท่ากับ 7 (จำ�นวน
ความผิดปกติของเล็บ) กำ�หนด Optimizer แบบ 
Adam (Adaptive Moment Estimation) จำ�นวน 
Epoch 1000 รอบ และขนาดของ Batch จำ�นวน 
32 ภาพ เพื่อใช้ทำ� Batch Normalization

 

 

  

 

 

 

 

  
Normal Image Filtering 

ภาพประกอบ 5 ตัวอยางภาพเปรียบเทียบการใช Image Filtering 

 

 3.3 การแบงขอมูลและการสรางโมเดล 

   3.3.1 การแบงขอมูล ใช sklearn แบงขอมลูออกเปน 3 ชุด ไดแก ชุดขอมูลสําหรบัฝกฝน

โมเดล (Train Dataset)  ชุดขอมูลสําหรับตรวจสอบโมเดล (Valid Dataset) และชุดขอมลูสาํหรบัทดสอบ

โมเดล (Test Dataset) ซึ่งผูวิจัยจะแบงชุดขอมลูฝกฝนกับชุดขอมูลทดสอบกอน ใชอัตราสวน 80:20 โดยแบง

ภาพในแตละลักษณะ หลังจากน้ันจงึแบงชุดขอมูลตรวจสอบจากชุดขอมลูฝกฝน ใชอัตราสวน 80:20 เชนกัน 

จะไดชุดขอมูลทัง้หมด 3 ชุด ดังน้ี ชุดขอมูลสําหรับฝกฝน 448 ภาพ ชุดขอมูลสําหรับตรวจสอบ 112 ภาพ 

และชุดขอมูลสําหรับทดสอบ 140 ภาพ คิดเปนอัตราสวนทัง้หมด  64:16:20 

   3.3.2 การสรางโมเดล เริม่จากการสรางโมเดลโครงขายประสาทเทียม (ANN) เพื่อเปน 

Baseline model พัฒนาไปสูโมเดลโครงขายประสาทเทียมแบบคอนโวลูชัน (CNN) โดยนิยามโมเดล ดังน้ี  

    1) โมเดลโครงขายประสาทเทียม (Artificial Neural Network) รายละเอียด

พารามิเตอรของโมเดล ในตาราง 2 และสรางโมเดลซึง่ประกอบดวย layer ตาง ๆ ดังภาพประกอบ 6 มี

รายละเอียดของแตละ layer ดังตอไปน้ี 

    Input layer กําหนด input shape = (90, 90, 3) 

    Hidden layer ใช ReLu activation function  

    Output layer ใช Softmax activation function และ กําหนด Neuron เทากับ 

7 (จํานวนความผิดปกติของเลบ็) กําหนด Optimizer แบบ Adam (Adaptive Moment Estimation) จํานวน 

Epoch 1000 รอบ และขนาดของ Batch จํานวน 32 ภาพ เพื่อใชทํา Batch Normalization 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

  
Normal Image Filtering 

ภาพประกอบ 5 ตัวอยางภาพเปรียบเทียบการใช Image Filtering 

 

 3.3 การแบงขอมูลและการสรางโมเดล 

   3.3.1 การแบงขอมูล ใช sklearn แบงขอมลูออกเปน 3 ชุด ไดแก ชุดขอมูลสําหรบัฝกฝน

โมเดล (Train Dataset)  ชุดขอมูลสําหรับตรวจสอบโมเดล (Valid Dataset) และชุดขอมลูสําหรบัทดสอบ

โมเดล (Test Dataset) ซึ่งผูวิจัยจะแบงชุดขอมลูฝกฝนกับชุดขอมูลทดสอบกอน ใชอัตราสวน 80:20 โดยแบง

ภาพในแตละลักษณะ หลังจากน้ันจงึแบงชุดขอมูลตรวจสอบจากชุดขอมลูฝกฝน ใชอัตราสวน 80:20 เชนกัน 

จะไดชุดขอมูลทัง้หมด 3 ชุด ดังน้ี ชุดขอมูลสําหรับฝกฝน 448 ภาพ ชุดขอมูลสําหรับตรวจสอบ 112 ภาพ 

และชุดขอมูลสําหรับทดสอบ 140 ภาพ คิดเปนอัตราสวนทัง้หมด  64:16:20 

   3.3.2 การสรางโมเดล เริม่จากการสรางโมเดลโครงขายประสาทเทียม (ANN) เพื่อเปน 

Baseline model พัฒนาไปสูโมเดลโครงขายประสาทเทียมแบบคอนโวลูชัน (CNN) โดยนิยามโมเดล ดังน้ี  

    1) โมเดลโครงขายประสาทเทียม (Artificial Neural Network) รายละเอียด

พารามิเตอรของโมเดล ในตาราง 2 และสรางโมเดลซึง่ประกอบดวย layer ตาง ๆ ดังภาพประกอบ 6 มี

รายละเอียดของแตละ layer ดังตอไปน้ี 

    Input layer กําหนด input shape = (90, 90, 3) 

    Hidden layer ใช ReLu activation function  

    Output layer ใช Softmax activation function และ กําหนด Neuron เทากับ 

7 (จํานวนความผิดปกติของเลบ็) กําหนด Optimizer แบบ Adam (Adaptive Moment Estimation) จํานวน 

Epoch 1000 รอบ และขนาดของ Batch จํานวน 32 ภาพ เพื่อใชทํา Batch Normalization 
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ภาพประกอบ 5 ตัวอย่างภาพเปรียบเทียบ 
การใช้ Image Filtering
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	 2) โมเดลโครงข่ายประสาทเทียมแบบ 
คอนโวลูชัน (Convolutional Neural Network)  
นำ�ชดุข้อมูลสำ�หรับฝกึฝน มาทำ� Image Augmentation  
โดยกำ�หนดรายละเอียด ดังนี้ 

		  1. การหมุนภาพแบบสุม่ กำ�หนดในช่วง
ไม่เกิน 0.05 องศา

		  2. การขยายภาพแบบสุ่ม กำ�หนด 
ในช่วงไม่เกิน 30%

		  3. การเลื่อนภาพแนวขวางแบบสุ่ม 
กำ�หนดในช่วงไม่เกิน 10%

		  4. การเลื่อนภาพในแนวยาวแบบสุ่ม 
กำ�หนดในช่วงไม่เกิน 10%

		  5. การบิดภาพแบบสุ่ม กำ�หนดในช่วง
ไม่เกิน 0.05%

	 หลังจากกำ�หนดรายละเอียด Image  
Augmentation แสดงตัวอย่างในภาพประกอบ 7 

	 ข้ันตอนตอ่ไปจะสรา้งโมเดล โดยรายละเอียด
พารามิเตอร์ของโมเดล ในตาราง 3 และสร้างโมเดล
ซึ่งประกอบด้วย layer ต่างๆ ดังภาพประกอบ 8  
มีรายละเอียดของแต่ละ layer ดังต่อไปนี้

		  Input layer กำ�หนด input shape = 
(90, 90, 3)

		  Hidden layer ใช้ ReLU activation 
function กำ�หนดค่า Dropout เท่ากับ 0.1 และทำ� 
Batch Normalization 

ตาราง 2	 รายละเอียดของโมเดลโครงข่ายประสาทเทียม

Layer (Type)
Output 
Shape

Number of 
Parameters

Input
Conv2D (filters=32, kernel_size=(3,3), padding='same', activation='relu')
Conv2D (filters=32, kernel_size=(3,3), padding='same', activation='relu')
MaxPooling2D (pool_size=(5, 5))
Conv2D (filters=64, kernel_size=(3,3), padding='same', activation='relu')
Conv2D (filters=64, kernel_size=(3,3), padding='same', activation='relu')
MaxPooling2D (pool_size=(5, 5))
Flatten
Dense (activation='relu')
Dense (activation='softmax')

(90, 90, 3)
(90, 90, 32)
(90, 90, 32)
(18, 18, 32)
(18, 18, 64)
(18, 18, 64)
(3, 3, 64)
(576)
(256)
(7)

-
896
9248
0
18496
36928
0
0
147712
1799

 

 

  

ตาราง 2 รายละเอียดของโมเดลโครงขายประสาทเทยีม 

Layer (Type) Output Shape 
Number of 
Parameters 

Input 
Conv2D (filters=32, kernel_size=(3,3), padding='same', activation='relu') 
Conv2D (filters=32, kernel_size=(3,3), padding='same', activation='relu') 
MaxPooling2D (pool_size=(5, 5)) 
Conv2D (filters=64, kernel_size=(3,3), padding='same', activation='relu') 
Conv2D (filters=64, kernel_size=(3,3), padding='same', activation='relu') 
MaxPooling2D (pool_size=(5, 5)) 
Flatten 
Dense (activation='relu') 
Dense (activation='softmax') 

(90, 90, 3) 
(90, 90, 32) 
(90, 90, 32) 
(18, 18, 32) 
(18, 18, 64) 
(18, 18, 64) 
(3, 3, 64) 
(576) 
(256) 
(7) 

- 
896 
9248 
0 
18496 
36928 
0 
0 
147712 
1799 

 
 

ภาพประกอบ 6 โครงสรางของโมเดลโครงขายประสาทเทียม 

 

    2) โมเดลโครงขายประสาทเทียมแบบคอนโวลูชัน (Convolutional Neural 

Network) นําชุดขอมูลสําหรับฝกฝน มาทํา Image Augmentation โดยกําหนดรายละเอียด ดังน้ี  

     1. การหมุนภาพแบบสุม กําหนดในชวงไมเกิน 0.05 องศา 

     2. การขยายภาพแบบสุม กําหนดในชวงไมเกิน 30% 

     3. การเลือ่นภาพแนวขวางแบบสุม กําหนดในชวงไมเกิน 10% 

     4. การเลือ่นภาพในแนวยาวแบบสุม กําหนดในชวงไมเกิน 10% 

     5. การบิดภาพแบบสุม กําหนดในชวงไมเกิน 0.05% 

   หลงัจากกําหนดรายละเอียด Image Augmentation แสดงตัวอยางในภาพประกอบ 7  

 

 
 

Normal Image Augmentation 

ภาพประกอบ 7 ตัวอยางภาพเปรียบเทียบการใช Image Augmentation 

ภาพประกอบ 6 โครงสร้างของโมเดลโครงข่าย
ประสาทเทียม

 

 

  

ตาราง 2 รายละเอียดของโมเดลโครงขายประสาทเทยีม 

Layer (Type) Output Shape 
Number of 
Parameters 

Input 
Conv2D (filters=32, kernel_size=(3,3), padding='same', activation='relu') 
Conv2D (filters=32, kernel_size=(3,3), padding='same', activation='relu') 
MaxPooling2D (pool_size=(5, 5)) 
Conv2D (filters=64, kernel_size=(3,3), padding='same', activation='relu') 
Conv2D (filters=64, kernel_size=(3,3), padding='same', activation='relu') 
MaxPooling2D (pool_size=(5, 5)) 
Flatten 
Dense (activation='relu') 
Dense (activation='softmax') 

(90, 90, 3) 
(90, 90, 32) 
(90, 90, 32) 
(18, 18, 32) 
(18, 18, 64) 
(18, 18, 64) 
(3, 3, 64) 
(576) 
(256) 
(7) 

- 
896 
9248 
0 
18496 
36928 
0 
0 
147712 
1799 

 
 

ภาพประกอบ 6 โครงสรางของโมเดลโครงขายประสาทเทียม 

 

    2) โมเดลโครงขายประสาทเทียมแบบคอนโวลูชัน (Convolutional Neural 

Network) นําชุดขอมูลสําหรับฝกฝน มาทํา Image Augmentation โดยกําหนดรายละเอียด ดังน้ี  

     1. การหมุนภาพแบบสุม กําหนดในชวงไมเกิน 0.05 องศา 

     2. การขยายภาพแบบสุม กําหนดในชวงไมเกิน 30% 

     3. การเลือ่นภาพแนวขวางแบบสุม กําหนดในชวงไมเกิน 10% 

     4. การเลือ่นภาพในแนวยาวแบบสุม กําหนดในชวงไมเกิน 10% 

     5. การบิดภาพแบบสุม กําหนดในชวงไมเกิน 0.05% 

   หลงัจากกําหนดรายละเอียด Image Augmentation แสดงตัวอยางในภาพประกอบ 7  

 

 
 

Normal Image Augmentation 

ภาพประกอบ 7 ตัวอยางภาพเปรียบเทียบการใช Image Augmentation 
Normal Image Augmentation

ภาพประกอบ 7 ตัวอย่างภาพเปรียบเทียบการใช้  
Image Augmentation
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ตาราง 3	 รายละเอียดของโมเดลโครงข่ายประสาทเทียมแบบคอนโวลูชัน

Layer (Type)
Output 
Shape

Number of 
Parameters

Input
Conv2D (filters=32, kernel_size=(3,3), padding='same', activation='relu')
Batch Normalization
Dropout 10 %
Conv2D (filters=32, kernel_size=(3,3), padding='same', activation='relu')
Batch Normalization
MaxPooling2D (pool_size=(5, 5))
Dropout 10 %
Conv2D (filters=64, kernel_size=(3,3), padding='same', activation='relu')
Batch Normalization
Dropout 10 %
Conv2D (filters=64, kernel_size=(3,3), padding='same', activation='relu')
Batch Normalization
MaxPooling2D (pool_size=(5, 5))
Dropout 10 %
Flatten
Dense (activation='relu')
Batch Normalization
Dropout 10 %
Dense (activation='softmax')

(90, 90, 3)
(90, 90, 32)
(90, 90, 32)
(90, 90, 32)
(90, 90, 32)
(90, 90, 32)
(18, 18, 32)
(18, 18, 32)
(18, 18, 64)
(18, 18, 64)
(18, 18, 64)
(18, 18, 64)
(18, 18, 64)
(3, 3, 64)
(3, 3, 64)
(576)
(256)
(256)
(256)
(7)

-
896
128
0
9248
128
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		  Output layer ใช ้Softmax activation 
function และกำ�หนด Neuron เท่ากับ 7 (จำ�นวน
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3.4 ทำ�นายและการประเมินโมเดล
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   ข้ันตอนตอไปจะสรางโมเดล โดยรายละเอียดพารามิเตอรของโมเดล ในตาราง 3 และสราง
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(90, 90, 32) 
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(18, 18, 64) 
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(18, 18, 64) 
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(256) 
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- 
896 
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0 
9248 
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0 
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18496 
256 
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36928 
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0 
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(TP), False Positive (FP), False Negative (FN) 
และ True Negative (TN) ดังตาราง 4 จะได้ค่า  
Accuracy ดังสมการที่ 1, ค่า Precision ดังสมการ
ที่ 2, ค่า Recall ดังสมการที่ 3 และ ค่า F1-score  
ดังสมการที่ 4 จากนั้นสร้างกราฟ Accuracy และ
กราฟ Loss ของชุดข้อมูลสำ�หรับฝึกฝนโมเดลกับ 
ชุดข้อมูลสำ�หรับตรวจสอบโมเดล เพื่ออภิปราย 
วิเคราะห์ผล และประเมินโมเดล 

4. ผลการดำ�เนินการวิจัย

	 การจำ�แนกความผดิปกตขิองเลบ็ใชช้ดุขอ้มลู
สำ�หรับฝึกฝนโมเดล 448 ภาพ ชุดข้อมูลสำ�หรับ 
ตรวจสอบโมเดล 112 ภาพ และชุดข้อมูลสำ�หรับ
ทดสอบโมเดล 140 ภาพ ได้ผลลัพธ์การจำ�แนก 
ความผิดปกติของเล็บทั้ง 2 โมเดล ดังต่อไปนี้ 

ตาราง 4	 ตารางเทียบค่าคำ�นวณความถูกต้อง
และความแม่นยำ�
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Positive Negative

Predict
Positive TP FP

Negative FN TN
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Accuracy และกราฟ Loss ของชุดขอมูลสําหรับฝกฝนโมเดลกับชุดขอมลูสําหรับตรวจสอบโมเดล เพื่อ

อภิปราย วิเคราะหผล และประเมินโมเดล  
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 กําหนดคา epochs 1000 รอบ และ batch size เทากับ 32 ในการทดสอบโมเดล แสดงผลลพัธที่ได

จากการสงัเกตคา Accuracy ในกราฟภาพประกอบ 9 และคา Loss ในภาพประกอบ 10 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁  
(1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃  
(2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁  
(3) 

𝐹1− 𝑆𝑐𝑜𝑟𝑒 =  
2 × 𝑃𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙  

(4) 

 

 

4. ผลการดําเนินการวิจัย 

การจําแนกความผิดปกติของเล็บใชชุดขอมูลสําหรับฝกฝนโมเดล 448 ภาพ ชุดขอมูลสําหรับ

ตรวจสอบโมเดล 112 ภาพ และชุดขอมูลสําหรับทดสอบโมเดล 140 ภาพ ไดผลลัพธการจําแนกความผิดปกติ

ของเลบ็ทัง้ 2 โมเดล ดังตอไปน้ี  

4.1 ผลการประเมินประสิทธิภาพการจําแนกของโมเดลโครงขายประสาทเทียม 

 กําหนดคา epochs 1000 รอบ และ batch size เทากับ 32 ในการทดสอบโมเดล แสดงผลลพัธที่ได

จากการสงัเกตคา Accuracy ในกราฟภาพประกอบ 9 และคา Loss ในภาพประกอบ 10 

(4)
 

 

  

 
ภาพประกอบ 9 กราฟ Training & Validation accuracy โมเดล ANN 

 

  จากการสงัเกตกราฟคา Training accuracy กับ Validation accuracy พบวา คา 

Accuracy สําหรับชุดขอมลูฝกฝนโมเดลเพิม่ข้ึนอยางตอเน่ืองในชวงประมาณรอบที่ 1 ถึงรอบที่ 20 จากน้ัน

คงที่ ที่คา Accuracy เทากับ 1.0 และสําหรับชุดขอมลูตรวจสอบโมเดลคา Accuracy เพิ่มข้ึนอยางตอเน่ือง

ในชวงประมาณรอบที่ 1 ถึงรอบที่ 20 จากน้ันคาคงที่ ที่คา Accuracy ประมาณ 0.5 

 
ภาพประกอบ 10 กราฟ Training & Validation loss โมเดล ANN 

 

จากการสงัเกตกราฟคา Training loss กับ Validation loss พบวา คา Loss สําหรับชุดขอมลูฝกฝน

โมเดลลดลงอยางตอเน่ืองในชวงประมาณรอบที่ 1 ถึงรอบที ่20 จากน้ันคาคงที่ ที่คา Loss เทากบั 0 และ

สําหรับชุดขอมลูตรวจสอบโมเดลมีแนวโนมคา Loss เพิ่มข้ึนอยางตอเน่ือง 

จากกราฟแสดงคา Accuracy และ คา Loss ของชุดขอมูลสาํหรับฝกฝนโมเดลและชุดขอมลูสําหรบั

ตรวจสอบโมเดลสามารถประเมินโมเดล ANN พบวา โมเดลเกิดปญหา Overfitting หรือ โมเดลมีการเรียนรูที่ดี

เกินไปจากชุดขอมูลสําหรับฝกฝนโมเดล นําชุดขอมูลทดสอบโมเดลไปทํานายผล ไดคาทํานายเปรียบเทียบผล

เฉลย แสดงคา AUC และ ROC Curve ในภาพประกอบ 11 และแสดง Confusion Matrix ในภาพประกอบ 

12 

 

 

 

 

  

 
ภาพประกอบ 9 กราฟ Training & Validation accuracy โมเดล ANN 

 

  จากการสงัเกตกราฟคา Training accuracy กับ Validation accuracy พบวา คา 

Accuracy สําหรับชุดขอมลูฝกฝนโมเดลเพิม่ข้ึนอยางตอเน่ืองในชวงประมาณรอบที่ 1 ถึงรอบที่ 20 จากน้ัน

คงที่ ที่คา Accuracy เทากับ 1.0 และสําหรับชุดขอมลูตรวจสอบโมเดลคา Accuracy เพิ่มข้ึนอยางตอเน่ือง

ในชวงประมาณรอบที่ 1 ถึงรอบที่ 20 จากน้ันคาคงที่ ที่คา Accuracy ประมาณ 0.5 

 
ภาพประกอบ 10 กราฟ Training & Validation loss โมเดล ANN 

 

จากการสงัเกตกราฟคา Training loss กับ Validation loss พบวา คา Loss สําหรับชุดขอมลูฝกฝน

โมเดลลดลงอยางตอเน่ืองในชวงประมาณรอบที่ 1 ถึงรอบที ่20 จากน้ันคาคงที่ ที่คา Loss เทากบั 0 และ

สําหรับชุดขอมลูตรวจสอบโมเดลมีแนวโนมคา Loss เพิ่มข้ึนอยางตอเน่ือง 

จากกราฟแสดงคา Accuracy และ คา Loss ของชุดขอมูลสาํหรับฝกฝนโมเดลและชุดขอมลูสําหรบั

ตรวจสอบโมเดลสามารถประเมินโมเดล ANN พบวา โมเดลเกิดปญหา Overfitting หรือ โมเดลมีการเรียนรูที่ดี

เกินไปจากชุดขอมูลสําหรับฝกฝนโมเดล นําชุดขอมูลทดสอบโมเดลไปทํานายผล ไดคาทํานายเปรียบเทียบผล

เฉลย แสดงคา AUC และ ROC Curve ในภาพประกอบ 11 และแสดง Confusion Matrix ในภาพประกอบ 

12 

 

 

ภาพประกอบ 9 กราฟ Training & Validation accuracy โมเดล ANN

ภาพประกอบ 10 กราฟ Training & Validation loss โมเดล ANN
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4.1 ผลการประเมินประสิทธิภาพการ
จำ�แนกของโมเดลโครงข่ายประสาท
เทียม

	 กำ�หนดคา่ epochs 1000 รอบ และ batch 
size เท่ากับ 32 ในการทดสอบโมเดล แสดงผลลัพธ์ 
ท่ีไดจ้ากการสงัเกตคา่ Accuracy ในกราฟภาพประกอบ 
9 และค่า Loss ในภาพประกอบ 10

	 จากการสงัเกตกราฟคา่ Training accuracy 
กับ Validation accuracy พบว่า ค่า Accuracy 
สำ�หรับชุดข้อมูลฝึกฝนโมเดลเพิ่มข้ึนอย่างต่อเนื่อง
ในช่วงประมาณรอบที่ 1 ถึงรอบที่ 20 จากนั้นคงที่ 
ที่ค่า Accuracy เท่ากับ 1.0 และสำ�หรับชุดข้อมูล
ตรวจสอบโมเดลค่า Accuracy เพิ่มขึ้นอย่างต่อเนื่อง
ในชว่งประมาณรอบที ่1 ถงึรอบที ่20 จากนัน้ค่าคงที ่
ที่ค่า Accuracy ประมาณ 0.5

	 จากการสังเกตกราฟค่า Training loss กับ 
Validation loss พบว่า ค่า Loss สำ�หรับชุดข้อมูล
ฝึกฝนโมเดลลดลงอย่างต่อเนื่องในช่วงประมาณรอบ
ที่ 1 ถึงรอบที่ 20 จากนั้นค่าคงที่ ที่ค่า Loss เท่ากับ 
0 และสำ�หรบัชดุขอ้มลูตรวจสอบโมเดลมแีนวโน้มคา่ 
Loss เพิ่มขึ้นอย่างต่อเนื่อง

	 จากกราฟแสดงค่า Accuracy และ ค่า Loss 
ของชดุขอ้มลูสำ�หรบัฝกึฝนโมเดลและชดุขอ้มลูสำ�หรบั
ตรวจสอบโมเดลสามารถประเมินโมเดล ANN พบว่า 
โมเดลเกดิปญัหา Overfitting หรอื โมเดลมกีารเรยีน
รู้ที่ดีเกินไปจากชุดข้อมูลสำ�หรับฝึกฝนโมเดล นำ�ชุด
ขอ้มลูทดสอบโมเดลไปทำ�นายผล ไดค้า่ทำ�นายเปรยีบ
เทียบผลเฉลย แสดงค่า AUC และ ROC Curve ใน
ภาพประกอบ 11 และแสดง Confusion Matrix  
ในภาพประกอบ 12

 

 

  

 

 
ภาพประกอบ 11 กราฟ ROC Curve & AUC แตละคลาสของโมเดล ANN 

 

จากภาพประกอบ 11 พบวาคา AUC ของคลาส BI หรือ Black line มีคาสูงที่สุดเทากบั 0.8479 และ

คา AUC ของคลาส Be หรือ Beau’s line มีคาตํ่าที่สุดเทากับ 0.6856 

 

 

 
ภาพประกอบ 12 คา Confusion Matrix โมเดล ANN 

 

จากภาพประกอบ 12 คา Confusion Matrix ขางตน เมื่อนํามาเทียบคา คํานวณความถูกตองและ

ความแมนยํา จะไดคา Accuracy, Precision, Recall และ F1-score ดังตาราง 5  

 

 

 

 

 

 

 

 

  

 

 
ภาพประกอบ 11 กราฟ ROC Curve & AUC แตละคลาสของโมเดล ANN 

 

จากภาพประกอบ 11 พบวาคา AUC ของคลาส BI หรือ Black line มีคาสูงที่สุดเทากบั 0.8479 และ

คา AUC ของคลาส Be หรือ Beau’s line มีคาตํ่าที่สุดเทากับ 0.6856 

 

 

 
ภาพประกอบ 12 คา Confusion Matrix โมเดล ANN 

 

จากภาพประกอบ 12 คา Confusion Matrix ขางตน เมื่อนํามาเทียบคา คํานวณความถูกตองและ

ความแมนยํา จะไดคา Accuracy, Precision, Recall และ F1-score ดังตาราง 5  

 

 

 

 

 

 

ภาพประกอบ 11 กราฟ ROC Curve & AUC แต่ละคลาสของโมเดล ANN

ภาพประกอบ 12 ค่า Confusion Matrix โมเดล ANN
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	 จากภาพประกอบ 11 พบว่าค่า AUC ของ
คลาส BI หรอื Black line มีค่าสงูทีส่ดุเทา่กบั 0.8479 
และค่า AUC ของคลาส Be หรือ Beau’s line มีค่า
ต่ำ�ที่สุดเท่ากับ 0.6856

	 จากภาพประกอบ 12 คา่ Confusion Matrix 
ข้างต้น เมื่อนำ�มาเทียบค่า คำ�นวณความถูกต้องและ
ความแมน่ยำ� จะไดค้า่ Accuracy, Precision, Recall 
และ F1-score ดังตาราง 5 

	 จากตาราง 5 ไดผ้ลลพัธ์การจำ�แนกความผดิ
ปกติของเล็บด้วยโมเดล ANN มีค่าความถูกต้องอยู่ที่ 

43.57% อธิบายได้ว่า โมเดลโครงข่ายประสาทเทียม
ไมส่ามารถจำ�แนกความผดิปกตขิองเลบ็ทัง้ 7 ลกัษณะ
นี้ได้

4.2 ผลการประเมินประสิทธิภาพการ
จำ�แนกของโมเดลโครงข่ายประสาท
เทียมแบบคอนโวลูชัน

	 กำ�หนดคา่ epochs 1000 รอบ และ batch 
size เทา่กบั 10 ในการทดสอบโมเดล แสดงผลลพัธที์่
ไดจ้ากการสงัเกตคา่ Accuracy ในกราฟภาพประกอบ 
13 และค่า Loss ในกราฟภาพประกอบ 14

ตาราง 5	 Precision Recall และ F1 Score โมเดล ANN

Precision Recall F1-score Support Accuracy

Be 0.3200 0.4000 0.3556 20

0. 4357

Bl 0.6471 0.5500 0.5946 20

Cl 0.5882 0.5000 0.5405 20

Mu 0.5000 0.4000 0.4444 20

On 0.4167 0.5000 0.4545 20

Te 0.2917 0.3500 0.3182 20

Wh 0.4118 0.3500 0.3784 20

Be = Beau's lines on Nails, Bl = Black line on Nails, Cl = Nail Clubbing, Mu = Muehrcke’s Nails,  
On = Onycholysis, Te = Terry’s Nail, Wh = White Spots on the Nails

 

 

  

ตาราง 5 Precision Recall และ F1 Score โมเดล ANN 

 Precision Recall F1-score Support Accuracy 

Be 0.3200 0.4000 0.3556 20 

0. 4357 

Bl 0.6471 0.5500 0.5946 20 

Cl 0.5882 0.5000 0.5405 20 

Mu 0.5000 0.4000 0.4444 20 

On 0.4167 0.5000 0.4545 20 

Te 0.2917 0.3500 0.3182 20 

Wh 0.4118 0.3500 0.3784 20 

Be = Beau's lines on Nails, Bl = Black line on Nails, Cl = Nail Clubbing, Mu = 

Muehrcke’s Nails, On = Onycholysis, Te = Terry’s Nail, Wh = White Spots on 

the Nails 

 

จากตาราง 5 ไดผลลัพธการจําแนกความผิดปกติของเล็บดวยโมเดล ANN มีคาความถูกตองอยูที่ 

43.57% อธิบายไดวา โมเดลโครงขายประสาทเทียมไมสามารถจําแนกความผิดปกติของเลบ็ทัง้ 7 ลักษณะน้ีได 

 

  4.2 ผลการประเมินประสิทธิภาพการจําแนกของโมเดลโครงขายประสาทเทียมแบบคอนโวลูชัน 

 กําหนดคา epochs 1000 รอบ และ batch size เทากบั 10 ในการทดสอบโมเดล แสดงผลลัพธที่ได

จากการสงัเกตคา Accuracy ในกราฟภาพประกอบ 13 และคา Loss ในกราฟภาพประกอบ 14 

 

 
ภาพประกอบ 13 กราฟ Training & Validation accuracy โมเดล CNN 

 

 จากการสงัเกตกราฟคา Training accuracy กับ Validation accuracy พบวา คา Accuracy สําหรับ

ชุดขอมูลฝกฝนโมเดลและชุดขอมลูตรวจสอบโมเดลมีแนวโนมเพิ่มข้ึนเรื่อย ๆ  ในชวงประมาณรอบที่ 1 ถึงรอบที ่

200 หลงัจากน้ันคา Accuracy เริ่มคงที่ ใกลเคียงคา 1.0 

ภาพประกอบ 13 กราฟ Training & Validation accuracy โมเดล CNN
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	 จากการสงัเกตกราฟคา่ Training accuracy 
กับ Validation accuracy พบว่า ค่า Accuracy 
สำ�หรบัชดุขอ้มลูฝกึฝนโมเดลและชดุขอ้มลูตรวจสอบ
โมเดลมแีนวโนม้เพิม่ขึน้เรือ่ยๆ ในชว่งประมาณรอบที ่
1 ถึงรอบที่ 200 หลังจากนั้นค่า Accuracy เริ่มคงที่ 
ใกล้เคียงค่า 1.0

	 จากการสังเกตกราฟค่า Training loss กับ 
Validation loss พบว่า ค่า Loss สำ�หรับชุดข้อมูล
ฝกึฝนโมเดลและชดุข้อมลูตรวจสอบโมเดลมแีนวโน้ม
ลดลงเรื่อยๆ ในช่วงประมาณรอบที่ 1 ถึงรอบที่ 200 
จากนั้นค่า Loss เริ่มคงที่ ใกล้เคียงค่า 0

	 จากกราฟแสดงค่า Accuracy และ ค่า Loss 
ของชดุขอ้มลูสำ�หรบัฝกึฝนโมเดลและชดุขอ้มลูสำ�หรบั
ตรวจสอบโมเดลสามารถประเมินโมเดล CNN ได้ว่า 
โมเดลสามารถทำ�นายข้อมูลที่ไม่เคยเห็นได้อย่างมี
ประสิทธิภาพ นำ�ชดุข้อมูลทดสอบโมเดลไปทำ�นายผล  
ได้ค่าทำ�นายเปรียบเทียบผลเฉลย แสดงค่า AUC  
และ ROC Curve ในภาพประกอบ 15 และแสดง 
Confusion Matrix ในภาพประกอบ 16

	 จากภาพประกอบ 15 พบว่าค่า AUC ของ
คลาส Cl หรือ Nail Clubbing มีค่าสูงที่สุดเท่ากับ 
0.9975 และค่า AUC ของคลาส Be หรือ Beau›s 
lines on Nails มีค่าต่ำ�ที่สุดเท่ากับ 0.9483

ภาพประกอบ 14 กราฟ Training & Validation loss โมเดล CNN

ภาพประกอบ 15 กราฟ ROC Curve & AUC แต่ละคลาสของโมเดล CNN
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ภาพประกอบ 15 กราฟ ROC Curve & AUC แตละคลาสของโมเดล CNN 
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	 จากภาพประกอบ 16 พบว่า คลาส On 
(Onycholysis) สามารถจำ�แนกไดถู้กมากทีส่ดุ จำ�นวน 
19 ภาพจากทัง้หมด 20 ภาพ รองลงมาเปน็ คลาส Cl 
(Nail Clubbing) และ Wh (White Spots) จำ�แนกได้
ถกูจำ�นวน 18 ภาพ คลาส Te (Terry’s Nail) จำ�แนก
ไดถ้กูจำ�นวน 16 ภาพ คลาส Be (Beau›s lines) และ 
Mu (Muehrcke’s Nails) จำ�แนกได้ถูกจำ�นวน 15 
ภาพ และคลาส Bl (Black line) จำ�แนกได้ถูกน้อย
ที่สุด จำ�นวน 13 ภาพ แสดงภาพ Test Dataset ที่
จำ�แนกผิดของแต่ละคลาส ดังภาพประกอบ 17 - 23 
เพื่อตรวจสอบและทำ�ความเข้าใจเกี่ยวกับ Dataset 
และโมเดลที่สร้างขึ้น

	 จากภาพประกอบ 17 ภาพคลาส Be จาก 
Test Dataset ที่จำ�แนกผิดเป็นคลาส Bl และ On 
เนื่องจากภาพเห็นร่องตามแนวขวางของเล็บไม่ชัด 
จำ�แนกผิดเป็นคลาส Wh เนื่องจากภาพแรกจะเห็น
วา่มแีสงจากการถา่ยรปูสะทอ้นอาจทำ�ใหเ้หน็เปน็แถบ
สีขาว และสำ�หรับภาพที่สองอาจเกิดจากการ Label 
ผดิพลาด ควร Label เปน็คลาส Wh (White Spots) 
มากกว่า เนื่องจากมีจุดสีและแถบสีขาวอย่างเห็น 
ได้ชัด

	 จากภาพประกอบ 18 ภาพคลาส Bl จาก 
Test Dataset ที่จำ�แนกผิดเป็นคลาส Be, On, Wh, 
Te และ Cl เนือ่งจากมเีสน้ดำ�เพยีงเลก็นอ้ย หรอือาจ
จะเป็นเส้นดำ�ที่ไม่ชัดเจน ไม่เป็นเส้นตรง

 

 

  

 

  
ภาพประกอบ 16 คา Confusion Matrix โมเดล CNN 

 

จากภาพประกอบ 16 พบวา คลาส On (Onycholysis) สามารถจําแนกไดถูกมากที่สุด จํานวน 19 

ภาพจากทั้งหมด 20 ภาพ รองลงมาเปน คลาส Cl (Nail Clubbing) และ Wh (White Spots) จําแนกไดถูก

จํานวน 18 ภาพ คลาส Te (Terry’s Nail) จําแนกไดถูกจํานวน 16 ภาพ คลาส Be (Beau's lines) และ Mu 

(Muehrcke’s Nails) จําแนกไดถูกจํานวน 15 ภาพ และคลาส Bl (Black line) จําแนกไดถูกนอยที่สุด จํานวน 

13 ภาพ แสดงภาพ Test Dataset ที่จําแนกผิดของแตละคลาส ดังภาพประกอบ 17 – 23 เพื่อตรวจสอบและ

ทําความเขาใจเกี่ยวกบั Dataset และโมเดลที่สรางข้ึน 

 
ภาพประกอบ 17 คลาส Be จาก Test Dataset ที่จําแนกผิด 

 

 จากภาพประกอบ 17 ภาพคลาส Be จาก Test Dataset ที่จําแนกผิดเปนคลาส Bl และ On เน่ืองจากภาพ

เห็นรองตามแนวขวางของเลบ็ไมชัด จําแนกผิดเปนคลาส Wh เน่ืองจากภาพแรกจะเห็นวามีแสงจากการถายรูป

สะทอนอาจทําใหเห็นเปนแถบสีขาว และสําหรับภาพทีส่องอาจเกิดจากการ Label ผิดพลาด ควร Label เปน

คลาส Wh (White Spots) มากกวา เน่ืองจากมจีุดสีและแถบสีขาวอยางเห็นไดชัด 

 

 
ภาพประกอบ 18 คลาส Bl จาก Test Dataset ที่จําแนกผดิ 
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ภาพประกอบ 18 คลาส Bl จาก Test Dataset ที่จําแนกผดิ 
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ภาพประกอบ 18 คลาส Bl จาก Test Dataset ที่จําแนกผดิ 

 

ภาพประกอบ 16 ค่า Confusion Matrix โมเดล CNN

ภาพประกอบ 17 คลาส Be จาก Test Dataset ที่จำ�แนกผิด

ภาพประกอบ 18 คลาส Bl จาก Test Dataset ที่จำ�แนกผิด
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	 จากภาพประกอบ 19 ภาพคลาส Cl จาก 
Test Dataset ที่จำ�แนกผิดเป็นคลาส Be และ Bl 
เนื่องจาก คลาส Cl ต้องสังเกตลักษณะโค้งของเล็บ 
ดังนั้นภาพที่ไม่เห็นลักษณะของเล็บชัดและอาจจะมี
ลักษณะอื่นที่เด่นกว่า ทำ�ให้โมเดลจำ�แนกผิด 

	 จากภาพประกอบ 20 ภาพคลาส Mu จาก 
Test Dataset ที่จำ�แนกผิดเป็นคลาส Bl, Te และ 
Wh เนื่องจากเห็นแถบขวางสีขาวสลับกับสีชมพู 
ไม่ชัดเจน 

	 จากภาพประกอบ 21 ภาพคลาส On จาก 
Test Dataset ที่จำ�แนกผิดเป็นคลาส Te เนื่องจาก
ความกวา้งของปลายเล็บสีขาวมขีนาดเลก็ และสีหนา้
เลบ็ของทัง้สองคลาสมลีกัษณะคลา้ยกนั ซึง่ทำ�ใหโ้มเดล
จำ�แนกผิดพลาด 

	 จากภาพประกอบ 22 ภาพคลาส Te จาก 
Test Dataset ที่จำ�แนกผิดเป็นคลาส Wh, Cl, Bl 
และ Mu จะเห็นว่าภาพไม่ชัดและแสงจากการถ่าย
ภาพอาจทำ�ใหไ้มเ่หน็รายละเอยีดของลกัษณะผวิเลบ็ 

 

 

  

 จากภาพประกอบ 18 ภาพคลาส Bl จาก Test Dataset ที่จาํแนกผิดเปนคลาส Be, On, Wh, Te และ 

Cl เน่ืองจากมเีสนดําเพียงเลก็นอย หรืออาจจะเปนเสนดําทีไ่มชัดเจน ไมเปนเสนตรง 

 

 
ภาพประกอบ 19 คลาส Cl จาก Test Dataset ที่จําแนกผดิ  

 

 จากภาพประกอบ 19 ภาพคลาส Cl จาก Test Dataset ที่จําแนกผิดเปนคลาส Be และ Bl เน่ืองจาก 

คลาส Cl ตองสังเกตลกัษณะโคงของเลบ็ ดังน้ันภาพที่ไมเหน็ลักษณะของเลบ็ชัดและอาจจะมีลกัษณะอื่นที่เดน

กวา ทําใหโมเดลจําแนกผิด   

 

 
ภาพประกอบ 20 คลาส Mu จาก Test Dataset ที่จําแนกผิด  

 

 จากภาพประกอบ 20 ภาพคลาส Mu จาก Test Dataset ที่จําแนกผิดเปนคลาส Bl, Te และ Wh 

เน่ืองจากเห็นแถบขวางสีขาวสลบักับสีชมพูไมชัดเจน  

 
ภาพประกอบ 21 คลาส On จาก Test Dataset ที่จําแนกผิด 

 

 จากภาพประกอบ 21 ภาพคลาส On จาก Test Dataset ที่จําแนกผิดเปนคลาส Te เน่ืองจากความ

กวางของปลายเล็บสีขาวมีขนาดเลก็ และสีหนาเลบ็ของทัง้สองคลาสมลีักษณะคลายกัน ซึง่ทําใหโมเดลจําแนก

ผิดพลาด  

ภาพประกอบ 22 คลาส Te จาก Test Dataset ที่จําแนกผิด 

 

 

  

 จากภาพประกอบ 18 ภาพคลาส Bl จาก Test Dataset ที่จาํแนกผิดเปนคลาส Be, On, Wh, Te และ 

Cl เน่ืองจากมเีสนดําเพียงเลก็นอย หรืออาจจะเปนเสนดําทีไ่มชัดเจน ไมเปนเสนตรง 

 

 
ภาพประกอบ 19 คลาส Cl จาก Test Dataset ที่จําแนกผดิ  

 

 จากภาพประกอบ 19 ภาพคลาส Cl จาก Test Dataset ที่จําแนกผิดเปนคลาส Be และ Bl เน่ืองจาก 

คลาส Cl ตองสังเกตลกัษณะโคงของเลบ็ ดังน้ันภาพที่ไมเหน็ลักษณะของเลบ็ชัดและอาจจะมีลกัษณะอื่นที่เดน

กวา ทําใหโมเดลจําแนกผิด   

 

 
ภาพประกอบ 20 คลาส Mu จาก Test Dataset ที่จําแนกผิด  

 

 จากภาพประกอบ 20 ภาพคลาส Mu จาก Test Dataset ที่จําแนกผิดเปนคลาส Bl, Te และ Wh 

เน่ืองจากเห็นแถบขวางสีขาวสลบักับสีชมพูไมชัดเจน  

 
ภาพประกอบ 21 คลาส On จาก Test Dataset ที่จําแนกผิด 

 

 จากภาพประกอบ 21 ภาพคลาส On จาก Test Dataset ที่จําแนกผิดเปนคลาส Te เน่ืองจากความ

กวางของปลายเล็บสีขาวมีขนาดเลก็ และสีหนาเลบ็ของทัง้สองคลาสมลีักษณะคลายกัน ซึง่ทําใหโมเดลจําแนก

ผิดพลาด  

ภาพประกอบ 22 คลาส Te จาก Test Dataset ที่จําแนกผิด 

 

 

  

 จากภาพประกอบ 18 ภาพคลาส Bl จาก Test Dataset ที่จาํแนกผิดเปนคลาส Be, On, Wh, Te และ 

Cl เน่ืองจากมเีสนดําเพียงเลก็นอย หรืออาจจะเปนเสนดําทีไ่มชัดเจน ไมเปนเสนตรง 

 

 
ภาพประกอบ 19 คลาส Cl จาก Test Dataset ที่จําแนกผดิ  

 

 จากภาพประกอบ 19 ภาพคลาส Cl จาก Test Dataset ที่จําแนกผิดเปนคลาส Be และ Bl เน่ืองจาก 

คลาส Cl ตองสังเกตลกัษณะโคงของเลบ็ ดังน้ันภาพที่ไมเหน็ลักษณะของเลบ็ชัดและอาจจะมีลกัษณะอื่นที่เดน

กวา ทําใหโมเดลจําแนกผิด   

 

 
ภาพประกอบ 20 คลาส Mu จาก Test Dataset ที่จําแนกผิด  

 

 จากภาพประกอบ 20 ภาพคลาส Mu จาก Test Dataset ที่จําแนกผิดเปนคลาส Bl, Te และ Wh 

เน่ืองจากเห็นแถบขวางสีขาวสลบักับสีชมพูไมชัดเจน  

 
ภาพประกอบ 21 คลาส On จาก Test Dataset ที่จําแนกผิด 

 

 จากภาพประกอบ 21 ภาพคลาส On จาก Test Dataset ที่จําแนกผิดเปนคลาส Te เน่ืองจากความ

กวางของปลายเล็บสีขาวมีขนาดเลก็ และสีหนาเลบ็ของทัง้สองคลาสมลีักษณะคลายกัน ซึง่ทําใหโมเดลจําแนก

ผิดพลาด  

ภาพประกอบ 22 คลาส Te จาก Test Dataset ที่จําแนกผิด 

 

 

  

 จากภาพประกอบ 18 ภาพคลาส Bl จาก Test Dataset ที่จาํแนกผิดเปนคลาส Be, On, Wh, Te และ 

Cl เน่ืองจากมเีสนดําเพียงเลก็นอย หรืออาจจะเปนเสนดําทีไ่มชัดเจน ไมเปนเสนตรง 

 

 
ภาพประกอบ 19 คลาส Cl จาก Test Dataset ที่จําแนกผดิ  

 

 จากภาพประกอบ 19 ภาพคลาส Cl จาก Test Dataset ที่จําแนกผิดเปนคลาส Be และ Bl เน่ืองจาก 

คลาส Cl ตองสังเกตลกัษณะโคงของเลบ็ ดังน้ันภาพที่ไมเหน็ลักษณะของเลบ็ชัดและอาจจะมีลกัษณะอื่นที่เดน

กวา ทําใหโมเดลจําแนกผิด   

 

 
ภาพประกอบ 20 คลาส Mu จาก Test Dataset ที่จําแนกผิด  

 

 จากภาพประกอบ 20 ภาพคลาส Mu จาก Test Dataset ที่จําแนกผิดเปนคลาส Bl, Te และ Wh 

เน่ืองจากเห็นแถบขวางสีขาวสลบักับสีชมพูไมชัดเจน  

 
ภาพประกอบ 21 คลาส On จาก Test Dataset ที่จําแนกผิด 

 

 จากภาพประกอบ 21 ภาพคลาส On จาก Test Dataset ที่จําแนกผิดเปนคลาส Te เน่ืองจากความ

กวางของปลายเล็บสีขาวมีขนาดเลก็ และสีหนาเลบ็ของทัง้สองคลาสมลีักษณะคลายกัน ซึง่ทําใหโมเดลจําแนก

ผิดพลาด  

ภาพประกอบ 22 คลาส Te จาก Test Dataset ที่จําแนกผิด 

 

 

  

จากภาพประกอบ 22 ภาพคลาส Te จาก Test Dataset ทีจ่ําแนกผิดเปนคลาส Wh, Cl, Bl และ Mu 

จะเห็นวาภาพไมชัดและแสงจากการถายภาพอาจทําใหไมเหน็รายละเอียดของลักษณะผิวเลบ็  

 
ภาพประกอบ 23 คลาส Wh จาก Test Dataset ที่จําแนกผิด 

 

 จากภาพประกอบ 23 ภาพคลาส Wh จาก Test Dataset ที่จําแนกผิดเปนคลาส On และ Be จะเห็น

วาเปนภาพเลบ็ทีม่ีจุดขาวเพียงเล็กนอยและมีแสงจากการถายรูป ซึ่งทําใหเห็นเปนจุดสีขาวไมชัดเจน 

  จากภาพประกอบ 16 คา Confusion Matrix ขางตน เมื่อนํามาเทียบคา คํานวณความถูกตองและ

ความแมนยํา จะไดคา Accuracy, Precision, Recall และ F1-score ดังตาราง 6 

 

ตาราง 6 Precision Recall และ F1 Score โมเดล CNN 

 Precision Recall F1-score Support Accuracy 

Be 0.7895 0.7500 0.7692 20 

0.8143 

Bl 0.6500 0.6500 0.6500 20 

Cl 0.9000 0.9500 0.9000 20 

Mu 0.9375 0.7500 0.8333 20 

On 0.8261 0.9500 0.8837 20 

Te 0.8421 0.8000 0.8205 20 

Wh 0.7826 0.9000 0.8372 20 
Be = Beau's lines on Nails, Bl = Black line on Nails, Cl = Nail Clubbing, Mu = Muehrcke’s Nails, On = Onycholysis, Te = Terry’s Nail, Wh = White Spots on the 

Nails 
  

 

จากตาราง 6 ไดผลลัพธการจําแนกความผิดปกติของเล็บดวยโมเดล CNN มีคาความถูกตองอยูที่ 

81.43% อธิบายไดวา โมเดลโครงขายประสาทเทียมแบบคอนโวลูชันมีประสทิธิภาพสามารถจําแนกความ

ผิดปกติของเล็บทั้ง 7 ลักษณะน้ีได  

 

5. สรุป และแนวทางในอนาคต 

 บทความน้ีเสนอการศึกษาและวิเคราะหการจําแนกความผิดปกติของเลบ็ 7 ลักษณะ ไดแก 1) เลบ็

เปนรองลึกตามแนวขวาง (Beau's Lines on Nails) 2) เล็บเปนแถบสีดํา (Black line on Nails) 3) น้ิวปุม 

(Nail Clubbing) 4) เลบ็มีแถบขวางสีขาวสลบักบัสีชมพู (Muehrcke’s nails) 5) ปลายเลบ็รน (Terry’s nail) 

6) เล็บเปนสีขาวเกือบทั้งเล็บและมีแถบสีชมพูทีป่ลายเลบ็ และ 7) เลบ็มจีุดสีขาว (White Spots on Nails) 

โดยรวบรวมขอมูลจาก Google images จํานวน 700 ภาพ แบงเปน Train set, Validation set และ Test 

set อัตราสวน 64:16:20 และเปรียบเทียบโมเดลโครงขายประสาทเทียม (ANN) กับโมเดลโครงขายประสาท

ภาพประกอบ 19 คลาส Cl จาก Test Dataset ที่จำ�แนกผิด 

ภาพประกอบ 20 คลาส Mu จาก Test Dataset ที่จำ�แนกผิด 

ภาพประกอบ 21 คลาส On จาก Test Dataset ที่จำ�แนกผิด

ภาพประกอบ 22 คลาส Te จาก Test Dataset ที่จำ�แนกผิด

ภาพประกอบ 23 คลาส Wh จาก Test Dataset ที่จำ�แนกผิด
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	 จากภาพประกอบ 23 ภาพคลาส Wh จาก 
Test Dataset ทีจ่ำ�แนกผดิเป็นคลาส On และ Be จะ
เหน็วา่เปน็ภาพเลบ็ทีม่จีดุขาวเพยีงเลก็นอ้ยและมแีสง
จากการถ่ายรูป ซึ่งทำ�ให้เห็นเป็นจุดสีขาวไม่ชัดเจน

	 จากภาพประกอบ 16 คา่ Confusion Matrix 
ข้างต้น เมื่อนำ�มาเทียบค่า คำ�นวณความถูกต้องและ
ความแมน่ยำ� จะไดค้า่ Accuracy, Precision, Recall 
และ F1-score ดังตาราง 6

	 จากตาราง 6 ไดผ้ลลพัธ์การจำ�แนกความผดิ
ปกติของเล็บด้วยโมเดล CNN มีค่าความถูกต้องอยู่ที่ 
81.43% อธิบายได้ว่า โมเดลโครงข่ายประสาทเทียม 
แบบคอนโวลูชันมีประสิทธิภาพสามารถจำ�แนก 
ความผิดปกติของเล็บทั้ง 7 ลักษณะนี้ได้ 

5. สรุป และแนวทางในอนาคต

	 บทความนีเ้สนอการศกึษาและวเิคราะหก์าร
จำ�แนกความผิดปกตขิองเลบ็ 7 ลกัษณะ ไดแ้ก ่1) เลบ็
เป็นร่องลึกตามแนวขวาง (Beau›s Lines on Nails) 
2) เล็บเป็นแถบสีดำ� (Black line on Nails) 3) นิ้ว
ปุ้ม (Nail Clubbing) 4) เลบ็มแีถบขวางสขีาวสลบักบั
สชีมพ ู(Muehrcke’s nails) 5) ปลายเล็บรน่ (Terry’s 
nail) 6) เล็บเป็นสีขาวเกือบทั้งเล็บและมีแถบสีชมพู

ที่ปลายเล็บ และ 7) เล็บมีจุดสีขาว (White Spots 
on Nails) โดยรวบรวมข้อมูลจาก Google images 
จำ�นวน 700 ภาพ แบ่งเป็น Train set, Validation 
set และ Test set อัตราส่วน 64:16:20 และเปรียบ
เทยีบโมเดลโครงขา่ยประสาทเทยีม (ANN) กบัโมเดล
โครงขา่ยประสาทเทียมแบบคอนโวลูชนั (CNN) พบว่า  
โมเดลโครงข่ายประสาทเทียม (ANN) เกิดปัญหา 
Overfitting อธบิายได้วา่โมเดลมีการเรียนรู้ทีด่เีกินไป
จากชุดขอ้มลูสำ�หรบัฝึกฝนโมเดล รวมถงึความผันผวน
ของชดุขอ้มลูสำ�หรบัฝกึฝน จงึทำ�ใหโ้มเดลไมส่ามารถ
จำ�แนกความผิดปกติของเล็บได้อย่างถูกต้อง ซึ่งได้
ค่าความถูกต้องเพียง 43.57 % เมื่อเทียบกับโมเดล 
โครงขา่ยประสาทเทยีมแบบคอนโวลชัูน ทีไ่ด้คา่ความ 
ถกูตอ้งถงึ 81.43 % เน่ืองจากโมเดลโครงข่ายประสาทเทยีม 
แบบคอนโวลูชันมีการสกัดคุณลักษณะจากภาพเพิ่ม
ขึ้นในแต่ละ layer และทำ� Image Augmentation 
เพ่ือเพ่ิมจำ�นวนภาพสำ�หรับชุดข้อมูลฝึกฝนช่วยลด
ปัญหาการเกิด Overfitting ทำ�ให้โมเดลโครงข่าย
ประสาทเทียมแบบคอนโวลูชันมีประสิทธิภาพใน
การจำ�แนกความผิดปกติของเล็บท่ีดีกว่าโมเดลแบบ 
โครงข่ายประสาทเทียม

	 ลักษณะความผิดปกติของเล็บมีลักษณะที่
หลากหลายมากกวา่ทีผู่ว้จิยันำ�มาจำ�แนกในบทความนี ้ 

ตาราง 6	 Precision Recall และ F1 Score โมเดล CNN

Precision Recall F1-score Support Accuracy

Be 0.7895 0.7500 0.7692 20

0.8143

Bl 0.6500 0.6500 0.6500 20

Cl 0.9000 0.9500 0.9000 20

Mu 0.9375 0.7500 0.8333 20

On 0.8261 0.9500 0.8837 20

Te 0.8421 0.8000 0.8205 20

Wh 0.7826 0.9000 0.8372 20

Be = Beau's lines on Nails, Bl = Black line on Nails, Cl = Nail Clubbing, Mu = Muehrcke’s Nails,  
On = Onycholysis, Te = Terry’s Nail, Wh = White Spots on the Nails
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ดงันัน้สามารถพฒันาโมเดลใหค้รอบคลมุความผดิปกติ
ของเล็บในลักษณะอื่นๆ เพิ่มขึ้น และเนื่องจากผลที่
ไดจ้ากการจำ�แนกความผิดปกตขิองเลบ็ยงัมีความผดิ
พลาดและมคีา่ความแมน่ยำ�ในการจำ�แนกทีน่อ้ยหาก
นำ�ไปใช้จริง ดังนั้นงานวิจัยในอนาคตอาจจำ�เป็นต้อง
สร้างโมเดลในแบบอื่นๆ และอาจนำ�เทคนิคการแบ่ง
สว่นภาพ (Image Segmentation) เพือ่แบง่สว่นภาพ
เลือกเฉพาะบริเวณผิวเล็บและสามารถนำ�ไปต่อยอด
สร้างการตรวจสอบวัตถุ (Object Detection) เพื่อ
นำ�ไปประยกุตเ์ปน็เครือ่งมอืจำ�แนกความผดิปกตขิอง 
เล็บและสามารถตรวจสอบสุขภาพได้ด้วยตนเอง  
เพ่ือทราบถึงอาการผิดปกติที่อาจจะเกิดขึ้น นำ�ไปสู่
การพบแพทย์และการเข้ารับการรักษา
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