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บทคัดย่อ: งานวิจัยนี้มีวัตถุประสงค์เพื่อเปรียบเทียบประสิทธิภาพของเทคนิค
เหมอืงขอ้มลู และหาเทคนคิทีเ่หมาะสมท่ีสดุในการสรา้งตวัแบบสำาหรบัพยากรณ์
การเกิดโรคหลอดเลือดในสมอง โดยข้อมูลที่ใช้ในงานวิจัยนี้ เป็นข้อมูลผู้ป่วย
โรคหลอดเลอืดในสมอง จำานวน 5,110 ราย ซึง่เปน็ขอ้มลูทีไ่ดจ้ากโรงพยาบาล
คลนิกิซานการโ์ลส ประเทศสเปน ซ่ึงไดถู้กรวบรวมไวใ้นเวบ็ไซต์ www.kaggle.
com จากนั้นผู้วิจัยได้นำาข้อมูลมาทำาการวิเคราะห์ตามกระบวนการมาตรฐาน
ของการทำาเหมอืงขอ้มูล (CRISP-DM) โดยใชเ้ทคนิคการทำาเหมอืงขอ้มลูจำานวน 
4 เทคนิค ได้แก่ เทคนิคนาอีฟเบย์ (Naïve Bayes) เทคนิคการเรียนรู้เชิงลึก 
(Deep Learning) เทคนิคต้นไม้ตัดสินใจ (Decision Tree) และเทคนิคต้นไม้
แบบสุ่ม (Random Forest) เพื่อสร้างแบบจำาลองสำาหรับพยากรณ์การเกิด
โรคหลอดเลอืดในสมองท่ีเหมาะสมทีส่ดุ โดยทำาการเปรยีบเทยีบประสทิธภิาพ
ของการจำาแนกประเภทข้อมูลด้วยตัวชี้วัดทั้ง 3 ค่า ได้แก่ ค่าความแม่น 
(Accuracy) ค่าประสิทธิภาพโดยรวม (F-measure) และค่าความไว 
(Sensitivity) ผลการวิจัยพบว่า เทคนิคการเรียนรู้เชิงลึก (Deep Learning) 
เปน็เทคนคิท่ีมคีวามเหมาะสมทีส่ดุในการสรา้งแบบจำาลองสำาหรบัการพยากรณ์
การเกิดโรคหลอดเลอืดในสมองในครั้งนี้ โดยใหค้่าความแม่น เทา่กบั 95.11% 
ค่าวัดประสิทธิภาพโดยรวม เท่ากับ 97.49% และค่าความไว เท่ากับ 99.98%

ประสิทธิภ�พของเทคนิคเหมืองข้อมูลสำ�หรับพย�กรณ์ก�รเกิดโรคหลอดเลือดในสมอง
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1. บทนำ�

	 โรคหลอดเลอืดในสมอง (Cerebrovascular 
Disease หรอื Stroke) เป็นโรคทีพ่บไดบ่้อยทีส่ดุของ
โรคระบบประสาท ซ่ึงสาเหตุเกิดจากการแตก ตีบ  
อดุตนัของเสน้เลอืดในสมอง ทำ�ให้เน้ือสมองบริเวณน้ัน
เกดิการตายเนือ่งจากการขาดเลอืดไปเลีย้ง ทำ�ใหก้าร
ทำ�หน้าที่ของสมองส่วนนั้นลดลง และความผิดปกติ
ของการไหลเวียนเลือดที่ไปเลี้ยงสมอง โดยที่หลอด
เลอืดอาจมกีารอดุตนั ตบี หรอืแตก อาการมกัเกดิขึน้
อย่างรวดเร็ว และอยู่นานเกิน 24 ชั่วโมง โรคหลอด
เลือดสมองแบง่ตามลกัษณะของพยาธสิรรีวทิยาออก
เปน็ 2 ประเภท คือ โรคหลอดเลอืดในสมองทีเ่กดิจาก
การขาดเลือด (Ischemic Stroke) และโรคหลอด
เลือดในสมองท่ีเกิดจากเลือดออก (Hemorrhagic 
Stroke) เมื่อหลอดเลือดที่ไปเลี้ยงสมองเกิดตีบ ตัน 
หรือแตกจะก่อให้เกิดการเปลี่ยนแปลงในเน้ือสมอง
เป็นผลจากการขาดเลือด ออกซิเจน และกลูโคส จะ
ทำ�ให้มีการเปลี่ยนแปลงของเมตะบอลิซึมรวมทั้ง 
สูญเสียการทำ�งานของ Blood Brain Barrier พบว่า
ความรุนแรงของโรคจะขึ้นอยู่กับขนาด และบริเวณ
ของสมองท่ีขาดเลอืด และระยะเวลาของการขาดเลอืด 
ซึ่งสมองจะทนต่อภาวการณ์ขาดเลือดได้ในช่วงเวลา
หนึ่ง และจะเสียการทำ�งานอย่างถาวรเมื่อขาดเลือด
นานกว่า 3-6 ช่ัวโมง อาการของผู้ป่วยจึงขึ้นอยู่กับ 
ตำ�แหน่งของสมองด้านที่มีพยาธิสภาพ อาการท่ี 

เกิดขึ้นทันทีทันใด ได้แก่ อาการอ่อนแรงของกล้าม
เนื้อบริเวณหน้า แขน หรือขาอ่อนแรง และเป็นซีกใด 
ซีกหนึ่ง เดินเซ หรือเสียการทรงตัว พูดจาสับสน  
พูดไม่ชัด การมองเห็นภาพไม่ชัดอาจเป็น ข้างเดียว
หรือสองข้าง หรือมีอาการปวดศีรษะรุนแรง โดย 
ไม่ทราบสาเหตุ และกว่าผู้ป่วยจะมีอาการคงที่จะใช้
เวลาประมาณ 1-14 วัน อาจจะกลายเปน็อมัพาตทนัท ี
รูส้กึตวัแตม่กีลา้มเนือ้แขนขาขา้งทีเ่ปน็จะออ่นปวกเปยีก 
อาจไมรู่ส้กึตวัรว่มดว้ย และจากการศกึษาของกลูารกิ 
พบว่า เมื่อสมองส่วนนั้นได้รับอันตราย มีการสูญเสีย
การทำ�หนา้ทีข่องสมอง อาการทีพ่บจะขึน้อยู่กับขนาด 
และตำ�แหน่งของพยาธิสภาพที่เกิดขึ้น ถ้าตำ�แหน่ง 
ของโรคอยู่ซีกขวาท่ีเป็นสมองเดิน จะทำ�ให้พูดไม่ได้  
กลนืลาํบาก สญูเสยีการรบัความรูส้กึซกีซ้าย อมัพาต 
ของซีกซ้าย การรับรู้ลดลงโดยเฉพาะสิ่งใหม่ๆ ถ้า 
ตำ�แหน่งของโรคอยู่ซีกซ้ายจะทำ�ให้พูดไม่ชัด สูญเสีย
ความรู้สึก อัมพาตของซีกขวา อารมณ์เปลี่ยนแปลง 
(สำ�นักงานพฒันานโยบายสขุภาพระหวา่งประเทศ, 2560) 
ซึ่งโรคหลอดเลือดในสมองถือเป็นปัญหาสาธารณสุข 
ทีส่ำ�คัญปัญหาหนึง่ของประชากรโลก จากรายงานของ
องคก์ารอนามยัโลกพบวา่ โรคหลอดเลือดในสมองเปน็
สาเหตกุารตาย 10 อนัดบัแรกทัว่โลก และเปน็สาเหตุ
การตายอันดับที่ 3 ของประเทศสหรัฐอเมริกา และ 
จะมีจำ�นวน 5.7 ล้านคนในแต่ละปีซึ่งจะเพิ่มมากขึ้น 
เป็น 6.3 ล้านคนในปี ค.ศ. 2015 และ 7.8 ล้านคน 

Abstract: The purpose of this research is to compare the efficiency of data mining techniques 
to find the suitable model for prognosis of cerebrovascular disease. The 5110 patients with 
cerebrovascular disease was used in this research. The data was collected from Clínico San 
Carlos Hospital, Spain via www.kaggle.com. The data was analyzed in 4 different techniques of 
data mining consisting of (1) Naïve Bayes, (2) Deep Learning, (3) Decision Tree, and (4) Random 
Forest to simulate cerebrovascular disease prediction. The efficiency of data classification was 
compared in 3 different criteria which are accuracy, f-measure, and sensitivity to determine 
the most appropriate simulation for prognosis. The result suggested that the Deep Learning 
technique was the most appropriate technique to simulate prognosis of cerebrovascular 
disease with 95.11% of accuracy, 97.49% of f-measure, and 99.98% of sensitivity.
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ในปี ค.ศ. 2030 สำ�หรับในประเทศไทยพบว่า โรค
หลอดเลือดในสมองเปน็สาเหตกุารตายอนัดบัที ่4 โดย
มีผู้เสียชีวิตด้วยโรคนี้ถึง 11,663 คนในปี พ.ศ. 2562 
และคิดเป็นอัตราการตายถึง 18.9 รายต่อประชากร 
100,000 คน และในปี พ.ศ. 2563 มีอัตราการเกิด
โรคหลอดเลอืดในสมอง ในประชากรไทยเทา่กบั 77.4 
รายตอ่ประชากร 100,000 คน แมว้่าโรคหลอดเลือด
ในสมองจะมีอัตราการเกิดโรคสูงในกลุ่มอายุ 45 ปี 
ข้ึนไปแต่ปัจจุบันพบว่า โรคหลอดเลือดในสมองเกิด
ในผู้ที่มีอายุตั้งแต่ 30 ปีขึ้นไปซึ่งในปัจจุบันโรคหลอด
เลือดในสมองเป็นสาเหตุการตายที่สำ�คัญ อันดับท่ี 
3 รองจากโรคหัวใจ และโรคมะเร็ง อุบัติการณ์จะ
สูงขึ้นตามอายุ โดยเฉพาะผู้ที่มีอายุเกิน 65 ปี และ
จากสถิติผู้ป่วยโรคหลอดเลือดสมองรายใหม่ท่ีพบ 
ในโรงพยาบาลนครนายกในปี พ.ศ. 2563 พบว่า  
มจีำ�นวน 337 รายตอ่ปี และโดยเฉล่ีย 28 รายตอ่เดือน  
(รัตนพร สายตรี และคณะ, 2562)

	 จากปัญหาข้างต้น ผู้วิจัยจึงให้ความสำ�คัญ
ในการนำ�ทฤษฎีการทำ�เหมืองข้อมูล (Data Mining) 
ซึง่เปน็กระบวนการวเิคราะห์ขอ้มลูเพือ่คน้หารปูแบบ
และความสัมพันธ์ที่ซ่อนอยู่ในชุดข้อมูลนั้นๆ และใน
ปัจจุบันการทำ�เหมืองข้อมูลได้ถูกนําไปประยุกต์ใช้
ในงานหลายประเภท เช่น การพยากรณ์ผู้ป่วยเพื่อ
พยากรณ์การณ์การอุบัติของโรคต่างๆ มาวิเคราะห์
เพื่อพยากรณ์โอกาสการเกิดโรคหลอดเลือดในสมอง 
โดยสร้างแบบจำ�ลองสำ�หรับการพยากรณ์และ 
เปรียบเทียบประสิทธิภาพของเทคนิคการการทำ�
เหมืองข้อมูล สำ�หรับงานวิจัยนี้ผู้วิจัยได้ใช้เทคนิค
การทำ�เหมืองข้อมูลทั้งหมด 4 เทคนิค ได้แก่ เทคนิค
การเรียนรู้เชิงลึก (Deep Learning) เทคนิคต้นไม้
ตดัสนิใจ (Decision Tree) เทคนคินาอฟีเบย ์(Naïve 
Bayes) และเทคนิคตน้ไมแ้บบสุม่ (Random Forest) 
ในการสร้างแบบจำ�ลองเพ่ือพยากรณ์โอกาสการเกิด 
โรคหลอดเลอืดในสมอง โดยการแบง่ขอ้มลูดว้ยสำ�หรบั
การสรา้งแบบจำ�ลอง (Training set) และการทดสอบ
ประสทิธิภาพของแบบจำ�ลอง(Testing set) ดว้ยเทคนคิ 

10-fold cross validation และใชเ้กณฑส์ำ�หรบัการ
วัดประสิทธิภาพของการจำ�แนกประเภทข้อมูลทั้ง 3 
คา่ ไดแ้ก ่คา่ความแมน่ (Accuracy) คา่ประสทิธภิาพ
โดยรวม (F-measure) และค่าความไว(Sensitivity) 
เพ่ือหาตัวแบบทีม่คีวามเหมาะสมสำ�หรบัการคดักรอง
ผูป้ว่ยทีม่โีอกาสการเกดิโรคหลอดเลอืดในสมองตอ่ไป

2. วัตถุประสงค์

	 2.1 เพื่อสร้างแบบจำ�ลองสำ�หรับพยากรณ์
การเกิดโรคหลอดเลือดในสมอง

	 2.2 เพื่อเปรียบเทียบประสิทธิภาพ
แบบจำ�ลองที่ใช้สำ�หรับการพยากรณ์การเกิดโรค 
หลอดเลือดในสมอง

3. ขอบเขตงานวิจัย

	 3.1 ข้อมูลที่ใช้ในการวิจัยครั้งนี้เป็นข้อมูล 
ผู้ป่วยโรคหลอดเลือดในสมองที่มารับบริการในปี  
พ.ศ. 2563 ของโรงพยาบาลคลินกิซานการโ์ลส ประเทศ
สเปน เป็นเวลา 1 ปี จำ�นวน 5,110 ระเบียน 12 
แอตทรบิวิต ์ท่ีไดถ้กูรวบรวมไวใ้นเวบ็ไซต ์https://www.
kaggle.com และจัดเก็บอยู่ในไฟล์ชื่อ healthcare-
dataset-stroke-data.csv (Rahman, 2564)

	 3.2 ปัจจยัในการวเิคราะห์ผู้ป่วยหลอดเลือด
ในสมองในประเทศสเปน คือ โรคความผิดปกติทาง
ร่างกายและพฤตกิรรม มีจำ�นวน 8 แอตทริบิวต ์ไดแ้ก่ 
รหัสผู้ป่วย (ID) เพศ (Gender) อายุ (Age) ความดัน
โลหิต (Hypertension) โรคหัวใจ (Heart_disease) 
ค่าดัชนีที่ใช้วัดความสมดุลของน้ำ�หนักตัว (BMI) 
สถานะการสบูบหุรีข่องผูป้ว่ย (Smoking_status) และ 
ผลสรุปหลอดเลือดสมอง (Stroke)

	 3.3 เทคนคิการทำ�เหมอืงข้อมลูท่ีใช้วิเคราะห์ 
คอื เทคนคิการจำ�แนกประเภทขอ้มลู 4 เทคนคิ ได้แก ่
เทคนิคนาอีฟเบย์ (Naïve Bayes) เทคนิคการเรียนรู้ 
เชิงลึก (Deep Learning ) เทคนิคต้นไม้ตัดสินใจ  
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(Decision Tree) และเทคนิคต้นไม้แบบสุ่ม  
(Random Forest) 

	 3.4 โปรแกรมทีใ่ชใ้นงานวิจยั คอื โปรแกรม 
RapidMiner Studio สำ�หรับการเตรียมข้อมูล 
การวิเคราะห์ข้อมูล และการทดสอบประสิทธิภาพ 
ของแบบจำ�ลองสำ�หรับการพยากรณ์การเกิดโรค 
หลอดเลือดในสมอง (อนุพงศ์ สุขประเสริฐ, 2563)

4. แนวคิดและทฤษฎีที่เกี่ยวข้อง

	 การทำ�เหมืองข้อมูล (Data Mining) คือ
กระบวนการท่ีกระทำ�กบัขอ้มลูจำ�นวนมากเพือ่คน้หา
รูปแบบและความสัมพันธ์ที่ซ่อนอยู่ในชุดข้อมูลนั้น  
ในปัจจุบันการทำ�เหมืองข้อมูลได้ถูกนำ�ไปประยุกต์
ใช้ในงานหลายประเภท ทั้งในด้านธุรกิจที่ช่วยใน
การตัดสินใจของผู้บริหาร ในด้านวิทยาศาสตร์และ
การแพทย์รวมทั้งในด้านเศรษฐกิจและสังคม การ
ทำ�เหมืองขอ้มูลเปรยีบเสมอืนววัิฒนาการหนึง่ในการ
จัดเก็บและตีความหมายข้อมูล จากเดิมท่ีมีการจัด
เก็บข้อมูลอย่างง่าย มาสู่การจัดเก็บในรูปแบบฐาน
ข้อมูลที่สามารถดึงข้อมูลสารสนเทศมาใช้จนถึงการ
ทำ�เหมืองข้อมูลที่สามารถค้นพบความรู้ที่ซ่อนอยู่ใน
ข้อมูล (ชณิดาภา บุญประสม และจรัญ แสนราช, 
2561) ประเภทข้อมูลที่ใช้ทำ�เหมืองข้อมูลเทคนิคใน
การทำ�เหมืองข้อมูลมีดังนี้ 

	 4.1 กฎความสัมพันธ์ (Association Rule) 
เป็นการแสดงความสัมพันธ์ของเหตุการณ์หรือวัตถุที่
เกดิขึน้พรอ้มกัน ตวัอยา่งของการประยกุตใ์ชก้ฎเชือ่ม
โยง เช่น การวิเคราะห์ข้อมูลการขายสินค้าโดยเก็บ
ข้อมูลจากระบบ ณ จุดขาย (Point of Sales: POS) 
หรือรา้นคา้ออนไลน ์แลว้พจิารณาสนิค้าทีผู่ซื้อ้มกัจะ
ซือ้พรอ้มกนั เชน่ ถา้พบวา่คนทีซ่ือ้เทปวดีิโอมกัจะซือ้
เทปกาวดว้ย รา้นคา้กอ็าจจะจดัรา้นใหส้นิคา้สองอยา่ง

อยู่ใกล้กันเพื่อเพิ่มยอดขาย (อนุพงศ์ สุขประเสริฐ, 
2563)

	 4.2 การจำ�แนกประเภทข้อมูล (Data  
Classification) เป็นการหากฎเพื่อระบุประเภทของ
วัตถุจากคุณสมบัติของวัตถุ เช่น หาความสัมพันธ์
ระหว่างผลการตรวจร่างกายต่างๆ กับการเกิดโรค 
โดยใช้ข้อมูลผู้ป่วยและการวินิจฉัยของแพทย์ที่เก็บ
ไว้ เพื่อนำ�มาช่วยวินิจฉัยโรคของผู้ป่วย หรือการวิจัย
ทางการแพทย์ ในทางธุรกิจจะใช้เพ่ือดูคุณสมบัติ
ของลูกค้าที่จะก่อหนี้ดีหรือหนี้เสีย เพื่อประกอบการ
พิจารณาการอนุมัติเงินกู้

	 4.3 การแบง่กลุม่ขอ้มลู (Data Clustering) 
เปน็การแบง่ขอ้มลูทีม่ลีกัษณะคลา้ยกนัออกเปน็กลุม่ 
เช่นการแบ่งกลุม่ผูป่้วยทีเ่ป็นโรคเดยีวกันตามลกัษณะ
อาการ เพ่ือนำ�ไปใชป้ระโยชนใ์นการวิเคราะห์หาสาเหตุ
ของโรค โดยพิจารณาจากผู้ป่วยที่มีอาการคล้ายคลึง
กัน

	 4.4 การสร้างมโนภาพ (Visualization) 
เป็นการสร้างภาพคอมพิวเตอร์กราฟิกที่สามารถนำ�
เสนอข้อมูลได้อย่างครบถ้วนแทนการใช้ข้อความ 
นำ�เสนอข้อมูลที่ อาจพบข้อมูลที่ซ้อนเร้นเมื่อดูข้อมูล
ชุดนั้นด้วยจินตทัศน์ (อนุพงศ์ สุขประเสริฐ, 2563)

5. วิธีดำ�เนินงานวิจัย

	 งานวิจัยนี้มีกรอบแนวคิดสำ�หรับการสร้าง
ตัวแบบในการการพยากรณ์การเกิดโรคหลอดเลือด
ในสมอง โดยการใช้เทคนิคการทำ�เหมืองข้อมูล เพื่อ
ให้ทราบลักษณะการเกิดโรคหลอดเลือดในสมอง
และเพื่อหาแนวทางการรักษาผู้ป่วยโรคหลอดเลือด
ในสมองโดยแพทย์ผู้เชี่ยวชาญรักษาโดยตรง โดยมี 
ขั้นตอนการดำ�เนินงาน ตามกระบวนการมาตรฐาน 
ในการทำ�เหมืองข้อมูล ดังภาพประกอบ 1
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6. กระบวนการมาตรฐานในการทำ�เหมือง
ข้อมูล (Cross Standard Process for 
Data Mining)

	 วิธีการดำ�เนินงานวิจัยสำ�หรับการแบ่งกลุ่ม
ผู้ป่วยโรคหลอดเลือดในสมองโดยใช้เทคนิคการทำ�
เหมืองข้อมูล โดยอ้างอิงตามกระบวนการมาตรฐาน
ในการทำ�เหมืองข้อมูล (CRISP-DM) ทั้ง 6 ขั้นตอน

	 6.1 การทำ�ความเข้าใจเกี่ยวกับธุรกิจ  
(Business Understanding) ผู้วิจัยได้ศึกษาข้อมูล
เกี่ยวกับการเกิดโรคหลอดเลือดในสมอง พบปัญหา 
ที่เกิดขึ้นจริงเกี่ยวกับเกิดโรคหลอดเลือดในสมอง คือ 
ผู้ที่ป่วยโรคหลอดเลือดในสมอง ไม่ทราบว่าลักษณะ
ของอาการที่จะการเกิดโรคหลอดเลือดในสมองมี
ลักษณะอาการใดบ้างที่มีความเสี่ยงท่ีจะเกิดโรค
หลอดเลอืดในสมอง สำ�หรบังานวจิยันีจ้งึจดัทำ�ขึน้เพือ่
สร้างแบบจำ�ลองสำ�หรบัการพยากรณโ์อกาสการเกดิ 
โรคหลอดเลือดในสมอง เพื่อหาแนวทางป้องกัน
ให้กับผู้ที่มีโอกาสเสี่ยงเป็นโรคหลอดเลือดในสมอง 
เพื่อลดการสูญเสียที่จะเกิดขึ้นในอนาคต

	 6.2 การทำ�ความเขา้ใจเก่ียวกับขอ้มูล (Data 
Understanding) งานวิจัยนี้ใช้ชุดข้อมูลจริงเกี่ยวกับ 
ผู้ป่วยโรคหลอดเลือดในสมอง ที่เข้ารับการรักษา  

ณ โรงพยาบาลคลินิกซานการ์โลส ประเทศสเปน 
ประจำ�ป ีพ.ศ. 2563 จำ�นวน 5,110 แถว และมจีำ�นวน  
12 แอตทริบิวต์ ได้แก่ รหัสผู้ป่วย เพศ อายุ ความดัน
โลหติสูง การเปน็โรคหัวใจ สถานะแตง่งาน ประเภทงาน
ของผูป้ว่ย ประเภททีอ่ยูอ่าศยัของผู้ปว่ย ระดบัน้ำ�ตาล
ในเลือด ค่าดัชนีที่ใช้ชี้วัดความสมดุลของน้ำ�หนักตัว 
สถานะการสูบบุหรี่ขอผู้ป่วย สรุปผลโรคหลอดเลือด
สมอง และไดถู้กรวบไว้ในเวบ็ไซต ์www.kaggle.com 
ซึ่งจัดเก็บอยู่ในรูปแบบไฟล์ CSV (Rahman, 2020)

	 6.3 การเตรียมข้อมูล (Data Preparation) 
เป็นการเตรียมข้อมูลก่อนนำ�ไปวิเคราะห์ในงานวิจัย 
ได้แบ่งขั้นตอนการเตรียมข้อมูลออกเป็น 4 ขั้นตอน

		  6.3.1 การคัดเลือกข้อมูล (Data  
Selection) ผูวิ้จยัไดต้ดัแอตทรบิวิตท์ีไ่ม่สามารถอธิบาย
ค่าขอ้มลูอืน่ๆ ได ้ซึง่ไดแ้ก่ แอตทรบิวิตถ์านะแตง่งาน 
(ever_married) และแอตทรบิวิต ์ประเภททีอ่ยูอ่าศยั
ของผู้ป่วย (Residence) ซึ่งจะเหลือแอตทริบิวต์ที่
ใช้ในการวิเคราะห์ทั้งหมดมีจำ�นวน 10 แอตทริบิวต์ 
จำ�นวน 5,110 ระเบียน

		  6.3.2 การกลั่นกรองข้อมูล (Data 
Cleaning) หลังจากสำ�รวจข้อมูล (Explore Data) 
พบว่ามีข้อมูลที่ไม่ทราบค่าเกิดขึ้นในแอตทริบิวต์ค่า

 
 

  

รานคาก็อาจจะจัดรานใหสินคาสองอยางอยูใกลกันเพื่อเพิ่ม

ยอดขาย (อนุพงศ สุขประเสริฐ, 2563) 

4.2 ก า ร จ ำ แ น ก ป ร ะ เ ภ ท ข   อ ม  ู ล (Data 

Classification) เปนการหากฎเพื่อระบุประเภทของวัตถุจาก

คุณสมบัติของวัตถุ เชน หาความสัมพันธระหวางผลการตรวจ

รางกายตาง ๆ กับการเกิดโรค โดยใชขอมูลผูปวยและการวินิจฉัย

ของแพทยที่เก็บไว เพื่อนํามาชวยวินิจฉัยโรคของผูปวย หรือการ

วิจัยทางการแพทย ในทางธุรกิจจะใชเพื่อดูคุณสมบัติของลูกคาที่

จะกอหน้ีดีหรือหน้ีเสีย เพื่อประกอบการพิจารณาการอนุมัติเงินกู 

4.1.3 การแบงกลุมขอมูล (Data Clustering) เปนการแบง

ขอมูลที่มีลักษณะคลายกันออกเปนกลุม เชนการแบงกลุมผูปวยที่

เปนโรคเดียวกันตามลักษณะอาการ เพื่อนําไปใชประโยชนในการ

วิเคราะหหาสาเหตุของโรค โดยพิจารณาจากผูปวยที่มีอาการ

คลายคลึงกัน 

4.1.4 การสรางมโนภาพ (Visualization) เปนการสรางภาพ

คอมพิวเตอรกราฟกที่สามารถนําเสนอขอมูลไดอยางครบถวน

แทนการใชขอความนําเสนอขอมูลที่ อาจพบขอมูลที่ซอนเรนเม่ือ

ดูขอมูลชุดน้ันดวยจินตทัศน (อนุพงศ สุขประเสริฐ, 2563) 

 

5. วิธีดําเนินงานวิจัย 

 งานวิจัยน้ีมีกรอบแนวคิดสําหรับการสรางตัวแบบในการการ

พยากรณการเกิดโรคหลอดเลือดในสมอง โดยการใชเทคนิคการ

ทําเหมืองขอมูล เพื่อใหทราบลักษณะการเกิดโรคหลอดเลือดใน

สมองและเพื่อหาแนวทางการรักษาผูปวยโรคหลอดเลือดในสมอง

โดยแพทยผูเชี่ยวชาญรักษาโดยตรง โดยมีขั้นตอนการดําเนินงาน 

ตามกระบวนการมาตรฐานในการทํ า เห มื องข อ มู ล  ดั ง

ภาพประกอบ 1 

 
ภาพประกอบ 1 ขั้นตอนการดําเนินงาน 

 

6. กระบวนการมาตรฐานในการทําเหมืองขอมูล 

(Cross Standard Process for Data Mining) 

วิธีการดําเนินงานวิจัยสําหรับการแบงกลุมผูปวยโรคหลอด

เลือดในสมองโดยใชเทคนิคการทําเหมืองขอมูล โดยอางอิงตาม

กระบวนการมาตรฐานในการทําเหมืองขอมูล (CRISP - DM) ทั้ง 

6 ขั้นตอน 

 

 

 

 

 

 

 

 

 

ภาพประกอบ 2 กระบวนการมาตรฐานการทําเหมืองขอมูล 

 

6 . 1  ก า ร ทํ า ค ว า ม เ ข า ใ จ เ กี่ ย ว กั บ ธุ ร กิ จ  ( Business 
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หลอดเลือดในสมอง คือผูที่ปวยโรคหลอดเลือดในสมอง ไมทราบ

วาลักษณะของอาการที่จะการเกิดโรคหลอดเลือดในสมองมี

ลักษณะอาการใดบางที่มีความเส่ียงที่จะเกิดโรคหลอดเลือดใน

ภาพประกอบ 1 ขั้นตอนการดำ�เนินงาน ภาพประกอบ 2 กระบวนการมาตรฐาน 
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ดชันทีีใ่ชช้ีว้ดัความสมดลุของน้ำ�หนักตวั (bmi) ทีม่คีา่
เปน็ “N/A” และในแอตทริบิวตส์ถานะการสบูบุหร่ีขอ
ผู้ป่วย (smoking_status) ที่มีค่าเป็น “Unknown” 
ผู้วิจัยได้กำ�หนดให้ค่า “N/A” และ “Unknown” นี้
เป็นค่าสูญหาย และไม่นำ�ค่าสูญหายมาใช้วิเคราะห์
ในครั้งนี้

		  6.3.3 กำ�หนดหนา้ที่ใหก้บัแอตทรบิิวต์
รหัสผู้ป่วย (ID) ให้มีหน้าที่เป็น “ID” เพื่อใช้ระบุกับ
ข้อมูลที่มีความเป็นเอกลักษณ์ หรือไม่ซ้ำ�กับข้อมูล
ในแถวอื่นๆ ดังนั้น “รหัสผู้ป่วย”จึงไม่ได้ใช้สำ�หรับ 
การวิเคราะห์ในครั้งนี้ และกำ�หนดหน้าที่ให้กับ 
แอตทริบิวต์สรุปผลโรคหลอดเลือดสมอง (stroke) 
ให้มีหน้าท่ีเป็น “Label”เพื่อใช้ระบุกับข้อมูลที่เป็น
คลาสคำ�ตอบ

		  6.3.4 การแปลงรูปข้อมูล (Data 
Transformation) งานวิจัยนี้บันทึกข้อมูลจัดเก็บใน
โปรแกรม Microsoft Excel อยู่ในรูปไฟล์นามสกุล 
.CSV ดงัแสดงในตาราง 1 เพ่ือนำ�ไปใช้วิเคราะห์ขอ้มูล
ต่อไป

	 6.4 การสร้างแบบจำ�ลอง (Modeling)  
ขั้นตอนนี้จะทำ�การแบ่งข้อมูลสำ�หรับการสร้างแบบ
จำ�ลองและทดสอบประสิทธิภาพของโมเดลโดยใช้
เทคนิค 10-fold cross validation ด้วยโปรแกรม 
RapidMiner Studio ในการสร้างแบบจำ�ลองและ
ประเมินประสิทธิภาพของแบบจำ�ลองในแต่แบบ
จำ�ลอง ดังแสดงในภาพประกอบ 3 

 
 

  

 

 

 

 

 

 

 

 

 

 

 

ภาพประกอบ 3 แสดงขั้นตอนการสรางโมเดลการวดัประสิทธิภาพโมเดล 

 

สําหรับเทคนิคการจําแนกประเภทขอมูลที่ ใช ในงานวิจัย 

ประกอบดวย 4 เทคนิค ไดแก เทคนิคนาอีฟเบย (Naïve Bayes) 

เทคนิคการเรียนรู เชิ ง ลึก (Deep Learning) เทคนิคตนไม

ตัดสินใจ (Decision Tree) และเทคนิคตนไมแบบสุม (Random 

Forest) ซ่ึงมีรายละเอียด ดังน้ี  

 6.4.1 เทคนิคนาอีฟเบย (Naïve Bayes) เปนเทคนิคที่ ใช

ทฤษฎีความนาจะเปนตามกฎของเบย (Bayes’ Theorem) 

(รุ ง โรจน  บุญมา และ นิเวศ จิระ วิชิตชัย , 2562)  เพื่อหา

สมมติฐานใดนาจะถูกตองที่สุด โดยใชความรูกอนหนา  (Prior 

Knowledge) ไดแก ความนาจะเปนกอนหนาสําหรับสมมติฐาน

หน่ึง ๆ รวมกับขอมูล เชน ความนาจะเปนที่สังเกตไดสําหรับ

สมมติฐานหน่ึง ๆ เพื่อหาสมมติฐานที่ดีที่สุด การเรียนรูแบบเบย

อาศัยหลักการของการคํานวณความนาจะเปนของแตละ

สมมติฐาน ในที่น่ีคือคลาสเปาหมายหรือผลลัพธการทํานายโดย

การเรียนรูแบบเบยเปนการเรียนรูเพิ่มได เน่ืองจากตัวอยางใหมที่

ไดมาถูกนํามาปรับเปล่ียนการแจกแจงซ่ึงมีผลตอการเพิ่มหรือลด

ความนาจะเปนทําใหมีการเรียนรูที่เปล่ียนไป วิธีการน้ีตัวแบบจะ

ถูกปรับเปล่ียนไปตามตัวอยางใหมที่ไดโดยผนวกกับความรูเดิมที่

มี  ซ่ึงการทํานายคาคลาสเปาหมายของตัวอยางใชความนาจะ

เปนมากที่สุดของทุกสมมติฐานจากทฤษฎีของเบย เราสามารถ

คํานวณความนาจะเปนของสมมติฐานตาง ๆ โดยใชสมการ ดัง

สมการ (1) 
 

P(h|D) =  
P(D|h)P(h)

P(D)  

 

เม่ือ  P(h)  คือ  ความนาจะเปนกอนหนาของสมมติฐาน h 

      P(D)  คือ  ความนาจะเปนกอนหนาของชุดขอมูลตัวอยาง D 

 P(h|D) คือ ความนาจะเปนแบบมีเงื่อนของสมมติฐาน h 

ภายใตขอมูล D 

 P(D|h) คือ ความนาจะเปนแบบมีเงื่อนไขของชุดขอูมล D 

ภายใตสมมตฐิาน h 

ความนาจะเปนที่ h  เกิดกอน  และ  D  เกิดตามมาความ    

นาจะเปนที่ D และ h เกิดรวมกัน โดยใชสมการ เนอีฟเบย ดัง

สมการ (2) 

P(h|D) =  
P(h ∩ D)

P(D)  

 

 6.4.2 เทคนิคการเรียนรู เ ชิ ง ลึก (Deep Learning) เปน

เทคนิคในกลุมโครงขายประสาทเทียม (Artificial Neural 

Network: ANN) ที่มีโครงสรางขนาดใหญประกอบดวยนิวรอน

และชั้นซอนจํานวนมากเปนอัลกอริทึมที่ถูกสรางขึ้นมาเพื่อการ

เรียนรูของเครื่องจักรแตระดับ Hidden Layer ของการเรียนรู

เชิงลึกมีมากกวา ANN ซ่ึง แตละเลเยอรจะเปรียบ เส มือน

ประกอบดวยเซลลประสาท (Neural) จํานวนมากที่มีหนาที่ใน

การประมวลผลโดยเลเยอรแรกสุดจะทําหนาที่ในการรับขอมูล 

(Input Layer) และสงขอมูลที่ประมวลผลเสร็จแลวไปยังเลเยอร

สุดทาย (Output Layer) การสงขอมูลแบบน้ีมีขอดีคือ แตละเล

เยอรอาจทําใหมีคาถวงน้ําหนัก(Weight) คาความเอนเอียงของ

ข อ มู ล  (Bias) และ วิ ธี ก า ร ป ร ะมวลผลทางคณิต ศาสตร  

(Activation Function) เปนอิสระตอกันถาปอนขอมูลเขาไป

ให กับโมเดลมากเทาไหรแตละเลเยอร ก็จะสามารถส กัด

คุณลักษณะที่มีความซับซอนมากขึ้นทําใหระบบสามารถตัดสินใจ

ไดใกลเคียงกับมนุษยมากยิ่งขึ้น (สมศักดิ์ ศรีสวการย และสมัย 

ศรีสวย, 2563) ดังภาพประกอบ 4 

(2) 

(1) 

ภาพประกอบ 3 แสดงขั้นตอนการสร้างโมเดล 
การวัดประสิทธิภาพโมเดล

ตาราง 1	 แสดงแอตทริบิวต์ (Attribute) ที่ใช้ในการวิเคราะห์

No. Name Data Type Description

1 Id (ID) Integer รหัสผู้ป่วย

2 Gender binominal เพศ

3 Age Integer อายุ

4 Hypertension binominal ความดันโลหิตสูง

5 heart_disease binominal เป็นโรคหัวใจ

6 work_type polynominal ประเภทงานของผู้ป่วย

7 avg_glucose_level real ระดับน้ำ�ตาลในเลือด

8 bmi real ค่าดัชนีที่ใช้ชี้วัดความสมดุลของน้ำ�หนักตัว

9 smoking_status polynominal สถานะการสูบบุหรี่ขอผู้ป่วย

10 stroke (Label) binominal สรุปผลโรคหลอดเลือดสมอง
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	 สำ�หรับเทคนิคการจำ�แนกประเภทข้อมูลท่ี
ใช้ในงานวิจัย ประกอบด้วย 4 เทคนิค ได้แก่ เทคนิค
นาอีฟเบย์ (Naïve Bayes) เทคนิคการเรียนรู้เชิงลึก 
(Deep Learning) เทคนิคต้นไม้ตัดสินใจ (Decision 
Tree) และเทคนิคต้นไม้แบบสุ่ม (Random Forest) 
ซึ่งมีรายละเอียด ดังนี้ 

		  6.4.1 เทคนคินาอฟีเบย ์(Naïve Bayes) 
เปน็เทคนคิทีใ่ชท้ฤษฎคีวามนา่จะเปน็ตามกฎของเบย ์
(Bayes’ Theorem) (รุ่งโรจน์ บุญมา และ นิเวศ  
จริะวิชติชยั, 2562) เพือ่หาสมมตฐิานใดนา่จะถกูตอ้ง
ที่สุด โดยใช้ความรู้ก่อนหน้า (Prior Knowledge) 
ได้แก่ ความน่าจะเป็นก่อนหน้าสำ�หรับสมมติฐาน
หนึ่งๆ ร่วมกับข้อมูล เช่น ความน่าจะเป็นที่สังเกตได้
สำ�หรับสมมติฐานหนึ่งๆ เพื่อหาสมมติฐานที่ดีที่สุด 
การเรียนรู้แบบเบย์อาศัยหลักการของการคำ�นวณ
ความน่าจะเป็นของแต่ละสมมติฐาน ในที่นี่คือคลาส
เปา้หมายหรอืผลลพัธก์ารทำ�นายโดยการเรยีนรูแ้บบ
เบย์เป็นการเรียนรู้เพิ่มได้ เนื่องจากตัวอย่างใหม่ที่
ได้มาถูกนำ�มาปรับเปลี่ยนการแจกแจงซึ่งมีผลต่อ
การเพิ่มหรือลดความน่าจะเป็นทำ�ให้มีการเรียนรู้ 
ทีเ่ปลีย่นไป วธิกีารน้ีตัวแบบจะถกูปรบัเปลีย่นไปตาม
ตัวอย่างใหม่ที่ได้โดยผนวกกับความรู้เดิมที่มี ซึ่งการ
ทำ�นายค่าคลาสเป้าหมายของตัวอย่างใช้ความน่าจะ
เป็นมากท่ีสุดของทุกสมมติฐานจากทฤษฎีของเบย์ 
เราสามารถคำ�นวณความน่าจะเป็นของสมมติฐาน
ต่างๆ โดยใช้สมการ ดังสมการ (1)

 
(1)

	 เมื่อ

	 P(h) คือ ความน่าจะเป็นก่อนหน้าของ
สมมติฐาน h

	 P(D) คือ ความน่าจะเป็นก่อนหน้าของชุด
ข้อมูลตัวอย่าง D

	 P(h|D) คือ ความน่าจะเป็นแบบมีเงื่อน 
ของสมมติฐาน h ภายใต้ข้อมูล D

	 P(D|h) คือ ความน่าจะเป็นแบบมีเงื่อนไข
ของชุดข้อูมล D ภายใตสมมติฐาน h

	 ความน่าจะเป็นที่ h เกิดก่อน และ D เกิด
ตามมาความ น่าจะเป็นที่ D และ h เกิดร่วมกัน โดย
ใช้สมการ เนอีฟเบย์ ดังสมการ (2)

(2)

	 6.4.2 เทคนิคการเรียนรู้เชิงลึก (Deep 
Learning) เป็นเทคนิคในกลุ่มโครงข่ายประสาท
เทียม (Artificial Neural Network: ANN) ที่มี
โครงสรา้งขนาดใหญป่ระกอบด้วยนวิรอนและช้ันซอ่น 
จํานวนมากเป็นอัลกอริทึมที่ถูกสร้างขึ้นมาเพื่อการ
เรียนรู้ของเครื่องจักรแต่ระดับ Hidden Layer ของ
การเรียนรู้เชิงลึกมีมากกว่า ANN ซึ่ง แต่ละเลเยอร์ 
จะเปรยีบเสมือนประกอบดว้ยเซลล์ประสาท (Neural) 
จํานวนมากที่มีหน้าที่ในการประมวลผลโดยเลเยอร์ 
แรกสุดจะทําหน้าที่ในการรับข้อมูล (Input Layer)  
และส่งข้อมูลที่ประมวลผลเสร็จแล้วไปยังเลเยอร์ 
สดุทา้ย (Output Layer) การสง่ขอ้มลูแบบนีม้ขีอ้ดีคอื 
แต่ละเลเยอร์อาจทําให้มีค่าถ่วงนํ้าหนัก(Weight) ค่า
ความเอนเอียงของข้อมูล (Bias) และวิธีการประมวล
ผลทางคณิตศาสตร์ (Activation Function) เป็นอสิระ
ต่อกันถ้าป้อนข้อมูลเข้าไปให้กับโมเดลมากเท่าไหร่
แต่ละเลเยอร์ก็จะสามารถสกัดคุณลักษณะที่มีความ
ซับซ้อนมากขึ้นทําให้ระบบสามารถตัดสินใจได้ใกล้
เคียงกับมนุษย์มากยิ่งขึ้น (สมศักดิ์ ศรีสวการย์ และ
สมัย ศรีสวย, 2563) ดังภาพประกอบ 4

 
 

  

 

 

 

 

 

 

 

 

 

 

 

ภาพประกอบ 3 แสดงขั้นตอนการสรางโมเดลการวดัประสิทธิภาพโมเดล 

 

สําหรับเทคนิคการจําแนกประเภทขอมูลที่ ใช ในงานวิจัย 

ประกอบดวย 4 เทคนิค ไดแก เทคนิคนาอีฟเบย (Naïve Bayes) 

เทคนิคการเรียนรู เชิ ง ลึก (Deep Learning) เทคนิคตนไม

ตัดสินใจ (Decision Tree) และเทคนิคตนไมแบบสุม (Random 

Forest) ซ่ึงมีรายละเอียด ดังน้ี  

 6.4.1 เทคนิคนาอีฟเบย (Naïve Bayes) เปนเทคนิคที่ ใช

ทฤษฎีความนาจะเปนตามกฎของเบย (Bayes’ Theorem) 

(รุ ง โรจน  บุญมา และ นิเวศ จิระ วิชิตชัย , 2562)  เพื่อหา

สมมติฐานใดนาจะถูกตองที่สุด โดยใชความรูกอนหนา  (Prior 

Knowledge) ไดแก ความนาจะเปนกอนหนาสําหรับสมมติฐาน

หน่ึง ๆ รวมกับขอมูล เชน ความนาจะเปนที่สังเกตไดสําหรับ

สมมติฐานหน่ึง ๆ เพื่อหาสมมติฐานที่ดีที่สุด การเรียนรูแบบเบย

อาศัยหลักการของการคํานวณความนาจะเปนของแตละ

สมมติฐาน ในที่น่ีคือคลาสเปาหมายหรือผลลัพธการทํานายโดย

การเรียนรูแบบเบยเปนการเรียนรูเพิ่มได เน่ืองจากตัวอยางใหมที่

ไดมาถูกนํามาปรับเปล่ียนการแจกแจงซ่ึงมีผลตอการเพิ่มหรือลด

ความนาจะเปนทําใหมีการเรียนรูที่เปล่ียนไป วิธีการน้ีตัวแบบจะ

ถูกปรับเปล่ียนไปตามตัวอยางใหมที่ไดโดยผนวกกับความรูเดิมที่

มี  ซ่ึงการทํานายคาคลาสเปาหมายของตัวอยางใชความนาจะ

เปนมากที่สุดของทุกสมมติฐานจากทฤษฎีของเบย เราสามารถ

คํานวณความนาจะเปนของสมมติฐานตาง ๆ โดยใชสมการ ดัง

สมการ (1) 
 

P(h|D) =  
P(D|h)P(h)

P(D)  

 

เม่ือ  P(h)  คือ  ความนาจะเปนกอนหนาของสมมติฐาน h 

      P(D)  คือ  ความนาจะเปนกอนหนาของชุดขอมูลตัวอยาง D 

 P(h|D) คือ ความนาจะเปนแบบมีเงื่อนของสมมติฐาน h 

ภายใตขอมูล D 

 P(D|h) คือ ความนาจะเปนแบบมีเงื่อนไขของชุดขอูมล D 

ภายใตสมมตฐิาน h 

ความนาจะเปนที่ h  เกิดกอน  และ  D  เกิดตามมาความ    

นาจะเปนที่ D และ h เกิดรวมกัน โดยใชสมการ เนอีฟเบย ดัง

สมการ (2) 

P(h|D) =  
P(h ∩ D)

P(D)  

 

 6.4.2 เทคนิคการเรียนรู เ ชิ ง ลึก (Deep Learning) เปน

เทคนิคในกลุมโครงขายประสาทเทียม (Artificial Neural 

Network: ANN) ที่มีโครงสรางขนาดใหญประกอบดวยนิวรอน

และชั้นซอนจํานวนมากเปนอัลกอริทึมที่ถูกสรางขึ้นมาเพื่อการ

เรียนรูของเครื่องจักรแตระดับ Hidden Layer ของการเรียนรู

เชิงลึกมีมากกวา ANN ซ่ึง แตละเลเยอรจะเปรียบ เส มือน

ประกอบดวยเซลลประสาท (Neural) จํานวนมากที่มีหนาที่ใน

การประมวลผลโดยเลเยอรแรกสุดจะทําหนาที่ในการรับขอมูล 

(Input Layer) และสงขอมูลที่ประมวลผลเสร็จแลวไปยังเลเยอร

สุดทาย (Output Layer) การสงขอมูลแบบน้ีมีขอดีคือ แตละเล

เยอรอาจทําใหมีคาถวงน้ําหนัก(Weight) คาความเอนเอียงของ

ข อ มู ล  (Bias) และ วิ ธี ก า ร ป ร ะมวลผลทางคณิต ศาสตร  

(Activation Function) เปนอิสระตอกันถาปอนขอมูลเขาไป

ให กับโมเดลมากเทาไหรแตละเลเยอร ก็จะสามารถส กัด

คุณลักษณะที่มีความซับซอนมากขึ้นทําใหระบบสามารถตัดสินใจ

ไดใกลเคียงกับมนุษยมากยิ่งขึ้น (สมศักดิ์ ศรีสวการย และสมัย 

ศรีสวย, 2563) ดังภาพประกอบ 4 

(2) 

(1) 
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สําหรับเทคนิคการจําแนกประเภทขอมูลที่ ใช ในงานวิจัย 

ประกอบดวย 4 เทคนิค ไดแก เทคนิคนาอีฟเบย (Naïve Bayes) 

เทคนิคการเรียนรู เชิ ง ลึก (Deep Learning) เทคนิคตนไม

ตัดสินใจ (Decision Tree) และเทคนิคตนไมแบบสุม (Random 

Forest) ซ่ึงมีรายละเอียด ดังน้ี  

 6.4.1 เทคนิคนาอีฟเบย (Naïve Bayes) เปนเทคนิคที่ ใช

ทฤษฎีความนาจะเปนตามกฎของเบย (Bayes’ Theorem) 

(รุ ง โรจน  บุญมา และ นิเวศ จิระ วิชิตชัย , 2562)  เพื่อหา

สมมติฐานใดนาจะถูกตองที่สุด โดยใชความรูกอนหนา  (Prior 

Knowledge) ไดแก ความนาจะเปนกอนหนาสําหรับสมมติฐาน

หน่ึง ๆ รวมกับขอมูล เชน ความนาจะเปนที่สังเกตไดสําหรับ

สมมติฐานหน่ึง ๆ เพื่อหาสมมติฐานที่ดีที่สุด การเรียนรูแบบเบย

อาศัยหลักการของการคํานวณความนาจะเปนของแตละ

สมมติฐาน ในที่น่ีคือคลาสเปาหมายหรือผลลัพธการทํานายโดย

การเรียนรูแบบเบยเปนการเรียนรูเพิ่มได เน่ืองจากตัวอยางใหมที่

ไดมาถูกนํามาปรับเปล่ียนการแจกแจงซ่ึงมีผลตอการเพิ่มหรือลด

ความนาจะเปนทําใหมีการเรียนรูที่เปล่ียนไป วิธีการน้ีตัวแบบจะ

ถูกปรับเปล่ียนไปตามตัวอยางใหมที่ไดโดยผนวกกับความรูเดิมที่

มี  ซ่ึงการทํานายคาคลาสเปาหมายของตัวอยางใชความนาจะ

เปนมากที่สุดของทุกสมมติฐานจากทฤษฎีของเบย เราสามารถ

คํานวณความนาจะเปนของสมมติฐานตาง ๆ โดยใชสมการ ดัง

สมการ (1) 
 

P(h|D) =  
P(D|h)P(h)

P(D)  

 

เม่ือ  P(h)  คือ  ความนาจะเปนกอนหนาของสมมติฐาน h 

      P(D)  คือ  ความนาจะเปนกอนหนาของชุดขอมูลตัวอยาง D 

 P(h|D) คือ ความนาจะเปนแบบมีเงื่อนของสมมติฐาน h 

ภายใตขอมูล D 

 P(D|h) คือ ความนาจะเปนแบบมีเงื่อนไขของชุดขอูมล D 

ภายใตสมมตฐิาน h 

ความนาจะเปนที่ h  เกิดกอน  และ  D  เกิดตามมาความ    

นาจะเปนที่ D และ h เกิดรวมกัน โดยใชสมการ เนอีฟเบย ดัง

สมการ (2) 

P(h|D) =  
P(h ∩ D)

P(D)  

 

 6.4.2 เทคนิคการเรียนรู เ ชิ ง ลึก (Deep Learning) เปน

เทคนิคในกลุมโครงขายประสาทเทียม (Artificial Neural 

Network: ANN) ที่มีโครงสรางขนาดใหญประกอบดวยนิวรอน

และชั้นซอนจํานวนมากเปนอัลกอริทึมที่ถูกสรางขึ้นมาเพื่อการ

เรียนรูของเครื่องจักรแตระดับ Hidden Layer ของการเรียนรู

เชิงลึกมีมากกวา ANN ซ่ึง แตละเลเยอรจะเปรียบ เส มือน

ประกอบดวยเซลลประสาท (Neural) จํานวนมากที่มีหนาที่ใน

การประมวลผลโดยเลเยอรแรกสุดจะทําหนาที่ในการรับขอมูล 

(Input Layer) และสงขอมูลที่ประมวลผลเสร็จแลวไปยังเลเยอร

สุดทาย (Output Layer) การสงขอมูลแบบน้ีมีขอดีคือ แตละเล

เยอรอาจทําใหมีคาถวงน้ําหนัก(Weight) คาความเอนเอียงของ

ข อ มู ล  (Bias) และ วิ ธี ก า ร ป ร ะมวลผลทางคณิต ศาสตร  

(Activation Function) เปนอิสระตอกันถาปอนขอมูลเขาไป

ให กับโมเดลมากเทาไหรแตละเลเยอร ก็จะสามารถส กัด

คุณลักษณะที่มีความซับซอนมากขึ้นทําใหระบบสามารถตัดสินใจ

ไดใกลเคียงกับมนุษยมากยิ่งขึ้น (สมศักดิ์ ศรีสวการย และสมัย 

ศรีสวย, 2563) ดังภาพประกอบ 4 

(2) 

(1) 



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 4(2): 2565
Journal of Applied Informatics and Technology, 4(2): 202294ประสิทธิภาพของเทคนิคเหมืองข้อมูลสำ�หรับพยากรณ์การเกิดโรคหลอดเลือดในสมอง

กิตติศักดิ์ ขำ�จิตร, ดารภา ใจคุ้มเก่า, วัชรพงษ์ ภูมิรัง, อาทิตยา สัตนาโค, อนุพงศ์ สุขประเสริฐ

		  6.4.3 เทคนคิต้นไมต้ดัสนิใจ (Decision  
Tree) เป็นเทคนิคในกลู่มการจำ�แนกประเภทข้อมูล
ซ่ึงจะจำ�ลองลักษณะกิ่งก้านของต้นไม้จะประกอบ
ด้วยโหนดแทนคุณลักษณะ และโหนดล่างสุดแทน
หมวดหมู่การสร้างกิ่งสาขาจะพิจารณาจากค่า 
ความจริงของคุณลักษณะ โดยค่าท่ีใช้จะมาจากการ
คำ�นวณจากค่า Information Gain การสร้างต้นไม้
ตัดสินใจ C4.5 ใช้ค่ามาตรฐานอัตราส่วนเกน (Gain 
Ratio) เพือ่เลอืกคณุลกัษณะท่ีจะใช้เป็นรากหรอืโหนด 
ถ้าให้ชุดข้อมูล M ประกอบด้วยค่าท่ีเป็นไปได้ คือ  
{m

1
, m

2
, ..., m

n
} และให้ความน่าจะเป็นที่จะเกิด

ค่า m
1
 มีค่าเท่ากับ P(m

i
) จะได้ว่าค่าเกนสารสนเทศ 

(Information Gain) ของ M เขียนแทนด้วย I(M) 
(เดช ธรรมศิริ และพยุง มีสัจ, 2556) คำ�นวณได้ดัง
สมการ (3) 

(3)

	 คาํนวนคา่มาตรฐานอัตราสว่นเกน (Gain ratio) 
ได้จาก Gain Ratio = Gain – Split Information 
ท้ายสดุจงึเลอืกคา่ Gain ratio สงูสดุเป็นคณุลกัษณะ
เริ่มต้น และเลือกคุณสมบัติถัดไปตามค่า Gain ratio 

นอ้ยลงตามลาํดบั (วชัรวีรรณ จติตส์กลุ และ สนุนัฑา 
สดสี, 2560)

		  6.4.4 เทคนคิตน้ไมแ้บบสุม่ (Random 
Forest) เป็นอัลกอริทึมประเภท หนึ่งของอัลกอริ
ทึมต้นไม้ตัดสินใจที่มีลักษณะแบบ Unpruned หรือ 
Regression Trees ซึง่ถกูสรา้งจากการนำ�ข้อมลูไปสุม่
เลือกตัวอย่างข้อมูล หลักการของ Random Forest 
คอื สรา้ง model จาก Decision Tree หลายๆ model 
(ตั้งแต่ 10 model ถึง มากกว่า 1000 model) โดย
แตล่ะ model จะไดร้บั data set ไมเ่หมอืนกัน ซึง่เปน็ 
subset ของ data set ทั้งหมด ตอนทำ� prediction 
ก็ให้แต่ละ Decision Tree ทำ� prediction แต่ละตัว 
และคำ�นวณผล prediction ด้วยการ vote output  
ที่ถูกเลือกโดย Decision Tree มากที่สุด หรือ หา
ค่าเฉลี่ยจาก output ของแต่ละ Decision Tree 
(กรณี regression) Decision Tree แต่ละ model 
ใน Random Forest ถือว่าเป็น weak learner  
เป็น model ที่ไม่เก่งเท่าไหร่ แต่เม่ือนำ�เอาแต่ละ 
Decision Tree มาทำ�การพยากรณ์ร่วมกัน ก็จะได้ 
model ทีม่คีวามเกง่ และแมน่ยำ�มากกวา่ Decision 
Tree ทีท่ำ�การพยากรณแ์บบเดีย่ว (ปยิวรรณ นลิถนอม 
และคณะ, 2563)

	 6.5 การประเมินผล (Evaluation) สำ�หรับ
การประเมินผลเพ่ือทดสอบประสิทธิภาพของการ
สรา้งแบบจำ�ลองการพยากรณก์ารเกดิโรคหลอดเลอืด
ในสมอง ได้ทำ�การแบ่งข้อมูลออกเป็น 2 ส่วน ด้วย
วิธี Cross Validation คือ ส่วนสำ�หรับสร้างตัวแบบ 
(training set) และสว่นสำ�หรบัการทดสอบ (testing 
set) โดยมีการแบ่งข้อมูลออกเป็น 10 ส่วน (10-fold 
cross validation) วัดค่าประสิทธิภาพของการ
จำ�แนกประเภทข้อมลู ดว้ย คา่ความแมน่ (Accuracy)  
ค่าประสิทธิภาพโดยรวม (F-measure) และค่า 
ความไว (Sensitivity) โดยมผีลการทดสอบประสิทธภิาพ 
แสดงจากภาพประกอบ 5-7 ดังนี้

 
 

  

 
 

ภาพประกอบ 4 แสดงโครงขายประสาทเทียมแบบเชิงลึก  

 

 6.4.3 เทคนิคตนไมตัดสินใจ (Decision Tree) เปนเทคนิคใน

กลูมการจําแนกประเภทขอมูลซ่ึงจะจําลองลักษณะก่ิงกานของ

ตนไมจะประกอบดวยโหนดแทนคุณลักษณะ และโหนดลางสุด

แทนหมวดหมูการสรางก่ิงสาขาจะพิจารณาจากคาความจริงของ

คุณลักษณะ โดยค าที่ ใ ช จะ มาจากการคํ านวณ จ า กค า 

Information Gain การสรางตนไมตัดสินใจ C4.5 ใชคามาตรฐาน

อัตราสวนเกน (Gain Ratio) เพื่อเลือกคุณลักษณะที่จะใชเปน

รากหรือโหนด ถาใหชุดขอมูล M ประกอบดวยคาที่เปนไปได  คือ 

{m1, m2, ..., mn} และใหความนาจะเปนที่จะเกิดคา m1 มีคา

เทากับ P(mi) จะไดวาคาเกนสารสนเทศ (Information  Gain) 

ของ M เขียนแทนดวย I(M) (เดช ธรรมศิริ และพยุง มีสัจ, 2556) 

คํานวณไดดังสมการ (3)  

 
          I(M) =  ∑ −P(m�) log� P(m�)�

���  
 

คํานวนคามาตรฐานอัตราสวนเกน (Gain ratio) ไดจาก Gain 

Ratio = Gain – Split Information ทายสุดจึงเลือกคา Gain 

ratio สูงสุดเปนคุณลักษณะเริม่ตน และเลือกคุณสมบัติถัดไปตาม

คา Gain ratio นอยลงตามลําดับ (วัชรีวรรณ จิตตสกุล และ 

สุนันฑา สดสี, 2560) 

 

 6 .4 .4  เทค นิคตนไม แบบ สุ ม  (Random Forest)  เปน

อัลกอริทึมประเภท หน่ึงของอัลกอริทึมตนไมตัดสินใจที่มีลักษณะ

แบบ Unpruned หรือ Regression Trees ซ่ึงถูกสรางจากการ

นําขอมูลไปสุมเลือกตัวอยางขอมูล  หลักการของ Random 

Forest คือ สราง model จาก Decision Tree หลายๆ model 

(ตั้ งแต  10 model ถึ ง  มากกวา 1000 model) โดยแตละ 

model จะไดรับ data set ไมเหมือนกัน ซ่ึงเปน subset ของ 

data set ทั้งหมด ตอนทํา prediction ก็ใหแตละ Decision 

Tree ทํา prediction แตละตัว และคํานวณผล prediction ดวย

การ vote output ที่  ถูกเลือกโดย Decision Tree มากที่ สุด 

หรือ หาคาเฉล่ียจาก output ของแตละ Decision Tree (กรณี 

regression) Decision Tree แ ต ล ะ  model ใ น  Random 

Forest ถือวาเปน weak learner เปน model ที่ไมเกงเทาไหร  

แตเม่ือนําเอาแตละ Decision Tree มาทําการพยากรณรวมกัน 

ก็จะได model ที่มีความเกง และแมนยํามากกวา Decision 

Tree ที่ทําการพยากรณแบบเดี่ยว (ปยวรรณ นิลถนอม และคณะ

, 2563) 

 

6.5. การประเมินผล (Evaluation) สําหรับการประเมินผลเพื่อ

ทดสอบประสิทธิภาพของการสรางแบบจําลองการพยากรณการ

เกิดโรคหลอดเลือดในสมอง ไดทําการแบงขอมูลออกเปน 2 สวน 

ด วย วิ ธี  Cross Validation คื อ  ส วน สําหรับ สร าง ตั ว แบบ 

(training set) และสวนสําหรับการทดสอบ (testing set) โดยมี

การแบงขอมูลออกเปน 10 สวน (10-fold cross validation) 

วัดคาประสิทธิภาพของการจําแนกประเภทขอมูล ดวย คาความ

แมน (Accuracy) คาประสิทธิภาพโดยรวม (F- measure) และ

คาความไว (Sensitivity) โดยมีผลการทดสอบประสิทธิภาพ 

แสดงจากภาพประกอบ 5-7 ดังน้ี 

 

 
ภาพประกอบ 5 แสดงการเปรียบเทียบประสิทธิภาพการจําแนกประเภท

ขอมูลดวยคาความแมน (Accuracy) 

 

(3) 
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เทากับ P(mi) จะไดวาคาเกนสารสนเทศ (Information  Gain) 
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          I(M) =  ∑ −P(m�) log� P(m�)�
���  

 

คํานวนคามาตรฐานอัตราสวนเกน (Gain ratio) ไดจาก Gain 

Ratio = Gain – Split Information ทายสุดจึงเลือกคา Gain 

ratio สูงสุดเปนคุณลักษณะเริม่ตน และเลือกคุณสมบัติถัดไปตาม

คา Gain ratio นอยลงตามลําดับ (วัชรีวรรณ จิตตสกุล และ 

สุนันฑา สดสี, 2560) 
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นําขอมูลไปสุมเลือกตัวอยางขอมูล  หลักการของ Random 

Forest คือ สราง model จาก Decision Tree หลายๆ model 

(ตั้ งแต  10 model ถึ ง  มากกวา 1000 model) โดยแตละ 

model จะไดรับ data set ไมเหมือนกัน ซ่ึงเปน subset ของ 

data set ทั้งหมด ตอนทํา prediction ก็ใหแตละ Decision 

Tree ทํา prediction แตละตัว และคํานวณผล prediction ดวย

การ vote output ที่  ถูกเลือกโดย Decision Tree มากที่ สุด 

หรือ หาคาเฉล่ียจาก output ของแตละ Decision Tree (กรณี 

regression) Decision Tree แ ต ล ะ  model ใ น  Random 

Forest ถือวาเปน weak learner เปน model ที่ไมเกงเทาไหร  

แตเม่ือนําเอาแตละ Decision Tree มาทําการพยากรณรวมกัน 

ก็จะได model ที่มีความเกง และแมนยํามากกวา Decision 

Tree ที่ทําการพยากรณแบบเดี่ยว (ปยวรรณ นิลถนอม และคณะ

, 2563) 

 

6.5. การประเมินผล (Evaluation) สําหรับการประเมินผลเพื่อ

ทดสอบประสิทธิภาพของการสรางแบบจําลองการพยากรณการ

เกิดโรคหลอดเลือดในสมอง ไดทําการแบงขอมูลออกเปน 2 สวน 

ด วย วิ ธี  Cross Validation คื อ  ส วน สําหรับ สร าง ตั ว แบบ 

(training set) และสวนสําหรับการทดสอบ (testing set) โดยมี

การแบงขอมูลออกเปน 10 สวน (10-fold cross validation) 

วัดคาประสิทธิภาพของการจําแนกประเภทขอมูล ดวย คาความ

แมน (Accuracy) คาประสิทธิภาพโดยรวม (F- measure) และ

คาความไว (Sensitivity) โดยมีผลการทดสอบประสิทธิภาพ 

แสดงจากภาพประกอบ 5-7 ดังน้ี 

 

 
ภาพประกอบ 5 แสดงการเปรียบเทียบประสิทธิภาพการจําแนกประเภท

ขอมูลดวยคาความแมน (Accuracy) 

 

(3) 

ภาพประกอบ 4 แสดงโครงข่ายประสาทเทียม 
แบบเชิงลึก



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 4(2): 2565
Journal of Applied Informatics and Technology, 4(2): 202295ประสิทธิภาพของเทคนิคเหมืองข้อมูลสำ�หรับพยากรณ์การเกิดโรคหลอดเลือดในสมอง

กิตติศักดิ์ ขำ�จิตร, ดารภา ใจคุ้มเก่า, วัชรพงษ์ ภูมิรัง, อาทิตยา สัตนาโค, อนุพงศ์ สุขประเสริฐ

	 จากภาพประกอบ 5 แสดงการเปรยีบเทยีบ
ประสิทธิภาพการจำ�แนกประเภทข้อมลูดว้ยคา่ความแมน่  
(Accuracy) โดยใชเ้ทคนคินาอฟีเบย ์(Naive Bayes) 
เทคนิคการเรียนรู้เชิงลึก (Deep Learning) เทคนิค
ต้นไม้ตัดสินใจ (Decision Tree) และเทคนิค 
ต้นไม้แบบสุ่ม (Random Forest) ในการพยากรณ์ 
การเกิดโรคผลปรากฏว่าในข้อมูลการเกิดโรคหลอด
เลอืดในสมอง พบว่า เทคนคิการเรยีนรูเ้ชงิลกึสามารถ
สร้างแบบจำ�ลองได้ค่าความแม่น ในการพยากรณ์ 
สูงที่สุดเท่ากับ 95.11% เทคนิคต้นไม้ตัดสินใจให้ค่า
ความแม่น เทา่กบั 94.81% เทคนคิ เทคนคิตน้ไมแ้บบ
สุ่ม ให้ค่าความแม่น เท่ากับ 95.09% และคือเทคนิค
นาอฟีเบย ์ใหค้า่ความแม่น เทา่กบั 89.82% ตามลำ�ดับ

	 จากภาพประกอบ 6 แสดงการเปรียบ
เทยีบประสทิธภิาพการจำ�แนกประเภทขอ้มลูดว้ยคา่
ประสิทธิภาพโดยรวม (F-measure) โดยใช้เทคนิค
นาอีฟเบย์ (Naive Bayes) เทคนิคการเรียนรู้เชิงลึก 
(Deep Learning) เทคนิคต้นไม้ตัดสินใจ (Decision 
Tree) และ เทคนคิตน้ไมแ้บบสุม่ (Random Forest) 
ในการพยากรณก์ารเกิดโรคผลปรากฏวา่ในขอ้มลูการ
เกดิโรคหลอดเลอืดในสมอง พบวา่ เทคนคิการเรยีนรู้ 
เชิงลึก สามารถสร้างแบบจำ�ลองได้ค่าประสิทธิภาพ 
โดยรวม ในการพยากรณ์สูงที่สุดเท่ากับ 97.49%  

เทคนคิตน้ไมต้ดัสนิใจ ใหค้า่ประสทิธภิาพโดยรวม เทา่กบั 
97.33% เทคนิคต้นไม้แบบสุ่ม ให้ค่าประสิทธิภาพ
โดยรวม เท่ากับ 97.48% และน้อยที่สุดคือเทคนิค 
นาอฟีเบย์ ใหค้า่ประสิทธิภาพโดยรวม เท่ากับ 94.56%

	 ภาพประกอบ 7 แสดงการเปรียบเทียบ
ประสทิธภิาพการจำ�แนกประเภทขอ้มูลดว้ยคา่ความไว  
(Sensitivity) โดยใชเ้ทคนคินาอฟีเบย ์(Naive Bayes) 
เทคนิคการเรียนรู้เชิงลึก (Deep Learning) เทคนิค
ต้นไม้ตัดสินใจ (Decision Tree) และเทคนิคต้นไม้
แบบสุ่ม (Random Forest) ในการพยากรณ์การ

 
 

  

 

 จากภาพประกอบ 5 แสดงการเปรียบเทียบประสิทธิภาพการ

จําแนกประเภทขอมูลดวยคาความแมน (Accuracy) โดยใช

เทคนิคนาอีฟเบย (Naive Bayes) เทคนิคการเรียนรู เชิ ง ลึก 

(Deep Learning) เทคนิคตนไมตัดสินใจ (Decision Tree) และ 

เทคนิคเทคนิคตนไมแบบสุม (Random Forest) ในการพยากรณ

การเกิดโรคผลปรากฏวาในขอมูลการเกิดโรคหลอดเลือดในสมอง 

พบวา เทคนิคการเรียนรูเชิงลึกสามารถสรางแบบจําลองไดคา

ความแมน ในการพยากรณสูงที่สุดเทากับ 95.11% เทคนิคตนไม

ตัดสินใจใหคาความแมน  เทากับ  94.81% เทคนิค เทคนิคตนไม

แบบสุม ใหคาความแมน เทากับ 95.09% และคือเทคนิคนาอีฟ

เบย ใหคาความแมน เทากับ 89.82% ตามลําดับ 

 
ภาพประกอบ 6 แสดงการเปรียบเทียบประสิทธิภาพการจําแนกประเภท

ขอมูลดวยคาประสิทธิภาพโดยรวม (F-measure) 

 

 จากภาพประกอบ 6 แสดงการเปรียบเทียบประสิทธิภาพการ

จําแนกประเภทขอมูลดวยคาประสิทธิภาพโดยรวม (F-measure) 

โดยใชเทคนิคนาอีฟเบย (Naive Bayes) เทคนิคการเรียนรูเชิงลึก 

(Deep Learning) เทคนิคตนไมตัดสินใจ (Decision Tree) และ 

เทคนิคตนไมแบบสุม (Random Forest) ในการพยากรณการ

เกิดโรคผลปรากฏวาในขอมูลการเกิดโรคหลอดเลือดในสมอง 

พบวา เทคนิคการเรียนรูเชิงลึก สามารถสรางแบบจําลองไดคา

ประสิทธิภาพโดยรวม  ในการพยากรณสูงที่สุดเทากับ 97.49% 

เทคนิคตนไมตัดสินใจ ใหคาประสิทธิภาพโดยรวม เทากับ  

97.33% เทคนิคตนไมแบบสุม ใหคาประสิทธิภาพโดยรวม 

เทากับ 97.48% และนอยที่ สุดคือเทคนิคนาอีฟเบย ใหคา

ประสิทธิภาพโดยรวม เทากับ 94.56% 

 

 
ภาพประกอบ 7 แสดงการเปรียบเทียบประสิทธิภาพการจําแนกประเภท

ขอมูลดวยคาความไว (Sensitivity) 

ภาพประกอบ 7 แสดงการเปรียบเทียบประสิทธิภาพการ

จําแนกประเภทขอมูลดวยคาความไว (Sensitivity) โดยใช

เทคนิคนาอีฟเบย (Naive Bayes) เทคนิคการเรียนรู เชิ ง ลึก 

(Deep Learning) เทคนิคตนไมตัดสินใจ (Decision Tree) และ

เทคนิคตนไมแบบสุม (Random Forest) ในการพยากรณการ

เกิดโรคผลปรากฏวาในขอมูลการเกิดโรคหลอดเลือดในสมอง 

พบวา เทคนิคการเรียนรูเชิงลึก สามารถสรางแบบจําลองที่คา

ความไว ในการพยากรณสูงที่สุดเทากับ 99.98% เทคนิคตนไม

ตัดสินใจ ใหคาความไว เทากับ  99.53% เทคนิคตนไมแบบสุม 

ใหคาความไว  เทากับ 97.48% และนอยที่สุดคือเทคนิคนาอีฟ

เบย ใหคาความไว เทากับ 97.48% 

 

6.5. การนําไปใชงาน (Deployment) 

    เม่ือทําการวิเคราะหตามกระบวนการมาตรฐานในการทํา

เหมืองขอมูลทั้ง 5 ขั้นตอนแลว พบวาเทคนิคการจําแนกประเภท

ขอมูลดวยเทคนิคการเรียนรู เชิ งลึก (Deep Learning) เปน

เทคนิคที่มีความเหมาะสมที่สุดในการสรางแบบจําลองสําหรับ

การพยากรณการเกิดโรคหลอดเลือดสมอง เน่ืองจากในการ

ทดสอบประสิทธิภาพของแบบจําลอง คาความแมน (Accuracy) 

ของเทคนิค 3 เทคนิคมีความใกลเคียงกัน ไดแก เทคนิคการ

เรียนรูเชิงลึก ใหเทาความแมนเทากับ 95.17% เทคนิคตนไม

แบบสุม (Random Forest)  ใหคาความแมนเทากับ 95.09% 

และเทคนิคตนไมตัดสินใจ (Decision Tree)  ใหคาความแมน

เทากับ 94.81% ดังน้ัน ผูวิจัยจึงเลือก เทคนิคการเรียนรูเชิงลึก 

เน่ืองจากเม่ือเปรียบเทียบกับสองเทคนิคแลวคาประสิทธิภาพไม

ตางกันมาก เน่ืองจากเปนเทคนิคที่ไมมีความซับซอนในการ

 
 

  

 

 จากภาพประกอบ 5 แสดงการเปรียบเทียบประสิทธิภาพการ

จําแนกประเภทขอมูลดวยคาความแมน (Accuracy) โดยใช

เทคนิคนาอีฟเบย (Naive Bayes) เทคนิคการเรียนรู เชิ ง ลึก 

(Deep Learning) เทคนิคตนไมตัดสินใจ (Decision Tree) และ 

เทคนิคเทคนิคตนไมแบบสุม (Random Forest) ในการพยากรณ

การเกิดโรคผลปรากฏวาในขอมูลการเกิดโรคหลอดเลือดในสมอง 

พบวา เทคนิคการเรียนรูเชิงลึกสามารถสรางแบบจําลองไดคา

ความแมน ในการพยากรณสูงที่สุดเทากับ 95.11% เทคนิคตนไม

ตัดสินใจใหคาความแมน  เทากับ  94.81% เทคนิค เทคนิคตนไม

แบบสุม ใหคาความแมน เทากับ 95.09% และคือเทคนิคนาอีฟ

เบย ใหคาความแมน เทากับ 89.82% ตามลําดับ 

 
ภาพประกอบ 6 แสดงการเปรียบเทียบประสิทธิภาพการจําแนกประเภท

ขอมูลดวยคาประสิทธิภาพโดยรวม (F-measure) 

 

 จากภาพประกอบ 6 แสดงการเปรียบเทียบประสิทธิภาพการ

จําแนกประเภทขอมูลดวยคาประสิทธิภาพโดยรวม (F-measure) 

โดยใชเทคนิคนาอีฟเบย (Naive Bayes) เทคนิคการเรียนรูเชิงลึก 

(Deep Learning) เทคนิคตนไมตัดสินใจ (Decision Tree) และ 

เทคนิคตนไมแบบสุม (Random Forest) ในการพยากรณการ

เกิดโรคผลปรากฏวาในขอมูลการเกิดโรคหลอดเลือดในสมอง 

พบวา เทคนิคการเรียนรูเชิงลึก สามารถสรางแบบจําลองไดคา

ประสิทธิภาพโดยรวม  ในการพยากรณสูงที่สุดเทากับ 97.49% 

เทคนิคตนไมตัดสินใจ ใหคาประสิทธิภาพโดยรวม เทากับ  

97.33% เทคนิคตนไมแบบสุม ใหคาประสิทธิภาพโดยรวม 

เทากับ 97.48% และนอยที่ สุดคือเทคนิคนาอีฟเบย ใหคา

ประสิทธิภาพโดยรวม เทากับ 94.56% 

 

 
ภาพประกอบ 7 แสดงการเปรียบเทียบประสิทธิภาพการจําแนกประเภท

ขอมูลดวยคาความไว (Sensitivity) 

ภาพประกอบ 7 แสดงการเปรียบเทียบประสิทธิภาพการ

จําแนกประเภทขอมูลดวยคาความไว (Sensitivity) โดยใช

เทคนิคนาอีฟเบย (Naive Bayes) เทคนิคการเรียนรู เชิ ง ลึก 

(Deep Learning) เทคนิคตนไมตัดสินใจ (Decision Tree) และ

เทคนิคตนไมแบบสุม (Random Forest) ในการพยากรณการ

เกิดโรคผลปรากฏวาในขอมูลการเกิดโรคหลอดเลือดในสมอง 

พบวา เทคนิคการเรียนรูเชิงลึก สามารถสรางแบบจําลองที่คา

ความไว ในการพยากรณสูงที่สุดเทากับ 99.98% เทคนิคตนไม

ตัดสินใจ ใหคาความไว เทากับ  99.53% เทคนิคตนไมแบบสุม 

ใหคาความไว  เทากับ 97.48% และนอยที่สุดคือเทคนิคนาอีฟ

เบย ใหคาความไว เทากับ 97.48% 

 

6.5. การนําไปใชงาน (Deployment) 

    เม่ือทําการวิเคราะหตามกระบวนการมาตรฐานในการทํา

เหมืองขอมูลทั้ง 5 ขั้นตอนแลว พบวาเทคนิคการจําแนกประเภท

ขอมูลดวยเทคนิคการเรียนรู เชิ งลึก (Deep Learning) เปน

เทคนิคที่มีความเหมาะสมที่สุดในการสรางแบบจําลองสําหรับ

การพยากรณการเกิดโรคหลอดเลือดสมอง เน่ืองจากในการ

ทดสอบประสิทธิภาพของแบบจําลอง คาความแมน (Accuracy) 

ของเทคนิค 3 เทคนิคมีความใกลเคียงกัน ไดแก เทคนิคการ

เรียนรูเชิงลึก ใหเทาความแมนเทากับ 95.17% เทคนิคตนไม

แบบสุม (Random Forest)  ใหคาความแมนเทากับ 95.09% 

และเทคนิคตนไมตัดสินใจ (Decision Tree)  ใหคาความแมน

เทากับ 94.81% ดังน้ัน ผูวิจัยจึงเลือก เทคนิคการเรียนรูเชิงลึก 

เน่ืองจากเม่ือเปรียบเทียบกับสองเทคนิคแลวคาประสิทธิภาพไม

ตางกันมาก เน่ืองจากเปนเทคนิคที่ไมมีความซับซอนในการ

 
 

  

 
 

ภาพประกอบ 4 แสดงโครงขายประสาทเทียมแบบเชิงลึก  

 

 6.4.3 เทคนิคตนไมตัดสินใจ (Decision Tree) เปนเทคนิคใน

กลูมการจําแนกประเภทขอมูลซ่ึงจะจําลองลักษณะก่ิงกานของ

ตนไมจะประกอบดวยโหนดแทนคุณลักษณะ และโหนดลางสุด

แทนหมวดหมูการสรางก่ิงสาขาจะพิจารณาจากคาความจริงของ

คุณลักษณะ โดยค าที่ ใ ช จะ มาจากการคํ านวณ จ า กค า 

Information Gain การสรางตนไมตัดสินใจ C4.5 ใชคามาตรฐาน

อัตราสวนเกน (Gain Ratio) เพื่อเลือกคุณลักษณะที่จะใชเปน

รากหรือโหนด ถาใหชุดขอมูล M ประกอบดวยคาที่เปนไปได  คือ 

{m1, m2, ..., mn} และใหความนาจะเปนที่จะเกิดคา m1 มีคา

เทากับ P(mi) จะไดวาคาเกนสารสนเทศ (Information  Gain) 

ของ M เขียนแทนดวย I(M) (เดช ธรรมศิริ และพยุง มีสัจ, 2556) 

คํานวณไดดังสมการ (3)  

 
          I(M) =  ∑ −P(m�) log� P(m�)�

���  
 

คํานวนคามาตรฐานอัตราสวนเกน (Gain ratio) ไดจาก Gain 

Ratio = Gain – Split Information ทายสุดจึงเลือกคา Gain 

ratio สูงสุดเปนคุณลักษณะเริม่ตน และเลือกคุณสมบัติถัดไปตาม

คา Gain ratio นอยลงตามลําดับ (วัชรีวรรณ จิตตสกุล และ 

สุนันฑา สดสี, 2560) 

 

 6 .4 .4  เทค นิคตนไม แบบ สุ ม  (Random Forest)  เปน

อัลกอริทึมประเภท หน่ึงของอัลกอริทึมตนไมตัดสินใจที่มีลักษณะ

แบบ Unpruned หรือ Regression Trees ซ่ึงถูกสรางจากการ

นําขอมูลไปสุมเลือกตัวอยางขอมูล  หลักการของ Random 

Forest คือ สราง model จาก Decision Tree หลายๆ model 

(ตั้ งแต  10 model ถึ ง  มากกวา 1000 model) โดยแตละ 

model จะไดรับ data set ไมเหมือนกัน ซ่ึงเปน subset ของ 

data set ทั้งหมด ตอนทํา prediction ก็ใหแตละ Decision 

Tree ทํา prediction แตละตัว และคํานวณผล prediction ดวย

การ vote output ที่  ถูกเลือกโดย Decision Tree มากที่ สุด 

หรือ หาคาเฉล่ียจาก output ของแตละ Decision Tree (กรณี 

regression) Decision Tree แ ต ล ะ  model ใ น  Random 

Forest ถือวาเปน weak learner เปน model ที่ไมเกงเทาไหร  

แตเม่ือนําเอาแตละ Decision Tree มาทําการพยากรณรวมกัน 

ก็จะได model ที่มีความเกง และแมนยํามากกวา Decision 

Tree ที่ทําการพยากรณแบบเดี่ยว (ปยวรรณ นิลถนอม และคณะ

, 2563) 

 

6.5. การประเมินผล (Evaluation) สําหรับการประเมินผลเพื่อ

ทดสอบประสิทธิภาพของการสรางแบบจําลองการพยากรณการ

เกิดโรคหลอดเลือดในสมอง ไดทําการแบงขอมูลออกเปน 2 สวน 

ด วย วิ ธี  Cross Validation คื อ  ส วน สําหรับ สร าง ตั ว แบบ 

(training set) และสวนสําหรับการทดสอบ (testing set) โดยมี

การแบงขอมูลออกเปน 10 สวน (10-fold cross validation) 

วัดคาประสิทธิภาพของการจําแนกประเภทขอมูล ดวย คาความ

แมน (Accuracy) คาประสิทธิภาพโดยรวม (F- measure) และ

คาความไว (Sensitivity) โดยมีผลการทดสอบประสิทธิภาพ 

แสดงจากภาพประกอบ 5-7 ดังน้ี 

 

 
ภาพประกอบ 5 แสดงการเปรียบเทียบประสิทธิภาพการจําแนกประเภท

ขอมูลดวยคาความแมน (Accuracy) 

 

(3) 

ภาพประกอบ 5 แสดงการเปรียบเทียบประสิทธิภาพ
การจำ�แนกประเภทข้อมูลด้วยค่าความแม่น  

(Accuracy)

ภาพประกอบ 6 แสดงการเปรียบเทียบประสิทธิภาพ
การจำ�แนกประเภทข้อมูลด้วยค่าประสิทธิภาพ 

โดยรวม (F-measure)

ภาพประกอบ 7 แสดงการเปรียบเทียบประสิทธิภาพ
การจำ�แนกประเภทข้อมูลด้วยค่าความไว  

(Sensitivity)
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เกดิโรคผลปรากฏวา่ในขอ้มลูการเกดิโรคหลอดเลอืด 
ในสมอง พบว่า เทคนิคการเรียนรู้เชิงลึก สามารถ
สร้างแบบจำ�ลองท่ีคา่ความไว ในการพยากรณส์งูทีสุ่ด
เทา่กบั 99.98% เทคนคิตน้ไมต้ดัสินใจ ใหค้า่ความไว 
เท่ากับ 99.53% เทคนิคต้นไม้แบบสุ่ม ให้ค่าความไว 
เท่ากับ 97.48% และน้อยที่สุดคือเทคนิคนาอีฟเบย์ 
ให้ค่าความไว เท่ากับ 97.48%

	 6.5 การนำ�ไปใช้งาน (Deployment)

	 เมื่อทำ�การวิเคราะห์ตามกระบวนการ
มาตรฐานในการทำ�เหมืองข้อมูลทั้ง 5 ขั้นตอนแล้ว 
พบว่าเทคนิคการจำ�แนกประเภทข้อมูลด้วยเทคนิค
การเรียนรู้เชิงลึก (Deep Learning) เป็นเทคนิค 
ทีม่คีวามเหมาะสมทีสุ่ดในการสร้างแบบจำ�ลองสำ�หรับ
การพยากรณก์ารเกดิโรคหลอดเลอืดสมอง เนือ่งจาก
ในการทดสอบประสทิธภิาพของแบบจำ�ลอง คา่ความ
แม่น (Accuracy) ของเทคนิค 3 เทคนิคมีความ 
ใกล้เคียงกัน ได้แก่ เทคนิคการเรียนรู้เชิงลึก ให้เท่า
ความแม่นเท่ากับ 95.17% เทคนิคต้นไม้แบบสุ่ม 
(Random Forest) ให้ค่าความแม่นเท่ากับ 95.09% 
และเทคนิคต้นไม้ตัดสินใจ (Decision Tree) ให้ค่า
ความแม่นเท่ากับ 94.81% ดังนั้น ผู้วิจัยจึงเลือก 
เทคนคิการเรยีนรูเ้ชงิลกึ เนือ่งจากเมือ่เปรยีบเทียบกับ 
สองเทคนคิแลว้คา่ประสทิธภิาพไมต่า่งกันมาก เนือ่งจาก
เป็นเทคนิคที่ไม่มีความซับซ้อนในการวิเคราะห์  

และอ่านผลลัพธ์ได้ง่าย จึงเหมาะสำ�หรับการนำ�ไปใช้
สร้างตัวแบบในการพยากรณ์ การพยากรณ์การเกิด
โรคหลอดเลือดสมองต่อไป

7. สรุปผล

	 จากการเปรยีบเทยีบประสทิธภิาพของเทคนคิ
การทำ�เหมืองข้อมูลสำ�หรับการพยากรณ์การเกิดโรค
หลอดเลือดในสมอง ครั้งนี้ ใช้ชุดข้อมูลจริงเกี่ยวกับ 
ผู้ป่วยโรคหลอดเลือดในสมองของประเทศสเปน จาก
เว็บไซต ์www.kaggle.com ศกึษาประสิทธิภาพของ 
มาวิเคราะห์ตามกระบวนการมาตรฐานในการทำ�
เหมืองข้อมูล (CRISP-DM) โดยใช้เทคนิคการจำ�แนก
ประเภทข้อมูล 4 เทคนิค ได้แก่ เทคนิคการเรียนรู้
เชิงลึก (DeepLearning) เทคนิคนาอีฟเบย์ (Naïve 
Bayes) เทคนคิตน้ไมต้ดัสนิใจ (Decision Tree) และ
เทคนิคต้นไม้แบบสุ่ม (Random Forest) นำ�มาส
ร้างแบบจำ�ลองสำ�หรับพยากรณ์การเกิดโรคหลอด
เลือดในสมองและทำ�การเปรียบเทียบประสิทธิภาพ
การจำ�แนกประเภทข้อมูลทั้ง 4 เทคนิคนี้ด้วยเกณฑ์
การวัดประสิทธิภาพทั้ง 3 ค่า ได้แก่ ค่าความแม่น 
(Accuracy) คา่ ประสทิธภิาพโดยรวม (F-measure) 
และคา่ความไว (Sensitivity) ซึง่ผลของการวเิคราะห์
ประสิทธภิาพของตวัแบบจำ�ลองสำ�หรับการพยากรณ์
การเกิดโรคหลอดเลือดในสมอง ดังแสดงในตาราง 2 

ตาราง 2	 การเปรียบเทียบค่าทดสอบประสิทธิภาพของตัวแบบจำ�ลองสำ�หรับการพยากรณ์การเกิด 
โรคหลอดเลือดในสมอง

เทคนิค
การจำ�แนกประเภทข้อมูล

ค่าทดสอบประสิทธิภาพการจำ�แนกประเภทข้อมูล

Accuracy F-measure Sensitivity

Naïve Bayes 89.82% 94.56% 92.94% 

Decision Tree 94.81% 97.33% 99.53% 

Random Forest 95.09% 97.48% 99.96% 

Deep Learning* 95.17% 97.52% 99.99%
* เทคนิคที่มีความเหมาะสมสำ�หรับการสร้างแบบจำ�ลองการพยากรณ์การเกิดโรคหลอดเลือดในสมอง
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	 จากตาราง 2 พบว่า เทคนิคการเรียนรู้ 
เชงิลกึ (Deep Learning) เป็นเทคนคิท่ีมคีวามเหมาะสม 
ท่ีสุดในการสร้างแบบจำ�ลองสำ�หรับการพยากรณ์ 
การเกดิโรคหลอดเลอืดในสมอง โดยใหค้า่ความแมน่ยำ�
สูงที่สุด เท่ากับ 95.17% ค่าประสิทธิภาพโดยรวม 
เท่ากับ 97.52% และค่าความไว เท่ากับ 99.99% 
จึงสรุปได้ว่าเทคนิคการเรียนรู้เชิงลึก มีความเหมาะ
สมในการนำ�สร้างแบบจำ�ลองเพื่อพยากรณ์โอกาส
การเกดิโรคหลอดเลอืดในสมอง เพราะสามารถจดัการ
กบัขอ้มลูทีม่หีลายตวัแปรไดเ้ปน็อย่างด ีเปน็เทคนคิท่ี
ไมม่คีวามซบัซอ้นในการวเิคราะห์ อ่านผลลพัธไ์ดง้า่ย 
และมีประสิทธิภาพน่าเชื่อถือมากที่สุด

8. ข้อเสนอแนะ

	 1. ชุดขัอมูลที่ใช้ในงานวิจัยครั้งนี้เป็นข้อมูล
ผู้ป่วยที่ได้มาจากประเทศสเปน ซ่ึงถ้าหากนำ�มาใช้
สำ�หรับการพยากรณ์ความเสี่ยงโรคโรคหลอดเลือด 
ในสมองกับผู้ป่วยในประเทศไทยก็อาจจะไม่ 
เหมาะสม ดงันัน้จงึตอ้งศกึษาข้อมูลลกัษณะประชากร
ของผู้ป่วยในประเทศไทย

	 2. ข้อมูลที่นำ�มาวิเคราะห์ในครั้งนี้ยังมีน้อย
จำ�นวนเกินไป และค่า accuracy มีค่าที่สูงมาก จึงมี 
ข้อจำ�กดัเกีย่วกบั แอตทรบิวิต ์ทีน่ำ�มาใชใ้นการพยากรณ ์
ซึ่งผลสรุปของงานวิจัยไม่สามารถไปใช้กับข้อมูล 
ที่มี แอตทริบิวต์ อื่นๆ นอกเหนือจากนี้ได้

	 3. การเตรยีมขอ้มลูมคีวามสำ�คญัมากในการ
ทำ�เหมืองขอ้มลู ผู้วจิยัควรศกึษาขอ้มลูใหค้รบถว้นและ
ทำ�ความเข้าใจในข้อมูล ความสำ�คัญของแอทริบิวต์ 
ต่างๆ ที่มีความสำ�คัญในการนำ�มาวิเคราะห์ข้อมูล
ในการทำ�เหมืองข้อมูล การผสานข้อมูลเข้าด้วยกัน  
และจัดทำ�ข้อมูลให้เป็นกลุ่มเดียวกัน

9. เอกสารอ้างอิง

ชณิดาภา บุญประสม และจรัญ แสนราช. (2561).  
การวเิคราะหก์ารทำ�นายการลาออกกลางคนั
ของนกัศึกษาระดบัปรญิญาตรโีดยใชเ้ทคนคิ 
วิธีการทําเหมืองข้อมูล. วารสารวิชาการ
ครุศาสตร์อุตสาหกรรม พระจอมเกล้า
พระนครเหนือ, 9(1). 142-151.

เดช ธรรมศิริ และพยุง มีสัจ. (2556). การจําแนก
ข้อมูลด้วยวิธีแบบร่วมกันตัดสินใจจาก 
พื้นฐานของเทคนิคต้นไม้ตัดสินใจเทคนิค
โครงขา่ยประสาทเทยีม และเทคนคิซพัพอรต์
เวกเตอร์แมชชีนร่วมกับการเลือกตัวแทน
ท่ีเหมาะสมด้วยข้ันตอนวิธีเชิงพันธุกรรม. 
วารสารวชิาการพระจอมเกลา้พระนครเหนอื, 
21(2), 293-303.

ปิยวรรณ นิลถนอม, ธนพร มาลัย และสายชล  
สินสมบูรณ์ทอง. (2563). การเปรียบเทียบ
ประสทิธิภาพการทำ�นายผลการแปลงขอ้มลู
ในการจำ�แนกด้วยเทคนิคการทำ�เหมือง
ข้อมูล. Thai Journal of Science and 
Technology, 10(1), 14-25.

รตันพร สายตร,ี ปญุญพฒัน์ ไชยเมล ์และสมเกยีรตยิศ 
วรเดช. (2562). ความสามารถในการประกอบ
กิจวัตรประจำ�วันของผู้ป่วยโรคหลอดเลือด
สมอง. วารสารวิชาการสาธารณสุขชุมชน, 
5(2), 1-13.

รุ่งโรจน์ บุญมา และนิเวศ จิระวิชิตชัย. (2562). การ
จำ�แนกประเภทผู้ป่วยโรคเบาหวานโดยใช้
เทคนคิเหมืองข้อมลูและการเลอืกคุณลกัษณะ
จากความสัมพันธ์ของข้อมูล. วารสาร 
วิชาการซายน์เทค, 3(2), 11-19.

วัชรีวรรณ จิตต์สกุล และสุนันฑา สดสี. (2560).  
การวิเคราะห์การจําแนกข้อความด้วยการ
เปรียบเทียบความเสถียรของอัลกอริทึม. 
ศรีปทุมปริทัศน์ ฉบับวิทยาศาสตร์และ
เทคโนโลยี, 9, 19-31.



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 4(2): 2565
Journal of Applied Informatics and Technology, 4(2): 202298ประสิทธิภาพของเทคนิคเหมืองข้อมูลสำ�หรับพยากรณ์การเกิดโรคหลอดเลือดในสมอง

กิตติศักดิ์ ขำ�จิตร, ดารภา ใจคุ้มเก่า, วัชรพงษ์ ภูมิรัง, อาทิตยา สัตนาโค, อนุพงศ์ สุขประเสริฐ

สมศักดิ์ ศรีสวการย์ และสมัย ศรีสวย. (2563). การ
วิเคราะห์เหมืองความคิดเห็นโดยใช้เทคนิค
การสกดัคํา. วารสารวชิาการการประยกุตใ์ช้
เทคโนโลยีสารสนเทศ, ปีที่ 6 (2), 95-104.

สำ�นักงานพัฒนานโยบายสุขภาพระหว่างประเทศ. 
(2560). รายงานภาระโรคและการบาดเจ็บ
ของประชากรไทย พ.ศ. 2557. Burden 
of Disease Thailand. สืบค้น 5 ตุลาคม 
2564, สืบค้นจาก http://bodthai.net/
download/รายงานภาระโรคและการบาด/

อนุพงศ์ สุขประเสริฐ. (2563). คู่มือการทำ�เหมือง
ขอ้มลูดว้ยโปรแกรม RapidMiner Studio. 
พิมพ์ครั้งที่ 3. สาขาวิชาคอมพิวเตอร์ธุรกิจ 
คณะการบัญชีและการจัดการมหาวิทยาลัย
มหาสารคาม:มหาสารคาม.

Rahman, M. (2020). Stroke Prediction Dataset. 
kaggle. Retrieved 25 September 2021, 
Retrieved from https://www.kaggle.
com/fedesoriano/stroke-prediction-
dataset/version/1


