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Abstract: The purpose of this research is to compare the efficiency of data mining techniques
to find the suitable model for prognosis of cerebrovascular disease. The 5110 patients with
cerebrovascular disease was used in this research. The data was collected from Clinico San
Carlos Hospital, Spain via www.kaggle.com. The data was analyzed in 4 different techniques of
data mining consisting of (1) Naive Bayes, (2) Deep Learning, (3) Decision Tree, and (4) Random
Forest to simulate cerebrovascular disease prediction. The efficiency of data classification was
compared in 3 different criteria which are accuracy, f-measure, and sensitivity to determine
the most appropriate simulation for prognosis. The result suggested that the Deep Learning
technique was the most appropriate technique to simulate prognosis of cerebrovascular

disease with 95.11% of accuracy, 97.49% of f-measure, and 99.98% of sensitivity.
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Tl a.A. 2030 dmsuludssmealnenuin lsa
vaeaidonluaussiduaimnnismedusiui 4 Ing
Ao Tindnelsniiie 11,663 Aulul w.a. 2562
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amuzmiquqﬁmm%’ﬂw (Smoking_status) W
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Used1U w.. 2563 913U 5,110 Uo7 waedldniiu
12 wonn3Uae laun saEae e 91g Audu
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6.3 Nsiw3eudaya (Data Preparation)
JunswSeudeyaneutihluinselunuidy
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MIN1 uanann3ad (Attribute) Aldlunsiinse
No. Name Data Type Description
1 Id (ID) Integer sﬁaﬂﬂaa
2 Gender binominal LW
3 Age Integer 21¢
4 Hypertension binominal Auuladings
5 heart_disease binominal Wulseala
6 work_type polynominal Uizmmmmm%ﬂw
7 avg glucose_level real suiuthanaluden
8 bmi real mﬁmﬁﬁ‘lﬁ%mmam@amadﬁmﬁﬂﬁh
9 smoking_status polynominal amuzﬂﬁquuﬁ%ﬁﬂw
10 stroke (Label) binominal ajunalsAviaoniienaduas

ArutinltyInenuaunavatiivtng (omi) Nde

a

D “N/A” wagluwesvitadanuznisauuvive
§Uae (smoking_status) Ay “Unknown”
{Afeldrmusllsian “N/A” uag “Unknown”
Juegame waglihrmgamenldiesizi

€

6.3.3 fvuanthiliiukeavisdad
swagtae (D) Widwih iy “I0” isldszydu
foyafifinrunduendnual vislidiuteya
Tuwadug el “siagiae” 3aldldlddnsy
nsiasezailuaded uagsmunmi sy
worn3danazunalsraondanauss (stroke)
T fidu “Label”ieldszyfudoyadiiy
AANEAINBU

6.3.4 n1swlasgudeya (Data
Transformation) s ideisufindeyadaiuly
TUsunsu Microsoft Excel aglugulnduvana
sV Fauandlumsns 1 ilevlulifinszideya
sl

6.4 N15a519ULUUT1a09 (Modeling)
%y’umauﬁ%ﬁﬁmsLL‘LJ@Si’J’agaém%’Uﬂﬁa%me
Pavsiaznagoulszansninusslunalagly
wAla 10-fold cross validation fglusunsy
RapidMiner Studio Tun1sasisuuvinasdiay
Usziliuused@ndnnuosuuuinasslulaluy
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dmsumadanssuunusziandeyai
16luuide Usznausie 4 wada loun wata
w1BNLUE (Naive Bayes) mafiAn13i5eu3idedn
(Deep Learning) inafiaauld@ndula (Decision
Tree) wagtnatasuliiuugy (Random Forest)
FellsrwaziBon foil

6.4.1 wallAuevlug (Naive Bayes)
Jumadailinguijauiasdunungueaud
(Bayes’ Theorem) (34159t yaysn wag e

a

35730y, 2562) Iiemauudgiulauiaggneied

gn lagldausneunti1 (Prior Knowledge)
leun anuuraziluneunindmsuauufigiu
wileq Safuteya wu mnunazduiidunals
dwivaudgiunien ilemanufguiiaian
N3SEUswUUIUgRAEnann1sveIN1IAUIN
anuhasuvesudazauuds Tuiidfonaa
WwnevseradninisvinnglagnsiSeusuuy
weldunsBeudifuld esandogidlvsid
Ifungnihunyiuiuasunisuanuasdedinasie
nMsiiumsoanautazduinliinsGous
fiuasuly Fmsiifuuuazgnuiudeuluny
feehdlvifilalaenunniuanudiAuid danns
weameaadvingveseg1aldanuniiag
Husnniigavesynauudgiuanguiiveaud
wansnsaAuauinasiluresaunigy
7199 oeldaunns feaunis (1)

P(DIh)P(h)

P(h|D) = P(D)

=
b®

P(h) Ao AuUzlunauntinves
AUNAFIY h

P(D) fia muthazluneunthvesyn

¥ v !

BHANIBYN D

P(h|D) Ao AuUnagduluuiitou
YosauuAgIu h anglddeya D

'
a

P(Dh) Ao AnuaziBunuuiteouly
Yo3yavgua D Melnauuigiu h

AU Ui h ey wag D 4in
[l [ a a | [
ANNUIAINN WL TUN D e h 1ingIuiuy lng
Taunns wdniug feaunns (2)

P(hn D)

P(h|D) = P(D)

6.4.2 walAN133eusTIEN (Deep
Learning) Jumailalungulassineyszam
\iga (Artificial Neural Network: ANN) 7
Tnssadsvnalnguszneudeiasounaziudou
Srunnidudanesfiufignaiiaduniiionts
Feufveaniosdnsusseiu Hidden Layer ve9
mMsBeusiBsdndannndt ANN &9 usdaziaiees
Syuiaiioudseneumewadusean (Neural)
Suunnifinidilunsusssnanalagiaies
usnanazihmthitlunissudeya (nput Layer)
wazdsdoyaiuszinanaiaondluduaiuos
aevie (Output Layen) msdsdayauuuiiderie
wiaztawasenhlniimdasimin(Weight) fn
ANLLOULBEIYBITBYA (Bias) wayTomsusvaa
Han13AgdinAnans (Activation Function) {ludase
sefuinleudeyanluliiulumaunwinlug
uiazialesfazanusaadianmdnuuLiTn
Fudeusnniwhlsssuvansadadulalalng
WostuaywdinnBely @udnd a3annse wa
aily fiSane, 2563) Aanmuseneu 4



a2

s mveamatiaviiosdoyadmiunensaimaialsavaendenluaues
1303, an3nn Tadu, Jswed fisy, 01finer dmnla, ouned qudsuiady

94

NanTInemsasauneaLazimaluladuszend, 42): 2565
Journal of Applied Informatics and Technology, 4(2): 2022

: ORI O
N 700 " N
W WY1 Pz N
ALY G A R e
KRN I L7
IR\ @LIHIXN QLT ] L

AN

SN T RS e
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. Hidden Layer

Input Layer Output Layer

AMWUsENaU 4 wandlasauieUssaniiey
LUULTSEN

6.4.3 wadlasuliidndula (Decision
Tree) Jumaiialungunissuunyszunndeya
Faagdraesdnuuraiuesdiuliazusenau
mglrnuaunuAunyuy Laglrunaaauny
ViAnYN5aFeAsa vz iansanainan
AnuaTsvesnudnyy TasAildazanainnis
AIIRINAT Information Gain N1sasaauldl
Andule C4.5 loAmumsgudnsdnu (Gain
Ratio) Lileldenaaudnuazdiagliilusnvieluus
flyadeya M Usznousemiduldls Ae
m, m, ., m} waliauinazifuiioziia
A m_ Ay Pm) aglddrAnnuansaume
(Information Gain) Y84 M WeuwLnuaIe (M)
(0 5550A3 wazngs 9, 2556) Arwlnlana
aunns (3)

IM) = XYL, —P(m;) log, P(m;) (3)

AUIUANNIATFIUBATIEIUNU (Gain ratio)
17310 Gain Ratio = Gain — Split Information
Vneandadenal Gain ratio geanidunmudnuae
Gudu uazidennauauiRsalunua Gain ratio

Wepaannuaiu (145135500 Indana wag atuam
and, 2560)

6.4.4 welliadulduuudy (Random
Forest) tJudane3fiuuszwny niwwesdanes
Fusuldsravlafifidnvasiuu Unpruned wie
Regression Trees agnasaannnisthdiesalugy
\Hensiegetaya ndnN13ves Random Forest
A9 @373 model 910 Decision Tree #a18¢) model
(Wausl 10 model §1 111 1000 model) Tne
usiay model a¢l#3u data set lumiloury Fadu
subset ¥4 data set faviua aawsh prediction
AlviuAay Decision Tree v prediction uragea
WazAUIMUNG prediction AIBNT vote output
fignidentng Decision Tree wnfian o
Aadsann output ¥89uAaY Decision Tree
(n38l regression) Decision Tree Wsiay model
Tu Random Forest fioi 1y weak learner
Ju model Ailiiidwilug wiidetieusday
Decision Tree wnyinnsnennsaisauiy nagle
model fifiAans wazutug1nn1 Decision
Tree fivhnmsnennsaluuuifien @oassa Taouey
haTANE, 2563)

6.5 N1sUsELiUNg (Evaluation) dsu
nsUsziunaLfienaaeulssansnnensnig
a519uuUTaRInsneInIainsinlsAraeniien
Tuaes vinsudstoyasendu 2 dw de
38 Cross Validation A9 @ udnsuas1smnuu
(training set) wazdUgIMTUNIINAADU (testing
set) Inafinsuustoyasenidu 10 @ (10-fold
cross validation) 1nA1USEENTAINVDINTT
PuunUszunndeya 978 ALY (Accuracy)
A1UTEANSNNLA8 9L (F-measure) WAZAN
Al (Sensitivity) Ingiinansnageuuse@nsnm
WanaINAMUSENBY 5-7 Fadl
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MANMUMING ( Accuracy )

MAuIuG ( Accuracy )

—

MWUsENBY 5 wanan1silIeuliisuyseansanm
MsuUNUIELANYaLaMEAIANULLIY
(Accuracy)

PMNNNUTENOU 5 lansn1silIeuLiieu
UsgdvBammsduunyseinndeyaniermaniiiy
(Accuracy) Ingltinafinu1dviiud (Naive Bayes)
wAlAN33eUsEENn (Deep Learning) wailn
suldsindula (Decision Tree) wazinain
suliiwuudy (Random Forest) Tuniswennsal
nmsialsanausngiludeyanisiinlsavasn
donluauas nud welANIEEUSANEna1se
adrsuvudaeslaaiauudu Tuniswensal
aefigaintu 95.11% medaduliifaaulalid
ALY AU 94.81% wialla nadaauliiiuy
du Tirauuaiy iy 95.09% waghsimnailn
WBNUE THA1AMLLLIY WU 89.82% MNadU

ANAINUIENDU 6 UanInNISIUSeU
WiguUsgansamnisduunyszinvdayamen
Usegdndnmlagsin (F-measure) lagldinadia
w1BNLug (Naive Bayes) imafian13i5uiidedn
(Deep Learning) imatiadulddndula (Decision
Tree) wag nAasuliiuuugu (Random Forest)
Tunsnensaimafalsarausingintudeyanis
\Anlsaviaanidionluaues wud walansSeu;
Fedn @nunsaassuuIiaeslaaUszansam
Tassaw Tunswennsalgeiiganiiiu 97.49%

Awszandnmlausau ( F-measure )

AnszAngninlasau ( F-measure )

AnUsENBY 6 wamnansiUSeuieuUsEaNS AW

nMsuunUszLandeyameaUszansam
a3y (F-measure)

Anaula ( Sensitivity )

17 ( sensitivity )

mAnY
E

'

AMnUsEnau 7 wansnsilSeudiguussansan
nstunUssinndeyamerininul
(Sensitivity)

wadlanuldindula liaussavsnnlaesin winiu
97.33% walasulduuugy TiAUseansam
Tnosa wirdyu 97.48% uavifesiignremaila
w1dnud TienUsedndnunlagsin winiu 94.56%

AMwUszneu 7 uamenisiIeuliisu
UssAvsnmnmsuunyssunndeyaseainiuly
(Sensitivity) Ingldinadiaudniug (Naive Bayes)
wALANNTEUSIT9AN (Deep Learning) wiAdlA
suldrndula (Decision Tree) waginalinduldl
wuudy (Random Forest) lun1swennsains
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WalsaraUsngluteyanisiialsavaeniion
luanes wudr wellansBeuiiedn a1wnse
ahauvudassiianenal luniswennsalgedian
Wiy 99.98% wadiasulilinduls iranuls
Wi 99.53% wadasulduuudu el
Wiy 97.48% uavllesiignfematieudniud
Tenauly Wi 97.48%

6.5 nsululgau (Deployment)

Wenisdmseiaiunszuiung
wmsgrilunsivilesteyans 5 dunouuds
nuInnadansikunlssinndeyamemaile
N1358u351T9EN (Deep Learning) \Uuimnada
ffleumnganiaelunsahauuudassdmiu
msnensain1siinlsaviasnidonaues ieaan
TunmadouUszanNEANURILUUTIA0S A1
Wiy (Accuracy) vosmaiia 3 ATdALAN
Inaidgeiu loun wmedan1sSeudivedn T
AUWILIINAY 95.17% wnatiasulduuugy
(Random Forest) l#AMALLIUYINAY 95.09%
waztnatiaaulddndula (Decision Tree) Toimn
ALy 94.81% sty Aivedaugen
wadlansBeusidean WesnidloFouiiisut
aoaafiaudarussansnmldsetiumnn desn
Huwmaieiilddanududeulunisiesei

waraUNaanSledne Junungdnsunisunbuly
asnaskuulunisnennsal A1sweInTain1sLin
lsAvaandanauasnaly

7. @3Una

NNsTsUEUUsEAS A nUeImAlln
nsviunileseyadmiunisneinsalnisiialse
vaoadorluauns alsll Myndeyasiafeaiu
Hurelsavaeniionluaueseslssmeaiuy 910
Auld www.kaggle.com Anwusyansaimues
UAATILRAINNTLUIUNITUINTTIUIUNTY
willeadaya (CRISP-DM) Iagldimalinnsdwun
Uszunndoya 4 wieda laud walansBeui
\B98n (Deeplearning) wAllaudviug (Naive
Bayes) wallnsuliisindula (Decision Tree) uay
wiatiaduliiuuudy (Random Forest) 1sna
Fratvudassd@nsuneInsalnisiinliaan
WwonluanestazinsUTsuisulse@nsaw
nsuunUszamdeyaris 4 wededfenost
MsTaUszansaanie 3 fn leun Aauusiy
(Accuracy) A1 Usgansnmlagsiu (F-measure)
wazanLly (Sensitivity) Sanarean1s ATz
Usgansnnuesiluudaesdmsunsnensal
msinlsavasaldenluaues ALEAIUAITI 2

M319 2 NSUSEUTBUAMAERUUSEANTAINUBIAILUUTIa9E 1S UNITHNNTAINISLAR
lsanasnidonluanes
wada AmagauUsEAEA WM ITunUssIandaya
msduundssiandeya Accuracy F-measure Sensitivity
Naive Bayes 89.82% 94.56% 92.94%
Decision Tree 94.81% 97.33% 99.53%
Random Forest 95.09% 97.48% 99.96%
Deep Learning” 95.17% 97.52% 99.99%
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1NA519 2 WU wadanisieus
Wedn (Deep Learning) itumadiafifianuimnya
fianlunsadanuudassdmiunisneinsel
m3inlsavasadenluaias laglvirnauuiug
aefign Wiy 95.17% fuszavsnmlngsa
Wiy 97.52% uwazatmuly Wiy 99.99%
FeasUlaimeliamsBeudivedn daumany
avlumsihaiauuudrasaitonsinsallonia
mfalsAvaenifonluauad INT1EaINIaInNg
futeyafitimanesuyslmidueded Wumaiad
Lifiaududoulunisinesyt srunadnsladneg
wawilsyavBanmindefionnilan

8. VaLdudLUY

1. gadeyaililunuidonsiifudoya
FuhofildinanUssmeaiuy dadmnthanld
dwsunisnensalanudsdlsalsavaoniden
TuawestugUreludssinalneforsaslal
wanyaw fefudsdesnudeyadnunrdssrng
vosyhelulsemelng

2. Toyanthuiasgsiluasalifadivesy
Puuiuly wazA accuracy A1Vigenn Jad
Tedniinieaiu weem3tan Mnldlunisnennsal

'
=

FanaazuvesuIdeliauisaluldiudeya
8 womn3tas auq uenwmtleanile

3. mawentayaiiamddnannlunig
Viilesdaya Aidemsanudeyalviasuiiuuag
et laludeya arudAyveensdon
fnaq Afewddglunisihuninseideya
lunsvinmilestoya Mskaudeyadieiuy
wardnvihdeyalilungudeaiu
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