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บทคัดย่อ: บทความนี้มีวัตถุประสงค์เพื่อนำาเสนอผลการทดลองและเปรียบ
เทียบวิธีเพ่ิมประสิทธิภาพการค้นคืนเอกสารโดยใช้วิธีการวัดความคล้ายคลึง
ระหว่างคำาเชิงความหมาย ซึ่งในทดลองคร้ังน้ีผู้วิจัยได้นำาข้อมูลทดสอบคือ 
เอกสารในโดเมนคอมพิวเตอร์ จากโครงการเครือข่ายห้องสมุดในประเทศไทย 
(ThaiLIS: Thai Library Integration System) จำานวน 50 รายการ จากนั้น
นำามาจัดทำาเมทาดาทาตามมาตรฐานดับลินคอร์ให้กับเอกสารประกอบด้วย 
Title, Keyword/Subject, Description/Abstract และ Source การจัดทำา 
Ontology ใน รูปแบบภาษา Web Ontology Language (OWL) โดยใช้
คำาศัพท์ จาก ศัพท์สัมพันธ์ตามคลัสเตอร์ สำานักงานพัฒนาวิทยาศาสตร์และ
เทคโนโลยีแห่งชาติ (สวทช) จำานวน 402 คำา ซึ่งเป็นแหล่งรวมคำาศัพท์สัมพันธ์ 
(Taxonomy & Thesaurus) สำาหรับการวิจัยครั้งนี้ได้ใช้ Dijkstra algorithm 
มาทำาการหาระยะทางทีส่ัน้ทีส่ดุจากจดุตอ่ (Node) หนึง่ไปยงัจดุตอ่(Node) ที่
ต้องการในคลงัคำา โดยกำาหนดค่าความสมัพนัธข์องเสน้เช่ือม (Edge) ระหว่างจดุ
ต่อ (Node) เป็น 5 แบบ คือ คำาหลัก (skos: prefLabel) คำากว้างกว่า (skos: 
broader) คำาแคบกวา่ (skos: narrower) คำาทีเ่กีย่วขอ้ง (skos: related) และ
คำาเหมือน (skos: altLabel) ผลการทดลองพบว่า วิธีการวัดความคล้ายคลึง
เชงิความหมาย ระหวา่งคำาโดยใชวิ้ธกีารหาระยะทางทีส่ัน้ทีส่ดุทีผู่วิ้จยันำาเสนอ 
สามารถเพิม่ ประสิทธิภาพการค้นคนืเอกสารในเชงิ ความหมายได้ดีกวา่การวดั
ความคล้ายคลึงเชิงมุม (cosine similarity) และผลลัพธ์ท่ีได้จากการค้นคืน
ตรงกับความต้องการของผู้ใช้มากขึ้น
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Abstract: The aims of article to present the method for measuring semantic similarity  
between words. Data test are documents in the computer domain from ThaiLIS: Thai Library 
Integration System 50 documents and prepare a Dublin Core metadata for documentation  
such as Title, Keyword/Subject, Description/Abstract and Source. Create ontology  
on Web Ontology Language (OWL) by the word form http://technology.in.th/thesaurus  
about 402 words that is thesaurus website by National Science and Technology  
Development Agency. This research use Dijkstra algorithm for shorted part between node to 
node relate by Edge and Node such as skos: prefLabel, skos: broader, skos: narrower, skos: 
related and skos: altLabel. The results showed that method proposed by the researcher 
can shows efficiency more than cosine similarity and the results of the retrieval meet users.

1. บทนำ�

	 ระบบการค้นคนืเอกสารในปัจจุบนัมกีารใช้
คำ�สำ�คัญ (Keywords) เป็นหลักสำ�หรับการค้นหา 
โดยไม่ได้พิจารณาจากความหมายของคำ� หรือความ
กำ�กวมของคำ�สำ�คัญ โดยเฉพาะคำ�หนึ่งคำ�สามารถ
มีหลายความหมาย (Homonym) เช่น Apple อาจ
จะหมายถึงผลไม้ชนิดหนึ่งหรือเครื่องคอมพิวเตอร์
ย่ีห้อหนึ่ง และคำ�หลายคำ�สามารถมีความหมาย
เดียวกัน (Synonym) เช่น Image และ Photo  
ทั้งสองคำ�ต่างก็มีความหมายว่ารูปภาพเหมือนกัน 
ทำ�ให้ผลลัพธ์ที่ได้จากการค้นคืนไม่ตรงกับความ
ต้องการของผู้ใช้ และ จำ�นวนเอกสารที่ค้นคืนมา
ได้มีปริมาณมากเกินไปจนกระทั่งไม่สามารถเข้าถึง
เอกสารได้ท้ังหมด ซึ่งปัญหาที่กล่าวมาข้างต้นทำ�ให้
นักวิจัยให้ความสำ�คัญกับการออกแบบและพัฒนา
เทคนคิวธิสีำ�หรับการคน้คืนเอกสารให้มปีระสทิธิภาพ
ตรงกับความต้องการของผู้ใช้ โดยเฉพาะในส่วนของ
การวดัความคลา้ยคลงึ (Strasberg et al., 2000) ได้
เปรยีบเทยีบวธิกีาร 7 วธิใีนการวดัคา่ความคลา้ยคลงึ
ระหว่างเอกสารที่เลือกมาเป็นเอกสารตัวอย่างและ
เอกสารอื่นทั้งที่เกี่ยวข้องและไม่เกี่ยวข้อง ซึ่งทั้ง 7 
วิธีจะแตกต่างกันไปตามวิธีการเตรียมข้อมูล การคิด 
คา่ถว่งน้ำ�หนกัของคำ� เพือ่ใชเ้ปน็ตวัแทนเอกสารแตล่ะ
เอกสาร ส่วนขัน้ตอนการวดัความคลา้ยคลงึใชว้ธิกีาร
วัดความคล้ายคลึงเชิงมุม (Cosine Similarity) ส่วน

งานทีป่ระยกุตใ์ชก้ารวดัความคลา้ยคลงึระหว่างเอกสาร 
เช่น การแบ่งกลุ่มเอกสาร (Sahami et al., 1998)  
และการค้นหาเอกสารที่เกี่ยวข้องกับเอกสารที่
ผู้ใช้กำ�หนด (Shatkay & Wibur, 2000) และ  

พิลาวัณย์ พลับรู้การ และกฤษณะ ไวยมัย (2544) 

ได้เสนอแนวทางในการปรับปรุงประสิทธิภาพ 

การวัดความคล้ายคลึงระหว่างเอกสาร

	 แนวคิดของงานวิจัยนี้คือ การนำ�ความรู้
พื้นฐานเก่ียวกับความสัมพันธ์ระหว่างคำ�ในแง่มุม
เชิงความหมายมาใช้ โดยแนวคิดคือคำ�แต่ละคำ�มี
ความใกล้เคียงเชิงความหมายกับคำ�อ่ืนๆ ไม่เท่ากัน  
เอกสารที่คล้ายคลึงกันจึงควรมีคำ�ที่มีความหมาย 
ใกล้เคียงกันปรากฏอยู่ จากการศึกษางานวิจัยท่ี
เกี่ยวข้องพบว่า การวัดความคล้ายคลึงที่นิยมใช้คือ
การวัดความคล้ายคลึงเชิงมุม (Cosine Similarity) 
(Salton, 1989) ซ่ึงเป็นการแทนเอกสารด้วยระบบ 
เวกเตอร์และวัดมุมที่กระทำ�ต่อกันระหว่างเอกสาร 
เอกสารที่มีความคล้ายคลึงกันมากจะทำ�มุมระหว่าง
กันน้อย 

	 แบบจำ�ลองเวกเตอร ์(Vector Space Model) 
มีหลักการทำ�งานโดยจะแทนเอกสาร (Document) 
และ คำ� (Term) ทีผู่ใ้ชส้อบถาม (User Query) เขา้มา
ดว้ยเวกเตอร์ จากนัน้ทำ�การเปรยีบเทยีบหาเอกสารทีม่ี
เวกเตอร์คลา้ยคลงึกบัคำ�คน้ของผูใ้ช้ให้มากทีส่ดุ ซึง่เปน็
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ผลลัพธโ์ดยในการแทนเปน็เวกเตอรส์ามารถทำ�ได ้โดย
การแทนขนาดแตล่ะ Dimension ของเวกเตอร์ ด้วย
การใหน้้ำ�หนกัคำ�ในเอกสาร โดยใชว้ธิ ีtf-idf weighting  
และทำ�การเปรียบเทียบความคล้ายกันของเวกเตอร์ 
(Similarity Measurement) ด้วยการวัดความ
คล้ายคลึงด้วยโคซายน์ (Cosine) ซึ่ง Salton (1989) 
และ Lee (1995) ได้อธิบายว่าการแทนคำ�ท่ีปรากฏใน
เอกสารจะแทนคำ�ใหอ้ยูใ่นรปูแบบของเวกเตอรห์ลาย
มิติ (t-Dimensional Space Vector) ซึ่งมีการให้
ค่าน้ำ�หนักของคำ� (Term) โดยใช้จำ�นวนครั้งของคำ�
ที่สนใจที่ปรากฏในเอกสาร (Term Frequency-TF) 
และค่าสัดส่วนของจำ�นวนเอกสารทั้งหมดกับจำ�นวน
ของเอกสารท่ีปรากฏคำ�ทีส่นใจ (Inverse Document  
Frequency-IDF) หรือเรียกว่าค่า TF-IDF แล้ว 
เปรียบเทียบค่าความคล้ายคลึงด้วยการวัดมุมของ
เวกเตอร์ ซึ่งข้อดีของการวัดความคล้ายคลึงวิธีนี้ 
คอื เปน็การจบัคูแ่บบวดัความคลา้ยคลงึทำ�ใหส้ามารถ
คน้คนืเอกสารไดถ้งึแมว้า่เอกสารนัน้จะไมม่คีำ�ปรากฏ
อยู่ครบทุกคำ� แต่มีข้อเสียคือ จะไม่มีการคำ�นึงถึง 
ความหมายของคำ� โดยจะถือว่าแต่ละคำ�เป็นอิสระ
ต่อกัน ซ่ึงความเป็นจริงแล้วคำ�แต่ละคำ�อาจมี 
ความหมายเดียวกัน หรือใกล้เคียงกัน 

	 ดังนั้น งานวิจัยน้ีจึงมีแนวคิดที่จะนำ�เสนอ
แนวทางการเพิม่ประสทิธภิาพการค้นคืนเอกสารโดย
ใชว้ธิกีารวดัความคล้ายคลึงระหว่างคำ�เชงิความหมาย
โดยใช้วิธีการหาระยะทางที่สั้นท่ีสุดด้วย Dijkstra 
Algorithm ซึ่งวิธีการนี้จะทำ�การค้นหาเส้นทางจาก
คำ�หนึ่งไปยังคำ�ที่ต้องการที่มีความเกี่ยวข้องกันเชิง
ความหมายในคลังคำ� ซึ่งมีการคำ�นวณจากเส้นเชื่อม 
(Edge) ระหวา่งจดุตอ่ (Node) ทีม่ผีลรวมน้ำ�หนักนอ้ย
ที่สุด ซ่ึงถ้าหากคำ�สองคำ�มีค่าระยะทางห่างกันน้อย 
หรอืสัน้ทีส่ดุจะถอืวา่คำ�สองคำ�นัน้มีความเกีย่วพันกันเชิง
ความหมายคอ่นขา้งมาก แตถ่า้หากคำ�สองคำ�มีคา่ระยะ
ทางหา่งกันมากจะถอืวา่คำ�ทัง้สองมคีวามเกีย่วพนักนั 
เชงิความหมายนอ้ย ดงันัน้ เอกสารทีค่ลา้ยคลงึกนัจงึ
ไม่จำ�กัดอยู่เพียงแค่คำ�เดียวกันต้องปรากฏในแต่ละ

เอกสารเหมือนกัน ซึ่งคำ�แต่ละคำ�อาจมีความหมาย
เหมือนกัน หรือใกล้เคียงกันในเชิงความหมายกับ 
คำ�อื่นๆ ไม่เท่ากัน ดังนั้น เอกสารที่คล้ายคลึงกันจึง
ควรมีคำ�ที่มีความหมายใกล้เคียงกันปรากฏอยู่ด้วย 
วธิกีารทีน่ำ�เสนอในบทความนีจ้ะสามารถแกไ้ขปญัหา
ความหมายของคำ� หรือ ความกำ�กวมของคำ�คน้ และ
ได้ผลลัพธ์ที่ตรงกับความต้องการของผู้ใช้มากที่สุด

	 หัวข้อที่จะกล่าวถึงต่อไปในบทความวิจัยนี้ 
จะอธบิายถงึสว่นที ่2 คอื แนวคดิและทฤษฎทีีเ่กีย่วขอ้ง 
สว่นที ่3 อธิบายถึง Methodology ซึง่เปน็รายละเอยีด
ของขัน้ตอนการวจิยั ตัง้แตก่ระบวนการเตรยีมขอ้มลู 
การวัดความคลา้ยคลงึระหว่างเอกสาร และการประเมนิ
ประสิทธิภาพ ส่วนที่ 4 อธิบายถึง Experiments 
และส่วนสุดท้ายจะอธิบายถึง Conclusions and 
Further Studies 

2. แนวคิดและทฤษฎีที่เกี่ยวข้อง 

2.1. การวัดความคล้ายคลึง (Similarity  
Measure)

	 ระบบค้นคืนสารสนเทศขึ้นอยู่กับแนวคิด 
ทีว่า่ คำ�หรือเทอมทีค่ลา้ยคลงึกนัจะมคีวามเกีย่วพนัธ์
ในการคน้หาได้จากการสอบถามเดยีวกนั (Query) โดย
ปกตแิลว้การคน้หาเอกสารทีต้่องการนัน้จะมกีารจบัคู่
กับคำ�ของข้อสอบถาม (Query) ในระบบการค้นคืน
สารสนเทศ การวัดความคล้ายคลึงกันระหว่างคำ�นั้น 
จะอยู่บนแนวคิดที่ว่า คำ�ที่คล้ายคลึงกัน หรือมีความ
หมายเก่ียวข้องสมัพนัธกั์นจะต้องถูกคน้ออกมาได้จาก
ขอ้สอบถาม (Query) เดยีวกนั ซึง่โดยทัว่ไปการคน้หา
เอกสารจะทำ�โดยการจบัคูค่ำ�ทีอ่ยูใ่นขอ้คำ�ถามกบัคำ�
ที่ปรากฏอยู่ในเอกสาร

	 การวัดความคล้ายคลึงน้ัน สามารถทำ�ได้
หลายวธิ ีเชน่ String Matching/Comparison, Same 
Vocabulary Used, Probability that Document 
Arise from Same Model, Same Meaning of 
Text เป็นต้น 
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	 สำ�หรบัเทคนคิวธิกีารวดัความคลา้ยคลงึ หรอื
ความสมัพนัธข์องเอกสารในปัจจบัุนมีอยูห่ลายวิธี เช่น 
Jaccard, Cosine, Dice, และ Overlap Similarity  
พิลาวัณย์ พลับรู้การ และกฤษณะ ไวยมัย (2544) 
เคยได้นำ�เสนอการนำ�ค่าความคล้ายคลึงระหว่างคำ�
มาใช้คำ�นวณค่าความคล้ายคลึงระหว่างเอกสาร ซึ่ง
การหาคา่ความเกีย่วขอ้งระหวา่งคำ�สองคำ�จากระยะ
ห่างน้อยที่สุด คือการเปลี่ยนค่าระยะห่างที่น้อยที่สุด 
ระหว่างคำ�เป็นค่าความเก่ียวข้องให้อยู่ในรูปของ
สมการคณิตศาสตร์ที่แปรผกผันกัน ซึ่งการวัด
ความคล้ายคลึงทางความหมายระหว่างคำ�ใน 
โครงข่ายโดยพิจารณาระยะทาง (Edge Based) 
น้อยที่สุดระหว่างคำ�ในเอกสารเปรียบเทียบกับ 
ทุกคำ�ในเอกสาร และทำ�การจัดกลุ่มโดยเลือกกำ�หนด
กลุ่มให้กับตัวท่ีมีความคล้ายคลึงมากที่สุด และ 
หาค่าความคล้ายคลึงเฉลี่ยภายในกลุ่ม

2.2. Shortest Path and Dijkstra 
Algorithm

	 McConnell (2001) ได้อธิบายเกี่ยวกับ ไว้
ว่าเปน็การหาเส้นทางสั้นที่สุดระหวา่งจุดตอ่ (Node) 
จากเส้นเชื่อม (Edge) โดยจะค้นหาจากทุกเส้นทางที่
เปน็ไปได ้กราฟทีไ่ดจ้ะมคีา่น้ำ�หนกัทัง้หมดเปน็คา่บวก  
มีข้อดีคือ ง่ายต่อการปรับค่าระยะทางที่สั้นท่ีสุด  
วธิกีารหาเสน้ทางทีส่ัน้ทีส่ดุระหว่างจดุตอ่ (Node) ทีน่ยิม 
ใช้กันคือ Dijkstra Algorithm (Dijkstra, 1959) 
เปน็การหาระยะทางทีส้ั่นทีสุ่ดจาก Vertex จุดเริม่ต้น
ไปยงัจดุท่ีสอง และหาไปเร่ือยๆ จนกวา่จะเจอเสน้ทาง
ที่ส้ันที่สุด กล่าวคือจะค้นหาระยะทางจากเส้นเชื่อม  
(Edge) ระหว่างสองจุดต่อ (Node) ที่มีผลรวม 
น้ำ�หนกันอ้ยทีส่ดุ ซึง่ Algorithm น้ีจะอาศัยชดุของการ 
วนซ้ำ� โดยชุดของจุดที่แตกต่างกันจะถูกสร้างโดย
การเพ่ิมท่ีละจุดเข้าไปในการวนซ้ำ�แต่ละรอบ แสดง
ดังภาพประกอบ 1 

 

	 จากภาพประกอบ 1 Algorithm น้ีจะใช้ 
queue ชนิด priority queue และใช้เส้นทางรวม
จากจดุเริม่ตน้มายงัจุดตอ่นัน้ๆ เพือ่ระบ ุpriority ของ
สมาชิกที่อยู่ใน queue

3. วิธีวิจัย

	 วิธีดำ�เนินการวิจัยในครั้งนี้ประกอบด้วย 
4 ขั้นตอนหลัก ได้แก่ (1) การเตรียมข้อมูล (Data 
Preparation) คอื การเกบ็รวบรวมขอ้มลู การเตรียม 
ข้อมูลพื้นฐานของคำ�และความสัมพันธ์ระหว่างคำ� 
(2) การกำ�หนดน้ำ�หนกัคำ� (3) การวดัความคลา้ยคลงึ
ระหวา่งคำ�เชงิความหมาย และ (4) การวดัประสทิธภิาพ 
แสดงดังภาพประกอบ 2

1. PriorityQueue={startVertex}	
2. Until PriorityQueue ว่าง Do
	 1.1 ดึงสมาชิกตัวแรกใน Queue ออกมา (ให้ชื่อ
ว่า X)
	 1.2 หาก X เคยถูกเลือกเป็นเส้นทางแล้ว กลับไป
ข้อ 1.1
	 1.3 เลือกจุดต่อ (Node) X ให้เป็นเส้นทางจริง
	 1.4 สำ�หรับจุดต่อ (Node) ใดๆ ที่เชื่อมต่อกับ X 
ให้ทำ�ดังนี้
		  1.4.1 คำ�นวณระยะทางรวมของจุดต่อ (Node) 
X มายังจุดต่อ (Node) นั้นๆ
		  1.4.2 นำ�ทุกเส้นทางไปไว้ใน PriorityQueue

ภาพประกอบ 1 Dijkstra Algorithm
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	 จากภาพประกอบ 2 กรอบแนวคิดการวิจัย 
แสดงถึงขั้นตอนในการทำ�วิจัยตามขั้นตอนดังนี้

	 การเตรียมข้อมูล ข้อมูลทดสอบในครั้งนี้
ได้แก่ เอกสารในโดเมนคอมพิวเตอร์ ท่ีมีคำ�อธิบาย
ครบถ้วน และเผยแพร่บนเครือข่ายทางอินเทอร์เน็ต 
จำ�นวน 50 รายการ จากน้ัน ทำ�เมทาดาทาตาม
มาตรฐานดับลินคอร์ให้กับเอกสาร ประกอบด้วย 

Title, Keyword/Subject, Description/Abstract 

และ Source ลำ�ดบัตอ่มาคอืการจดัทำ� Ontology ใน
รูปแบบภาษา Web Ontology Language (OWL) 
โดยอาศัยคำ�ศัพท์จากโครงการเครือข่ายห้องสมุดใน
ประเทศไทย (ThaiLIS: Thai Library Integration  
System) หรือ โครงการเครือข่ายห้องสมุด ใน
ประเทศไทย สำ�นักงานคณะกรรมการอุดมศึกษา 
จำ�นวน 50 รายการ จากนั้น ทำ�เมทาดาทาตาม
มาตรฐานดับลินคอร์ให้กับ เอกสารประกอบ ด้วย 
Title, Keyword/Subject, Description/Abstract 
และ Source ลำ�ดบัตอ่มาคอืการจดัทำ� Ontology ใน
รูปแบบภาษา Web Ontology Language (OWL) 
โดยอาศัยคำ�ศัพท์จากเว็บไซตรวมคำ�ศัพท์สัมพันธ์ 
(Taxonomy & Thesaurus) จำ�นวน 402 คำ�  
ที่นำ�มาจัดทำ�เป็นคลังคำ�ตามแบบแผนโครงสร้าง
ความสัมพันธ์ของ SKOS (Simple Knowledge  
Organization System) ประกอบด้วย คำ�หลัก 
(skos: preLabel) คำ�กว้างกว่า (skos: broader)  
คำ�แคบกวา่ (skos: narrower) คำ�เกีย่วขอ้ง (Related  
Term-RT) และคำ�เหมือน (skos: altLabel) แสดง
ดังภาพประกอบ 3

4 

คําศัพทจากโครงการเครือขายหองสมุดในประเทศไทย (ThaiLIS : Thai Library Integration System) หรือ โครงการเครือขายหองสมุด ใน
ประเทศไทย สํานักงานคณะกรรมการอุดมศึกษา จํานวน 50 รายการ จากน้ัน ทําเมทาดาทาตามมาตรฐานดับลินคอรใหกับ เอกสาร
ประกอบ ดวย Title , Keyword/Subject, Description/Abstract  และ Source ลําดับตอมาคือการจัดทํา Ontology ในรูปแบบภาษา Web 
Ontology Language (OWL) โดยอาศัยคําศัพทจากเว็บไซตรวมคําศัพทสัมพันธ (Taxonomy & Thesaurus) จํานวน 402 คํา ที่นํามาจัดทํา
เปนคลังคําตามแบบแผนโครงสรางความสัมพันธของ SKOS (Simple Knowledge Organization System) ประกอบดวย คําหลัก 
(skos:preLabel) คํ ากว างกว า  (skos:broader) คํ าแคบกว า  (skos:narrower) คํ า เกี่ ย วข อ ง (Related Term-RT)  แ ละคํ า เห มื อน 
(skos:altLabel)  แสดงดังภาพประกอบที่ 3 

 

 
ภาพประกอบที่ 3 การสรางคลังคําดวย SKOS 

2. การกําหนดคานํ้าหนักคํา มีกระบวนการดังน้ี เมื่อผูใชระบุคําคนเขามาเพื่อคนคืนเอกสารที่ตองการ กระบวนการคนคืนจะนําคําคนจากผูใชมา
หารายการคําคนที่เกี่ยวของสัมพันธกัน (list of related keywords) ตามโครงสรางความสัมพันธในคลังคํา จากน้ัน จะคํานวณคานํ้าหนักคําดังน้ี 
         ข้ันตอนที่ 1  กําหนดใหคําทุกคําในคลังคํามีคาเร่ิมตนเทากับ 1 

   ข้ันตอนที่ 2  กําหนดคาความสัมพันธใหคํากวางกวา (Broader Term-BT) คําแคบกวา (Narrower Term-NT) มีคาเทากับ 1 และ
กําหนดคําเหมือน และคําเกี่ยวของ (Related Term-RT) มีคาเทากับ 0 ตัวอยางดังภาพประกอบที ่4 
 

 
ภาพประกอบที่ 4 การกําหนดคาความสมัพันธใหกับคาํ 

 
จากภาพประกอบที่ 4 แสดงใหเห็นวา A (โปรแกรมประยุกต) เปนคํากวางกวา (Broader Term-BT) ของคํา B (โปรแกรมประยุกตทางดาน

การเงิน) โดยมีคํา E (โปรแกรมประยุกตทางดานบัญชี) เปนคําเก่ียวของ (Related Term-RT) และ E (โปรแกรมประยุกตทางดานบัญชี) มีคํา F 
(โปรแกรมประยุกตทางธุรกิจ) F เปนคํากวางกวา (Broader Term-BT ) และ F เปนคําแคบกวา (Narrower Term-NT) ของคํา D (โปรแกรม) 
    ข้ันตอนที่ 3 ใหนํ้าหนักคํา โดยคํานวณจากสมการที่ 1  
 

1. การเตรียมข้อมูล

2. การกำ�หนดน้ำ�หนักคำ�

4. การประเมินประสิทธิภาพ

3. การประเมินความคล้ายระหว่างคำ�เชิง 
ความหมาย

ภาพประกอบ 2 กรอบแนวคิดการวิจัย

ภาพประกอบ 3 การสร้างคลังคำ�ด้วย SKOS
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	 2. การกำ�หนดคา่น้ำ�หนกัคำ� มกีระบวนการ
ดังนี้ เมื่อผู้ใช้ระบุคำ�ค้นเข้ามาเพื่อค้นคืนเอกสารที่
ตอ้งการ กระบวนการคน้คืนจะนำ�คำ�ค้นจากผูใ้ชม้าหา
รายการคำ�คน้ทีเ่กีย่วขอ้งสมัพนัธกั์น (list of related 
keywords) ตามโครงสร้างความสัมพันธ์ในคลังคำ� 
จากนั้น จะคำ�นวณค่าน้ำ�หนักคำ�ดังนี้

	 ขั้นตอนที่ 1 กำ�หนดให้คำ�ทุกคำ�ในคลังคำ� 
มีค่าเริ่มต้นเท่ากับ 1

	 ขั้นตอนที่ 2 กำ�หนดค่าความสัมพันธ์ให้คำ�
กวา้งกวา่ (Broader Term-BT) คำ�แคบกวา่ (Narrower  
Term-NT) มีค่าเท่ากับ 1 และกำ�หนดคำ�เหมือน 
และคำ�เกี่ยวข้อง (Related Term-RT) มีค่าเท่ากับ 
0 ตัวอย่างดังภาพประกอบ 4

	 ขั้นตอนที่ 3 ให้น้ำ�หนักคำ� โดยคำ�นวณจาก
สมการที่ 1 

(1)

	 เมื่อ

	 SP คือ ค่าระยะทางระหว่างจุดต่อ

	 N คอื จำ�นวนจดุตอ่ทีม่คีวามสมัพนัธร์ะหวา่ง
จุดต่อ(Node)

	  ดงันัน้ ตวัอยา่งการใหน้้ำ�หนกัคำ� F (โปรแกรม
ประยกุตท์างธรุกจิ) มคีา่เทา่กบั ((1+1)/2)=1) (B โปรแกรม
ระบบ))1+0)/2)=0.5 และ A (โปรแกรมประยุกต์) 
(1/2)=0.5 เปน็ตน้ และจากภาพประกอบ 4 น้ำ�หนักคำ�  
คอมพิวเตอร์ มีค่าเท่ากับ (0+0+1+1+1)/5=0.6 

	 ขั้นตอนที่ 4 ให้ระบุคำ�ค้นจากผู้ใช้กับคำ�ใน
คลังคำ�เป็นการกำ�หนด กลุ่มของคำ�ค้นท่ีเก่ียวข้อง
โดยใช้แนวทางเชิงความหมาย ซึ่งจะได้มาซึ่งกลุ่ม 
คำ�ค้นและรายการเอกสารที่เกี่ยวข้อง 

	 ตัวอย่างที่ 1 ถ้าเมื่อผู้ใช้ระบุคำ�ค้นเข้ามา 
เพื่อค้นคืนเอกสารใน คือ A สามารถคำ�นวณหากลุ่ม
ของคำ�ค้นได้ดังนี้

	 คำ�ค้น A ∈ A ชุดคำ�ค้นที่เกี่ยวข้อง ของ A 
คือ {A, B, E} ฉะนั้นน้ำ�หนัก Normalize คำ�ค้นจาก 
กลุ่มของคำ�ค้นในตัวอย่างที่ 1 แสดงดังตาราง 1

ตาราง 1	 แสดงตัวอย่างผลการ normalize  
น้ำ�หนัก

Term Weighting
คำ�ค้น คำ�ที่เกี่ยวข้อง

A B E

0.5 0.5 0.5

Σn 0.33 0.33 0.33

* Σn หมายถึง การ Normalization ปรับค่าน้ำ�หนัก 
คำ�ให้มีค่าเป็น 1
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   (1) 
เมื่อ 

  คือ คาระยะทางระหวางจุดตอ 
N      คือ จํานวนจุดตอที่มีความสมัพันธระหวางจุดตอ (Node) 

  ดังน้ันตัวอยางการใหนํ้าหนักคํา F (โปรแกรมประยุกตทางธุรกิจ) มีคาเทากับ  ((1+1)/2) =1)  (B โปรแกรมระบบ)(1+0)/2)=0.5 
และ A (โปรแกรมประยุกต) (1/2)=0.5 เปนตน และจากภาพประกอบที่ 4 นํ้าหนักคํา คอมพิวเตอร มีคาเทากับ (0+0+1+1+1)/5 = 0.6  

ข้ันตอนที่ 4  ใหระบุคําคนจากผูใชกับคําในคลังคําเปนการกําหนด กลุมของคําคนที่เกี่ยวของโดยใชแนวทางเชิงความหมาย ซ่ึงจะไดมา
ซ่ึงกลุมคําคนและรายการเอกสารที่เกีย่วของ  
 ตัวอยางที่ 1 ถาเมื่อผูใชระบุคําคนเขามาเพื่อคนคืนเอกสารใน คือ A สามารถคํานวณหากลุมของคําคนไดดังน้ี 
คําคน A ∈ A  ชุดคําคนที่เกี่ยวของ ของ A คือ {A, B, E} ฉะน้ันนํ้าหนัก Normalize คําคนจาก กลุมของคําคนในตัวอยางที่ 1 แสดงดังตารางที่ 1 
 

ตารางที ่1 แสดงตัวอยางผลการ normalize นํ้าหนัก 

Term Weighting 
คําคน คําที่เกี่ยวของ 

A B E 
 0.5 0.5 0.5 
Σn 0.33 0.33 0.33 

* Σn หมายถึง การ Normalization ปรับคานํ้าหนักคําใหมคีาเปน 1 
 

จากตารางที่ 1 กลุมคําคนจาก ตัวอยางที่ 1  S={ A, B, E} มีคานํ้าหนัก {0.33, 0.33, 0.33} ตามลําดับ   
จากกระบวนการหานํ้าหนักคําในข้ันตอนน้ีทําใหไดรายการคําคนที่เกี่ยวของ (List of Related Keywords) ที่มีการคานํ้าหนักคํา และไดเอกสาร

ที่เกี่ยวของ เพื่อนําไปใชในการคํานวณวัดความคลายคลึงเชิงความหมายในระยะที่สาม  
 ข้ันตอนที่ 3 คํานวณความคลายระหวางคําเชิงความหมาย งานวิจัยน้ีทําโดยใชวิธีการหาระยะทางที่สั้นที่สุด โดยนําคําสําคัญที่เกี่ยวของ( List 

of Related Keywords) ที่มีการใหคานํ้าหนักคําและเอกสารที่เกี่ยวของมาทําการคํานวณวัดความคลายคลึงเชิงความหมายระหวางคํา ซ่ึง
กระบวนการน้ีจะอาศัยคาความเกีย่วของกนัหรือสัมพันธกันระหวางคําสองคํา ข้ันตอนการวัดความคลายคลึงระหวางเอกสาร ดังภาพประกอบที่ 5 

 
 
 
 
 
 
 
 
 
 

 
ภาพประกอบที่ 5 แสดงข้ันตอนการวัดความคลายคลึงระหวางคําเชิงความหมาย 

 
1. การคํานวณระยะทางที่สั้นที่สุดระหวางคํา  
   จะทําการคํานวณหาระยะทางจากเสนเชื่อม (Edge) ระหวางจุดตอ (Node) ที่มีผลรวมนํ้าหนักนอยที่สุด โดยใช Dijkstra algorithm 

(Dijkstra, E., 1959) มีข้ันตอนดังน้ี 
1.1 กําหนดคาใหกับความสัมพันธของคําในคลังคํา  

  กําหนดคําหลัก (skos:prefLabel) คํากวางกวา (skos:broader) คําแคบกวา (skos:narrower)  มีคาเทากับ 1 (Plubrukarn, P., Waiyamai, 
K., 2001) และคําเกี่ยวของ (Related Term-RT) คําเหมือน (skos:altLabel)  มีคาเทากับ 0 

      1.2 คํานวณระยะทางระหวางคําที่สั้นที่สุด 

List related of keywords และเอกสารที่เกี่ยวของ 

1. การคํานวณระยะทางที่สั้นที่สุดระหวางคํา 

2. การคํานวณความคลายคลึงระหวางคาํเชิงความหมาย 

รายการเอกสารตามลําดับความคลายคลึง 
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คําศัพทจากโครงการเครือขายหองสมุดในประเทศไทย (ThaiLIS : Thai Library Integration System) หรือ โครงการเครือขายหองสมุด ใน
ประเทศไทย สํานักงานคณะกรรมการอุดมศึกษา จํานวน 50 รายการ จากน้ัน ทําเมทาดาทาตามมาตรฐานดับลินคอรใหกับ เอกสาร
ประกอบ ดวย Title , Keyword/Subject, Description/Abstract  และ Source ลําดับตอมาคือการจัดทํา Ontology ในรูปแบบภาษา Web 
Ontology Language (OWL) โดยอาศัยคําศัพทจากเว็บไซตรวมคําศัพทสัมพันธ (Taxonomy & Thesaurus) จํานวน 402 คํา ที่นํามาจัดทํา
เปนคลังคําตามแบบแผนโครงสรางความสัมพันธของ SKOS (Simple Knowledge Organization System) ประกอบดวย คําหลัก 
(skos:preLabel) คํ ากว างกว า  (skos:broader) คํ าแคบกว า  (skos:narrower) คํ า เกี่ ย วข อ ง (Related Term-RT)  แ ละคํ า เห มื อน 
(skos:altLabel)  แสดงดังภาพประกอบที่ 3 

 

 
ภาพประกอบที่ 3 การสรางคลังคําดวย SKOS 

2. การกําหนดคานํ้าหนักคํา มีกระบวนการดังน้ี เมื่อผูใชระบุคําคนเขามาเพื่อคนคืนเอกสารที่ตองการ กระบวนการคนคืนจะนําคําคนจากผูใชมา
หารายการคําคนที่เกี่ยวของสัมพันธกัน (list of related keywords) ตามโครงสรางความสัมพันธในคลังคํา จากน้ัน จะคํานวณคานํ้าหนักคําดังน้ี 
         ข้ันตอนที่ 1  กําหนดใหคําทุกคําในคลังคํามีคาเร่ิมตนเทากับ 1 

   ข้ันตอนที่ 2  กําหนดคาความสัมพันธใหคํากวางกวา (Broader Term-BT) คําแคบกวา (Narrower Term-NT) มีคาเทากับ 1 และ
กําหนดคําเหมือน และคําเกี่ยวของ (Related Term-RT) มีคาเทากับ 0 ตัวอยางดังภาพประกอบที ่4 
 

 
ภาพประกอบที่ 4 การกําหนดคาความสมัพันธใหกับคาํ 

 
จากภาพประกอบที่ 4 แสดงใหเห็นวา A (โปรแกรมประยุกต) เปนคํากวางกวา (Broader Term-BT) ของคํา B (โปรแกรมประยุกตทางดาน

การเงิน) โดยมีคํา E (โปรแกรมประยุกตทางดานบัญชี) เปนคําเก่ียวของ (Related Term-RT) และ E (โปรแกรมประยุกตทางดานบัญชี) มีคํา F 
(โปรแกรมประยุกตทางธุรกิจ) F เปนคํากวางกวา (Broader Term-BT ) และ F เปนคําแคบกวา (Narrower Term-NT) ของคํา D (โปรแกรม) 
    ข้ันตอนที่ 3 ใหนํ้าหนักคํา โดยคํานวณจากสมการที่ 1  
 

ภาพประกอบ 4 การกำ�หนด 
ค่าความสัมพันธ์ให้กับคำ�

	 จากภาพประกอบ 4 แสดงให้เห็นว่า A 
(โปรแกรมประยุกต์) เป็นคำ�กว้างกว่า (Broader 
Term-BT) ของคำ� B (โปรแกรมประยกุตท์างดา้นการ
เงนิ) โดยมคีำ� E (โปรแกรมประยกุตท์างดา้นบญัชี) เปน็
คำ�เกี่ยวข้อง)Related Term-RT) และ E (โปรแกรม
ประยุกต์ทางด้านบัญชี) มีคำ� F (โปรแกรมประยุกต์
ทางธุรกิจ) F เป็นคำ�กว้างกว่า (Broader Term-BT) 
และ F เป็นคำ�แคบกว่า)Narrower Term-NT) ของ
คำ� D (โปรแกรม)
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	 จากตาราง 1 กลุ่มคำ�ค้นจาก ตัวอย่างที่ 1  
S={ A, B, E} มีค่าน้ำ�หนัก {0.33, 0.33, 0.33}  
ตามลำ�ดับ 

	 จากกระบวนการหาน้ำ�หนักคำ�ในขั้นตอนนี้
ทำ�ให้ได้รายการคำ�ค้นที่เกี่ยวข้อง (List of Related 
Keywords) ที่มีการค่าน้ำ�หนักคำ� และได้เอกสาร 
ทีเ่กีย่วขอ้ง เพือ่นำ�ไปใช้ในการคำ�นวณวัดความคลา้ยคลงึ
เชิงความหมายในระยะที่สาม 

	 ขั้นตอนที่ 3 คำ�นวณความคล้ายระหว่าง
คำ�เชิงความหมาย งานวิจัยน้ีทำ�โดยใช้วิธีการหา
ระยะทางที่สั้นที่สุด โดยนำ�คำ�สำ�คัญที่เกี่ยวข้อง(List 
of Related Keywords) ที่มีการให้ค่าน้ำ�หนักคำ�
และเอกสารที่เกี่ยวข้องมาทำ�การคำ�นวณวัดความ
คลา้ยคลงึเชงิความหมายระหว่างคำ� ซึง่กระบวนการนี้
จะอาศยัคา่ความเกีย่วขอ้งกนัหรอืสมัพนัธก์นัระหวา่ง 
คำ�สองคำ� ขั้นตอนการวัดความคล้ายคลึงระหว่าง
เอกสาร ดังภาพประกอบ 5

1. การคำ�นวณระยะทางที่สั้นที่สุด
ระหว่างคำ� 

	 จะทำ�การคำ�นวณหาระยะทางจากเสน้เชือ่ม 
(Edge) ระหว่างจุดต่อ (Node) ที่มีผลรวมน้ำ�หนัก
น้อยที่สุด โดยใช้ Dijkstra algorithm (Dijkstra, E., 
1959) มีขั้นตอนดังนี้

1.1 กำ�หนดค่าให้กับความสัมพันธ์ของ
คำ�ในคลังคำ� 

	 กำ�หนดคำ�หลัก (skos: prefLabel)  
คำ�กว้างกว่า (skos: broader) คำ�แคบกว่า (skos:  
narrower) มีค่าเทา่กบั 1 (Plubrukarn, P., Waiyamai,  
K., 2001) และคำ�เกี่ยวข้อง (Related Term-RT)  
คำ�เหมือน (skos: altLabel) มีค่าเท่ากับ 0

1.2 คำ�นวณระยะทางระหว่างคำ�ที่
สั้นที่สุด

	 การค้นหาเส้นทางจากจุดต่อ (Node) 
หนึ่งไปยังจุดต่อ (Node) ที่ต้องการ ใช้วิธี Dijkstra  
Algorithm ดงัภาพประกอบ 1 ซึง่ตวัอย่างการคำ�นวณ
ในภาพประกอบ 4 เช่น กำ�หนดให้ “A (โปรแกรม
ประยุกต์)” เป็นจุดเริ่มต้น สามารถคำ�นวณระยะทาง
ที่สั้นที่สุดตามความสัมพันธ์ของคำ�ในโครงสร้าง ดังนี้ 

	 PriorityQueue={startVertex}

	 PQ = {(โปรแกรมประยุกต์, โปรแกรม
ประยุกต์, 0)}

	 Step 1: ดึงสมาชิกตัวแรกออกมา PQ={}

	 Step 2: เลอืก “โปรแกรมประยกุต”์ ให้เปน็
เส้นทางจริง PQ={}

List related of keywords  
และเอกสารที่เกี่ยวข้อง

1. การคำ�นวณระยะทางที่สั้นที่สุดระหว่างคำ�

รายการเอกสารตามลำ�ดับความคล้ายคลึง

2. การคำ�นวณความคล้ายคลึงระหว่าง 
คำ�เชิงความหมาย

ภาพประกอบ 5 แสดงขั้นตอนการวัดความคล้ายคลึง
ระหว่างคำ�เชิงความหมาย



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 2(1): 2563
Journal of Applied Informatics and Technology, 2(1): 202026การเพิ่มประสิทธิภาพการค้นคืนเอกสารโดยใช้วิธีการวัดความคลายคลึง...

กมลวรรณ รัชตเวชกุล, อภิชัย สารทอง, วีระยุทธ รัชตเวชกุล, ยงยุทธ รัชตเวชกุล 

1.3 สำ�หรับทุกจุดต่อ (Node) ที่ต่อกับ 
“โปรแกรมประยุกต์” คำ�นวณระยะทาง
แล้วนำ�กลับไปเก็บใน PQ

	 PQ = {(โปรแกรมประยุกต์, โปรแกรม
ประยุกต์ทางด้านการเงิน, 1)

	 กระทำ�วนรอบจนครบกระทัง่ไมม่สีมาชิกใน 
PQ สิ้นสุดการคำ�นวณ

	 2. การคำ�นวณความคล้ายคลึงระหว่าง
คำ�เชิงความหมาย ในส่วนนี้จะนำ�ผลลัพธ์จากการ
คำ�นวณระยะทางที่สั้นที่สุดตามความสัมพันธ์ของคำ�
ในโครงสร้างมาทำ�การคำ�นวณหาค่าความคล้ายคลึง
ระหว่างคำ�เชิงความหมาย (ศุภกฤษฏ์ิ นิวัฒนากูล, 
(2556 ดังสมการ 2

(2)

	 D
k
 แทน ค่าน้ำ�หนกัของเอกสารตอ่คำ�คน้ที ่k

	 dis(d
j
,q

i
) แทน ค่าระยะทางระหว่างคำ�ใน

เอกสาร d
j 
กับคำ�ค้น q

i

	 N
k 
แทน จำ�นวนคำ�ในเอกสาร

	 ซ่ึงค่าท่ีไดจ้ากสมการที ่2 จะนำ�ไปใชส้ำ�หรบั
การคำ�นวณความคลา้ยคลงึระหว่างเอกสารกับคำ�คน้ 
ดังสมการที่ 3

			    (3)

	 Sim
k
 แทน คะแนนความคล้ายเชิง 

ความหมายของเอกสารที่ k

	 Q
i
 แทน ค่าน้ำ�หนักของคำ�ค้นที่ i

	 D
k
 แทน คา่น้ำ�หนกัของเอกสารตอ่คำ�คน้ที่ k

	 4. การประเมนิประสทิธภิาพ งานวจิยันี ้ทำ�การ
ประเมนิการเพิม่ประสทิธภิาพการคน้คนืเอกสารดว้ย
วิธีการวัดความคล้ายคลึงระหว่างคำ�เชิงความหมาย 
ด้วยค่าความแม่นยำ� (Precision) ค่าความระลึกหรือ
ค่าความถูกต้อง (Recall) และค่าความแม่นยำ�เฉลี่ย 
(Mean Reciprocal Rank: MRR) เนื่องจากเป็น 
วิธีการที่ได้มาตรฐานและเป็นที่นิยม ดังนี้

	 คา่ความแมน่ยำ� (Precision) คอื การพิจารณา
ความถกูต้องของขอ้มูลทีส่บืค้นได้จากอตัราสว่นระหวา่ง
จำ�นวนเอกสารทีค่น้คนืถูกตอ้งกบัจำ�นวนเอกสารทีค่น้
คืนมาได้ทั้งหมด สูตรการคำ�นวณ ดังสมการ 4

 

 (4)

 	 เมื่อ

	 TP (True Prositive) แทน เอกสารที่เลือก
ถูกเลือกและถูกเลือกโดยผู้เชี่ยวชาญ

	 FP (False Negative) แทน เอกสารที่ไม่ 
ถูกเลือกและถูกเลือกโดยผู้เชี่ยวชาญ

	 คา่ความระลกึหรอืคา่ความถกูตอ้ง (Recall) 
คอื การพจิารณาความครบถว้นของขอ้มลูเมือ่เทียบกับ
ขอ้มลูทีค่วรไดท้ัง้หมด จากอตัราสว่นระหวา่งจำ�นวน
เอกสารที่ค้นคืนถูกต้องกับจำ�นวนเอกสารที่ถูกต้อง
ทั้งหมดของระบบ (เน้นคำ�ตอบที่ถูกต้องที่แสดงออก
มามากที่สุด) สูตรการคำ�นวณ ดังสมการ 5

(5)

	 เมื่อ

	 TP (True Prositive) แทน เอกสารที่เลือก
ถูกเลือกและถูกเลือกโดยผู้เชี่ยวชาญ

	 FP (False Negative) แทน เอกสารที่ 
ไม่ถูกเลือกและถูกเลือกโดยผู้เชี่ยวชาญ
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 (False Negative ) แทน เอกสารที่ไมถูกเลือกและถูกเลือกโดยผูเชี่ยวชาญ 
  คาความระลึกหรือคาความถูกตอง  (Recall) คือ การพิจารณาความครบถวนของขอมูลเมื่อเทียบกับขอมูลที่ควรไดท้ังหมด จาก

อัตราสวนระหวางจํานวนเอกสารที่คนคืนถูกตองกับจํานวนเอกสารที่ถูกตองทั้งหมดของระบบ (เนนคําตอบที่ถูกตองที่แสดงออกมามากที่สุด) สูตร
การคํานวณ ดังสมการ 5 

 

      (5) 
เมื่อ 

     (True Prositive)  แทน เอกสารที่เลือกถูกเลือกและถูกเลือกโดยผูเชี่ยวชาญ 
    (False Negative) แทน เอกสารที่ไมถูกเลือกและถูกเลือกโดยผูเชี่ยวชาญ 

  คาความถวงดุล (F-Measure) คือ คาเฉล่ียที่ใหความสําคัญกับความแมนยําและความครบถวนเทา ๆ กัน  โดยเปนการเปล่ียนคาความ
ถูกตอง และคาความแมนยํา มารวมเปนหน่ึงเดียว สูตรการคํานวณ ดังสมการ 6 

 

   (6) 
 

  คาความแมนยําเฉล่ีย  (Mean Reciprocal Rank : MRR)  โดยวัดประสิทธิภาพของการจัดอันดับ (Craswell and Hawking, 2002)  
สูตรคํานวณ ดังสมการ 7 

  

              (7) 

         คือ จํานวนคําคนทั้งหมด 

           คือ ตําแหนงของผลลัพธที่คนพบอยางถูกตองของจํานวนคําคนที่  

 
4. ผลการวิจัยและการอภิปรายผล 
 สําหรับการวิจัยคร้ังน้ี ไดกําหนดเกณฑการเลือกเอกสารดวยการกําหนดเกณฑตาม ศุภกฤษฏิ์ นิวัฒนากูล (2556) กําหนดเกณฑที่ 0.55  
ตัวอยางผลการคนคืน 10 คําคน จากเอกสารจํานวน 50 รายการ ดังตารางที ่2 
ตารางที่ 2 ผลการคนคืนเอกสาร 
ลําดับ คําคน เอกสารที่เกี่ยวของ วิธ ี จํานวนเอกสารที่พบ F-measure MRR 

1 อินเทอรเน็ต 30 A 17 0.70 0.72 
B 29 0.92 0.94 

2 เทคโนโลยีสารสนเทศ 43 A 30 0.76 0.77 
B 43 0.99 0.99 

3 การสื่อสาร, เทคโนโลยี 25 A 20 0.80 0.96 
B 23 0.86 0.97 

4 การคนหา, ฐานขอมูล 36 A 28 0.84 0.83 
B 33 0.86 0.83 

5 สารสนเทศ, อินเทอรเน็ต 42 A 24 0.84 0.90 
B 30 0.89 0.93 

6 การสือสารขอมูล 27 A 23 0.86 0.91 
B 25 0.89 0.93 

7 ทฤษฏีรหัส, เครือขาย 21 A 15 0.86 0.83 
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  การคนหาเสนทางจากจุดตอ (Node) หน่ึงไปยังจุดตอ (Node) ที่ตองการ ใชวิธี Dijkstra Algorithm ดังภาพประกอบที่ 1  ซ่ึงตัวอยางการ
คํานวณในภาพประกอบที่ 4  เชน กําหนดให “A (โปรแกรมประยุกต) ” เปนจุดเร่ิมตน สามารถคํานวณระยะทางที่สั้นที่สุดตามความสัมพันธของคํา
ในโครงสราง ดังน้ี  

PriorityQueue = {startVertex} 
PQ= {(โปรแกรมประยุกต, โปรแกรมประยุกต, 0)} 
Step 1: ดึงสมาชิกตัวแรกออกมา    PQ= {} 
Step 2: เลือก “โปรแกรมประยุกต” ใหเปนเสนทางจริง   PQ={} 

1.3 สําหรับทุกจุดตอ (Node) ที่ตอกับ “โปรแกรมประยุกต” คํานวณระยะทางแลวนํากลับไปเก็บใน PQ 
PQ={(โปรแกรมประยุกต, โปรแกรมประยุกตทางดานการเงิน,1) 

กระทําวนรอบจนครบกระทั่งไมมีสมาชิกใน PQ สิ้นสุดการคํานวณ 
2. การคํานวณความคลายคลึงระหวางคาํเชิงความหมาย ในสวนน้ีจะนําผลลัพธจากการคํานวณระยะทางที่สั้นที่สุดตามความสัมพันธของคําใน

โครงสรางมาทําการคํานวณหาคาความคลายคลึงระหวางคําเชิงความหมาย (ศุภกฤษฏิ์ นิวัฒนากูล, )2556  ดังสมการ 2 
 

 

                           (2) 

 

 แทน คานํ้าหนักของเอกสารตอคําคนที่  
 แทน คาระยะทางระหวางคําในเอกสาร  กับคําคน  

 แทน จํานวนคําในเอกสาร 
  ซ่ึงคาที่ไดจากสมการที่ 2 จะนําไปใชสําหรับการคาํนวณความคลายคลึงระหวางเอกสารกับคําคน ดังสมการที่ 3 
 

    (3) 
 

 แทน คะแนนความคลายเชิงความหมายของเอกสารที่  
 แทน คานํ้าหนักของคําคนที่  
 แทน คานํ้าหนักของเอกสารตอคําคนที ่  

 

  4. การประเมินประสิทธิภาพ งานวิจัยน้ี ทําการประเมินการเพิ่มประสิทธิภาพการคนคืนเอกสารดวยวิธีการวัดความคลายคลึงระหวางคําเชิง
ความหมาย ดวยคาความแมนยํา (Precision) คาความระลึกหรือคาความถูกตอง (Recall) และคาความแมนยําเฉล่ีย (Mean Reciprocal Rank: MRR) 
เนื่องจากเปนวิธีการที่ไดมาตรฐานและเปนที่นิยม Frankes, William, Baeza-Yates and Ricardo , (1992) โดย Miao, Duan, 
Zhang, and Jiao  (2009) ไดอธิบายเก่ียวกับการประเมินประสิทธิภาพการสืบคนไว ดังนี้ 

 คาความแมนยํา (Precision) คือ การพิจารณาความถูกตองของขอมูลที่สืบคนไดจากอัตราสวนระหวางจํานวนเอกสารที่คนคืนถูกตอง
กับจํานวนเอกสารที่คนคืนมาไดทั้งหมด สูตรการคํานวณ ดังสมการ 4 

 

 

      (4) 
                 เมื่อ 

(True Prositive)  แทน เอกสารที่เลือกถูกเลือกและถูกเลือกโดยผูเชี่ยวชาญ 
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  การคนหาเสนทางจากจุดตอ (Node) หน่ึงไปยังจุดตอ (Node) ที่ตองการ ใชวิธี Dijkstra Algorithm ดังภาพประกอบที่ 1  ซ่ึงตัวอยางการ
คํานวณในภาพประกอบที่ 4  เชน กําหนดให “A (โปรแกรมประยุกต) ” เปนจุดเร่ิมตน สามารถคํานวณระยะทางที่สั้นที่สุดตามความสัมพันธของคํา
ในโครงสราง ดังน้ี  

PriorityQueue = {startVertex} 
PQ= {(โปรแกรมประยุกต, โปรแกรมประยุกต, 0)} 
Step 1: ดึงสมาชิกตัวแรกออกมา    PQ= {} 
Step 2: เลือก “โปรแกรมประยุกต” ใหเปนเสนทางจริง   PQ={} 

1.3 สําหรับทุกจุดตอ (Node) ที่ตอกับ “โปรแกรมประยุกต” คํานวณระยะทางแลวนํากลับไปเก็บใน PQ 
PQ={(โปรแกรมประยุกต, โปรแกรมประยุกตทางดานการเงิน,1) 

กระทําวนรอบจนครบกระทั่งไมมีสมาชิกใน PQ สิ้นสุดการคํานวณ 
2. การคํานวณความคลายคลึงระหวางคาํเชิงความหมาย ในสวนน้ีจะนําผลลัพธจากการคํานวณระยะทางที่สั้นที่สุดตามความสัมพันธของคําใน

โครงสรางมาทําการคํานวณหาคาความคลายคลึงระหวางคําเชิงความหมาย (ศุภกฤษฏิ์ นิวัฒนากูล, )2556  ดังสมการ 2 
 

 

                           (2) 

 

 แทน คานํ้าหนักของเอกสารตอคําคนที่  
 แทน คาระยะทางระหวางคําในเอกสาร  กับคําคน  

 แทน จํานวนคําในเอกสาร 
  ซ่ึงคาที่ไดจากสมการที่ 2 จะนําไปใชสําหรับการคาํนวณความคลายคลึงระหวางเอกสารกับคําคน ดังสมการที่ 3 
 

    (3) 
 

 แทน คะแนนความคลายเชิงความหมายของเอกสารที่  
 แทน คานํ้าหนักของคําคนที่  
 แทน คานํ้าหนักของเอกสารตอคําคนที ่  

 

  4. การประเมินประสิทธิภาพ งานวิจัยน้ี ทําการประเมินการเพิ่มประสิทธิภาพการคนคืนเอกสารดวยวิธีการวัดความคลายคลึงระหวางคําเชิง
ความหมาย ดวยคาความแมนยํา (Precision) คาความระลึกหรือคาความถูกตอง (Recall) และคาความแมนยําเฉล่ีย (Mean Reciprocal Rank: MRR) 
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 คาความแมนยํา (Precision) คือ การพิจารณาความถูกตองของขอมูลที่สืบคนไดจากอัตราสวนระหวางจํานวนเอกสารที่คนคืนถูกตอง
กับจํานวนเอกสารที่คนคืนมาไดทั้งหมด สูตรการคํานวณ ดังสมการ 4 
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	 ค่าความถ่วงดุล (F-Measure) คือ ค่าเฉลี่ย
ท่ีให้ความสำ�คัญกับความแม่นยำ�และความครบถ้วน
เทา่ๆ กนั โดยเปน็การเปล่ียนคา่ความถกูตอ้ง และคา่
ความแม่นยำ� มารวมเป็นหนึ่งเดียว สูตรการคำ�นวณ 
ดังสมการ 6

 

(6)

	 ค่าความแม่นยำ�เฉลี่ย (Mean Reciprocal  
Rank: MRR) โดยวัดประสิทธิภาพของการจัด
อันดับ (Craswell & Hawking, 2002) สูตรคำ�นวณ  
ดังสมการ 7

	  

(7)

	 N คือ จำ�นวนคำ�ค้นทั้งหมด

	 r
i
 คือ ตำ�แหน่งของผลลัพธ์ที่ค้นพบ 

อย่างถูกต้องของจำ�นวนคำ�ค้นที่ i

4. ผลการวิจัยและการอภิปรายผล

	 สำ�หรับการวิจัยครั้งนี้ ได้กำ�หนดเกณฑ์
การเลือกเอกสารด้วยการกำ�หนดเกณฑ์ตาม  
ศุภกฤษฏิ์ นิวัฒนากูล (2556) กำ�หนดเกณฑ์ที่ 0.55 
ตัวอย่างผลการค้นคืน 10 คำ�ค้น จากเอกสารจำ�นวน 
50 รายการ ดังตาราง 2
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 (False Negative ) แทน เอกสารที่ไมถูกเลือกและถูกเลือกโดยผูเชี่ยวชาญ 
  คาความระลึกหรือคาความถูกตอง  (Recall) คือ การพิจารณาความครบถวนของขอมูลเมื่อเทียบกับขอมูลที่ควรไดท้ังหมด จาก

อัตราสวนระหวางจํานวนเอกสารที่คนคืนถูกตองกับจํานวนเอกสารที่ถูกตองทั้งหมดของระบบ (เนนคําตอบที่ถูกตองที่แสดงออกมามากที่สุด) สูตร
การคํานวณ ดังสมการ 5 

 

      (5) 
เมื่อ 

     (True Prositive)  แทน เอกสารที่เลือกถูกเลือกและถูกเลือกโดยผูเชี่ยวชาญ 
    (False Negative) แทน เอกสารที่ไมถูกเลือกและถูกเลือกโดยผูเชี่ยวชาญ 

  คาความถวงดุล (F-Measure) คือ คาเฉล่ียที่ใหความสําคัญกับความแมนยําและความครบถวนเทา ๆ กัน  โดยเปนการเปล่ียนคาความ
ถูกตอง และคาความแมนยํา มารวมเปนหน่ึงเดียว สูตรการคํานวณ ดังสมการ 6 

 

   (6) 
 

  คาความแมนยําเฉล่ีย  (Mean Reciprocal Rank : MRR)  โดยวัดประสิทธิภาพของการจัดอันดับ (Craswell and Hawking, 2002)  
สูตรคํานวณ ดังสมการ 7 

  

              (7) 

         คือ จํานวนคําคนทั้งหมด 

           คือ ตําแหนงของผลลัพธที่คนพบอยางถูกตองของจํานวนคําคนที่  

 
4. ผลการวิจัยและการอภิปรายผล 
 สําหรับการวิจัยคร้ังน้ี ไดกําหนดเกณฑการเลือกเอกสารดวยการกําหนดเกณฑตาม ศุภกฤษฏิ์ นิวัฒนากูล (2556) กําหนดเกณฑที่ 0.55  
ตัวอยางผลการคนคืน 10 คําคน จากเอกสารจํานวน 50 รายการ ดังตารางที ่2 
ตารางที่ 2 ผลการคนคืนเอกสาร 
ลําดับ คําคน เอกสารที่เกี่ยวของ วิธ ี จํานวนเอกสารที่พบ F-measure MRR 

1 อินเทอรเน็ต 30 A 17 0.70 0.72 
B 29 0.92 0.94 

2 เทคโนโลยีสารสนเทศ 43 A 30 0.76 0.77 
B 43 0.99 0.99 

3 การสื่อสาร, เทคโนโลยี 25 A 20 0.80 0.96 
B 23 0.86 0.97 

4 การคนหา, ฐานขอมูล 36 A 28 0.84 0.83 
B 33 0.86 0.83 

5 สารสนเทศ, อินเทอรเน็ต 42 A 24 0.84 0.90 
B 30 0.89 0.93 

6 การสือสารขอมูล 27 A 23 0.86 0.91 
B 25 0.89 0.93 

7 ทฤษฏีรหัส, เครือขาย 21 A 15 0.86 0.83 
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ตารางที่ 2 ผลการคนคืนเอกสาร 
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1 อินเทอรเน็ต 30 A 17 0.70 0.72 
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ตาราง 2	 ผลการค้นคืนเอกสาร

ลำ�ดับ คำ�ค้น
เอกสารที่
เกี่ยวข้อง

วิธี จำ�นวนเอกสารที่พบ F-measure MRR

1 อินเทอร์เน็ต 30
A 17 0.70 0.72

B 29 0.92 0.94

2 เทคโนโลยีสารสนเทศ 43
A 30 0.76 0.77

B 43 0.99 0.99

3 การสื่อสาร, เทคโนโลยี 25
A 20 0.80 0.96

B 23 0.86 0.97

4 การค้นหา, ฐานข้อมูล 36
A 28 0.84 0.83

B 33 0.86 0.83

5 สารสนเทศ, อินเทอร์เน็ต 42
A 24 0.84 0.90

B 30 0.89 0.93

6 การสือสารข้อมูล 27
A 23 0.86 0.91

B 25 0.89 0.93

7 ทฤษฏีรหัส, เครือข่าย 21
A 15 0.86 0.83

B 19 0.87 0.95

8 วิทยาการคอมพิวเตอร์ 34
A 29 0.70 0.72

B 31 0.76 0.77

9 Programming, ภาษา 35
A 25 0.76 0.90

B 30 0.77 0.93

10 Algorithm 26
A 19 0.69 0.74

B 23 0.89 0.91

* วิธี A คือ TF-IDF Cosine, B คือ Shortest Path
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ตาราง 3	 ผลการวัดประสิทธิภาพความแม่นยำ�
และความถกูตอ้งโดยเปรยีบเทียบแตล่ะ
เทคนิควิธีด้วย F-measure

F-Measure TF-IDF Cosine Short Path

1 Word 0.7939672 0.8205257

2 Words 0.8103818 0.8419307

4. สรุปผลการวิจัย 

	 ระบบการค้นคืนเอกสารที่มีประสิทธิภาพ
ต้องให้ผลลัพธ์ที่ตรงกับความต้องการของผู้ใช้มาก
ที่สุด โดยผลลัพธ์ที่ได้ต้องคำ�นึงถึงความหมายของคำ�  
หรอืคำ�กำ�กวมของคำ�ค้นจากผูใ้ชไ้ด ้ศภุกฤษฏิ ์นวัิฒนากูล  
(2556) ซึ่งการวัดความคล้ายคลึงระหว่างเอกสาร
เป็นขั้นตอนที่สำ�คัญในระบบค้นคืนเอกสารอันจะ 
ส่งผลให้ผลลัพธ์ตรงกับความต้องการของผู้ใช้ และ
การวัดความคล้ายคลึงเชิงมุม (Cosine Similarity)  
เป็นวิธีการที่นิยมใช้ในปัจจุบัน ดังนั้นงานวิจัยนี้จึงได้ 
นำ�เสนอเทคนิควิธีการวัดความคล้ายคลึงเชิงความ
หมายระหว่างคำ�โดยใช้วิธีการหาระยะทางที่สั้นที่สุด
ระหว่างคำ�หน่ึงไปยังคำ�ที่ต้องการที่เก็บไว้ในคลังคำ� 
ซึ่งคำ�มีความเกี่ยวข้องกัน หรือสัมพันธ์กันระหว่าง
คำ� โดยใช ้Dijkstra Algorithm ซึง่จากการวจิยัพบวา่ 
วิธีการที่นำ�เสนอให้ประสิทธิภาพความแม่นยำ�และ
ความถูกต้องของการค้นคืนด้วยค่า F-measure  
ที่ดีกว่าการวัดความคล้ายคลึงเชิงมุม (Cosine  
Similarity) อาจเปน็เพราะวธิกีารวดัความคลา้ยคลงึที่ 
ผู้วิจัยนำ�เสนอสามารถค้นพบเอกสารที่เกี่ยวข้องได้ดี
กว่า เนื่องจากเอกสารแต่ละเอกสารอาจมีคำ�ที่เขียน
แตกต่างกันแต่มีความหมายเหมือนกันปรากฏอยู่ใน 
เอกสารน้ันๆ แต่วิธีการวัดความคล้ายคลึงเชิงมุม 
(Cosine Similarity) ก็ยังให้ค่า MRR ที่ดีกว่าวิธีการ 
วัดความคล้ายคลึงที่ผู้วิจัยนำ�เสนอในแง่การใช้คำ�ค้น 
เพียง 1 คำ�ค้น ท้ังนี้อาจเป็นเพราะเอกสารท่ีถูกค้น
พบมากข้ึนส่งผลให้ตำ�แหน่งของผลลัพธ์ท่ีค้นพบ
มากขึ้นตามไปด้วย อย่างไรก็ตามวิธีการวัดความ
คล้ายคลึงระหว่างเอกสารที่นำ�เสนอสามารถนำ�
ไปประยุกต์ใช้สำ�หรับการค้นคืนเชิงความหมาย
ใน Domain อื่นๆ ได้ แต่จะต้องมีการทำ�ความรู้ 
ใหเ้ป็นระบบโดยเฉพาะประเภทรายการความสมัพนัธ์ 
(Relation Lists) ที่เป็น Thesaurus, Semantic 
Network และ Ontology
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ภาพประกอบท่ี 7 แสดงผลลัพธการวัดประสิทธิภาพความแมนยําเฉลี่ยดวย  MRR 

4. สรุปผลการวจัิย  

 ระบบการคนคืนเอกสารที่มีประสิทธิภาพตองใหผลลัพธที่ตรงกับความตองการของผูใชมากที่สุด โดยผลลัพธที่ไดตองคํานึงถึงความหมายของคํา 
หรือคํากํากวมของคําคนจากผูใชได (Niwattanakul, S., 2013) ซ่ึงการวัดความคลายคลึงระหวางเอกสารเปนข้ันตอนที่สําคัญในระบบคนคืนเอกสาร
อันจะสงผลใหผลลัพธตรงกับความตองการของผูใช และการวัดความคลายคลึงเชิงมุม (Cosine Similarity) (G. Salton, M. J. McGill,1983) เปน
วิธีการที่นิยมใชในปจจุบัน (Jaswinder, S., Parvinder, S., Yogesh, C., 2015) ดังน้ันงานวิจัยน้ีจึงไดนําเสนอเทคนิควิธีการวัดความคลายคลึงเชิง
ความหมายระหวางคําโดยใชวิธีการหาระยะทางที่สั้นที่สุดระหวางคําหน่ึงไปยังคําที่ตองการที่เก็บไวในคลังคํา ซ่ึงคํามีความเกี่ยวของกนั หรือสัมพันธ
กันระหวางคํา โดยใช Dijkstra Algorithm  ซ่ึงจากการวิจัยพบวาวิธีการที่นําเสนอใหประสิทธิภาพความแมนยําและความถูกตองของการคนคืนดวย
คา F-measure ที่ดีกวาการวัดความคลายคลึงเชิงมุม (Cosine Similarity) อาจเปนเพราะวิธีการวัดความคลายคลึงที่ผูวิจัยนําเสนอสามารถคนพบ
เอกสารที่เกีย่วของไดดีกวา เน่ืองจากเอกสารแตละเอกสารอาจมีคําที่เขียนแตกตางกันแตมีความหมายเหมือนกันปรากฏอยูในเอกสารน้ันๆ แต
วิธีการวัดความคลายคลึงเชิงมุม (Cosine Similarity) ก็ยังใหคา MRR ที่ดีกวาวิธีการวัดความคลายคลึงที่ผูวิจัยนําเสนอในแงการใชคําคนเพียง 1 
คําคน ทั้งน้ีอาจเปนเพราะเอกสารที่ถูกคนพบมากข้ึนสงผลใหตําแหนงของผลลัพธที่คนพบมากข้ึนตามไปดวย อยางไรก็ตามวิธีการวัดความ
คลายคลึงระหวางเอกสารที่นําเสนอสามารถนําไปประยุกตใชสําหรับการคนคืนเชิงความหมายใน Domain อื่นๆ ได แตจะตองมีการทําความรูใหเปน
ระบบโดยเฉพาะประเภทรายการความสัมพันธ (Relation Lists) ที่เปน Thesaurus, Semantic Network และ Ontology 
 งานวิจัย ในอนาคตอาจมีการปรับเปล่ียนการถวงคานํ้าหนักระหวางความสัมพันธของคํา หรือคิดคน ปรับปรุงเทคนิควิธีการคนหาระยะทางที่สั้น
ที่สุดสําหรับวิธีการวัดความคลายคลึงเชิงความหมายระหวางคําใหไดผลลัพธที่มีประสิทธิภาพสูงข้ีน และที่สําคัญควรทดสอบกับเอกสารที่จํานวน
เพิ่มข้ึน เพิ่มคําในคลังคําใหครอบคลุม และทดสอบการเปล่ียนขอมูลเอกสาร และอภิธานศัพทใน Domain อื่นๆ เชน Domain ทางการเกษตร ดาน
ปศุสัตว การประมง และการแพทย เปนตน 
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B 19 0.87 0.95 
8 วิทยาการคอมพิวเตอร 34 A 29 0.70 0.72 

B 31 0.76 0.77 
9 Programming, ภาษา 35 A 25 0.76 0.90 

B 30 0.77 0.93 
10 Algorithm 26 A 19 0.69 0.74 

B 23 0.89 0.91 
*วิธี A คือ TF-IDF Cosine, B คือ Shortest Path 

ตารางที่ 3 ผลการวัดประสทิธิภาพความแมนยําและความถูกตองโดยเปรียบเทียบแตละเทคนิควิธีดวย F-measure 
 

F-Measure TF-IDF Cosine Short Path 

1 Word 0.7939672 0.8205257 

2 Words 0.8103818 0.8419307 

 
ภาพประกอบที่ 6 แสดงผลลัพธการวัดประสิทธิภาพความแมนยําและความถูกตองดวย  F-measure 

 
ตารางที่ 4 ผลการวัดประสิทธิภาพความแมนยําเฉล่ียโดยเปรียบเทียบแตละเทคนิควิธีดวย MRR 

 
 

MRR TF-IDF Cosine Short Path 

1 Word 0.8721751 0.8672143 

2 Words 0.8094314 0.8267424 

ภาพประกอบ 6 แสดงผลลัพธ์การวัดประสิทธิภาพ
ความแม่นยำ�และความถูกต้องด้วย F-measure

ตาราง 4	 ผลการวัดประสิทธิภาพความแม่นยำ�
เฉลีย่โดยเปรยีบเทยีบแตล่ะเทคนคิวธิี
ด้วย MRR

MRR TF-IDF Cosine Short Path

1 Word 0.8721751 0.8672143

2 Words 0.8094314 0.8267424

ภาพประกอบ 7 แสดงผลลัพธ์การวัดประสิทธิภาพ
ความแม่นยำ�เฉลี่ยด้วย MRR



วารสารวิทยาการสารสนเทศและเทคโนโลยีประยุกต์, 2(1): 2563
Journal of Applied Informatics and Technology, 2(1): 202029การเพิ่มประสิทธิภาพการค้นคืนเอกสารโดยใช้วิธีการวัดความคลายคลึง...

กมลวรรณ รัชตเวชกุล, อภิชัย สารทอง, วีระยุทธ รัชตเวชกุล, ยงยุทธ รัชตเวชกุล 

	 งานวิจัย ในอนาคตอาจมีการปรับเปลี่ยน
การถ่วงค่าน้ำ�หนักระหว่างความสัมพันธ์ของคำ� 
หรือคิดค้น ปรับปรุงเทคนิควิธีการค้นหาระยะทาง 
ที่สั้นที่สุดสำ�หรับวิธีการวัดความคล้ายคลึงเชิง 
ความหมายระหว่างคำ�ให้ได้ผลลัพธ์ที่มีประสิทธิภาพ
สูงขี้น และที่สำ�คัญควรทดสอบกับเอกสารที่จำ�นวน 
เพิ่มขึ้น เพิ่มคำ�ในคลังคำ�ให้ครอบคลุม และทดสอบ 
การเปลี่ยนข้อมูลเอกสาร และอภิธานศัพท์ใน  
Domain อื่นๆ เช่น Domain ทางการเกษตร ด้าน 
ปศุสัตว์ การประมง และการแพทย์ เป็นต้น
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