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บทคัดย่อ 

ในบทความนี้กล่าวถึงการจับการเคลื่อนไหวสามมิติบนหน่วยประมวลผลกราฟิก   
โดยใช้คูดาซึ่งเป็นเฟรมเวิร์คในการพัฒนาโปรแกรมบนหน่วยประมวลผลกราฟิกของ 
NVIDIA บทความนี้เริ่มต้นโดยการวิเคราะห์เวลาในการสร้างหุ่นในแต่ละส่วน ได้แก่     
แขนและมือขวา แขนและมือซ้าย หัวและล าตัว ขาและเท้าขวา ขาและเท้าซ้าย จากนั้นได้มี
การน าคูดาเข้าไปประยุกต์ในอัลกอริธึมเพ่ือใช้ในการสร้างหุ่นโดยใช้หน่วยประมวลผล
กราฟิก ผลลัพธ์ที่ได้พบว่าค่าเฉลี่ยของความเร็วที่เพ่ิมข้ึน คือ 73.74 เท่า บน 96 แกนคูดา 
 
ค าส าคัญ : หน่วยประมวลผลกราฟิก, การจับเคลื่อนไหวสามมิติ, คูดา 
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Abstract 
This paper presents 3D Motion Capture on Graphic Processing Unit 

using CUDA which is the framework for developing program on NVIDIA 
Graphic Processing Unit. The paper starts with analysis run time to construct 
each part of model such as right arm and right hand, left arm and left hand, 
head and body, right leg and right foot, left leg and left foot. We then 
implemented CUDA to this algorithm to execute the model construction 
algorithm on Graphic Processing Unit. The results show that average Speed 
up of Graphic Processing Unit is 73.74x on 96 CUDA cores. 
 
Keywords : Graphic Processing Unit, 3D Motion Capture, CUDA. 
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บทน า 
การจับการเคลื่อนไหว เป็นการสังเกต

ความเคลื่อนไหว โดยสามารถน าไปใช้
ประโยชน์ไปได้หลายประเภทไม่ว่าจะเป็น
สาขาวิทยาศาสตร์การกีฬาการสร้ า ง
ภาพยนตร์ การสร้างการ์ตูนสามมิติ  โดย
การจับการเคลื่อนไหวนั้นจะน าการเคลื่อนไหว
ที่บันทึกได้ไปประมวลผลเป็นหุ่นสามมิติ    
ที่สามารถเคลื่ อนไหวได้  ตามต้นแบบ        
ที่ต้องการ อย่างไรก็ตามการจับเคลื่อนไหว
สามมิตินั้นใช้ทรัพยากรในการประมวลผล
สูงมาก เนื่องจากต้องมีการประมวลผลลง
ในพิกัดสามมิต ิจากต้นฉบับ นอกจากนั้นยัง
ต้ อ ง มี ก า ร ส ร้ า ง หุ่ น ส า ม มิ ติ ขึ้ น  โ ด ย
ทรัพยากรที่ใช้นั้นจะขึ้นอยู่กับความละเอียด
ของหุ่นสามมิติอีกด้วย 

ในการจับการเคลื่อนไหวสามมิติ 
(Moeslund, T. B., & Granum, E., 2001) 
มีหลายวิธีการ ซึ่งวิธีการที่น่าสนใจ คือ  
การใช้กล้องในการจับการเคลื่อนไหว    
สามมิ ติ  เนื่ อ งจาก เป็ นวิ ธี ที่ ไ ม่ ต้ อ ง ใช้
เครื่องมือมากในการจับภาพ ท าให้สะดวก
ในการพัฒนา และการท างาน โดยปัจจุบัน
นั้นยังมีเครื่องมือในการบันทึกภาพมากขึ้น 
และมีความละ เ อียดในการบันทึกผล       
ซึ่งท าให้สะดวกมากยิ่งขึ้นในการพัฒนา
เครื่องมือในการจับการเคลื่อนไหวสามมิติ 

ในปัจจุบันนั้นหน่วยประมวลผลกลาง 
(Central Processing Unit: CPU) ได้ถูก
พัฒนาให้มีจ านวนแกนในการประมวลผล
มากขึ้น ส่งผลให้สามารถท างานได้หลาย
งานพร้อมกัน นอกจากนี้หน่วยประมวลผล

กราฟิก (Graphic Processing Unit: GPU) 
ยังได้รับการพัฒนาให้สามารถน ามาใช้ใน
การประมวลผลทั่ ว ไป ได้  โ ดยหน่ ว ย
ประมวลผลดั งกล่ าวมีจ านวนแกนอยู่
มากกว่าหน่วยประมวลผลกลาง ซึ่งหาก
สามารถดึงทรัพยากรเหล่านี้มาใช้ร่วมกับ
การจับการเคลื่อนไหวสามมิติได้ จะส่งผล
ให้การประมวลผลนั้นใช้เวลาน้อยลง และ 
มีประสิทธิภาพมากยิ่งขึ้น 

ใ น ก า ร ป ร ะม ว ล ผ ล ด้ ว ย ห น่ ว ย
ประมวลผลโดยน าเอาหน่วยประมวลผล
กราฟิกเข้ามาใช้นั้น สามารถน าไลบรารี 
Compute Unified Device Architecture : 
CUDA (NVIDIA, C. U. D. A., 2007) เข้ามา 
ร่วมด้วย และเรียกใช้หน่วยประมวลผล
กรา ฟิก เ พ่ื อ ใช้ ใ นการป ระมวลผล ได้           
ซ่ึงไลบรารีนี้สามารถพัฒนาร่วมกันกับภาษา 
C/C++ ท าให้สะดวกต่อการพัฒนาให้ การจับ
การเคลื่ อนไหวสามมิติ  ให้สามารถดึ ง
ทรัพยากรหน่วยประมวลผลกราฟิกมาใช้ให้
มีประสิทธิภาพสูงสุด อย่างไรก็ตามไลบรารี
ลักษณะเดียวกันนี้ที่ยังมีไลบรารี  Open 
Computing Language : OpenCL (Khronos, 
2010) (NVIDIA, 2009) (AMD, 2011) ซึ่ง
สามารถดึงหน่วยประมวลผลต่าง ๆ เช่น 
หน่วยประมวผลกราฟิก  มาใช้ ในการ
ประมวลผลได้เช่นกัน แต่อย่างไรก็ตามหาก
มีการ พัฒนาแอปพลิ เคชันด้ วยหน่ วย
ประมวลผลกราฟิกของ NVIDIA การ
เลือกใช้ CUDA ซึ่งพัฒนาโดย NVIDIA เอง
จะมีประสิทธิภาพในการท างานสูงกว่า 
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จ ากปัญหาข้ า ง ต้ นนั้ น  ผู้ วิ จั ย มี
ค ว า ม เ ห็ น ว่ า  ห า ก มี ก า ร น า ห น่ ว ย
ประมวลผลกราฟิก เข้ามาพัฒนาให้มี    
การประมวลผลแบบขนานโดยใช้ CUDA 
ม า ช่ ว ย ใ น ก า ร ป ร ะ ม ว ล ผ ล ก า ร จั บ         
การเคลื่อนไหวสามมิติ จะส่งผลให้เวลาที่ใช้
ในการประมวลผลลดลง 

งานวิจัย DreamWorld ของ (Shujun, 
Z., Cong, W., Xuqiang, S., & Wei, W., 
2009) ได้มีการน าเอา CUDA มาช่วยในการ
สร้ า ง โ ม เดลสามมิ ติ  ซึ่ ง ข้ อมู ล ที่ ไ ด้ มี      
ความเที่ยงตรง และสามารถท างานแบบ 
Real time ได ้

งานวิจัยของ Kwolek et al. 
(Kwolek, B., Krzeszowski, T., & 
Wojciechowski, K., 2011) ได้มีการ
ประยุกต์ Particle Swarm Optimization 
เข้ามาช่วยในการจับการเคลื่อนไหวสามมิติ
ของมนุษย์ จากกล้องหลายตัว ซึ่งใช้จ านวน 
particle น้อยกว่าปกติ เพ่ือจับการเคลื่อนไหว
ให้มีประสิทธิภาพมากยิ่งขึ้น 

งานวิจัยของ Zheng Zhang และ 
Hock Soon Seah (Zhang, Z., & Seah, 
H. S., 2012) ได้มีการน าเอาหน่วยประมวลผล
กราฟิกมาช่วยในการท าหุ่น สามมิติ โดยมี
การตรวจสอบฉาก และการเคลื่อนที่ของ
แบบ และมีการน าเอา Particle Swarm 
Optimization เข้ามาช่วยในการประมาณ
การท่าของแบบบนหน่วยประมวลผล
กราฟิก 

งานวิจัยของ Xiaolin Wei et al. 
(Wei, X., Zhang, P., & Chai, J., 2012) 

ได้มีการจับการเคลื่อนไหวสามมิติ  โดยใช้
กล้องเดี่ยว ซึ่งมีการแก้ปัญหานี้โดยใช้วิธี 
Maximum A Posteriori (MAP) รวมทั้ง
การเอารูปแบบของมนุษย์ใส่เข้าไปซ้ า ๆ 
เพ่ือให้ระบบสามารถตรวจสอบความลึกได้ 
งานชิ้นนี้สามารถแก้ปัญหาการตรวจจับ 
การเคลื่อนไหวที่ผิดพลาด และสามารถ
น าไปพัฒนาแบบขนาน  โดยใช้หน่วย
ประมวลผลกราฟิกได้ 

งานวิจัยของ Bian et al. (Bian, Y., 
Zhao, X., Song, J., & Liu, Y., 2012) ได้
มีการพัฒนาการจับการเคลื่อนไหวสามมิติ 
โดยไม่ต้องใช้มาร์คเกอร์ และมีการตรวจจับ
การเคลื่อนไหว แบบขนาน โดยใช้ไลบรารี
โอเพนซีแอล (OpenCL) ซึ่งผลลัพธ์ที่ได้
สามารถท างานได้แบบ Real time และ     
มีความแม่นย า อยู่ในอัตราส่วน 106 เมื่อ
เปรียบเทียบกับการท างานแบบตามล าดับ 
ซึ่งข้ึนอยู่กับจ านวน particle ที่ตรวจจับ 

งานวิจัยของ Muratov et al. 
(Muratov, O., Slynko, Y., Chernov, V., 
Lyubimtseva, M., Shamsuarov, A., & 
Bucha, V., 2016) ได้มีการน าเสนอวิธี    
การจับการเคลื่อนไหวสามมิติ  โดยใช้
สมาร์ทโฟน ซึ่ ง เป็นกล้องเดี่ ยว  ซึ่ ง ใน
งานวิจัยนี้ได้น าเสนอถึงวิธีการค านวณหา
ความลึก จากนั้นจึงสร้างวัตถุสามมิติขึ้น 
รวมทั้ งมีการน า ไปประมวลผลโดยใช้ 
OpenCL บนเครื่องที่สามารถท างานบน OpenCL 
ได้ 

งานวิจัยของ Mokhov et al. 
(Mokhov, S. A., Song, M., Llewellyn, 
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J., Zhang, J., Charette, A., Wu, R., & 
Ge, S., 2016) ได้มีการน าเสนอวิธีการ
น าเอา Kinect 3 เครื่อง มาท างานร่วมกัน
ภายใน 1 แอปพลิเคชัน เพ่ือแก้ปัญหาความ
ผิดพลาดระหว่างการท างานของการจับ 
การเคลื่อนไหวสามมิติ  อย่ างไรก็ตาม
งานวิจัยนี้ยังไม่สามารถท างานได้บน CUDA 
เนื่องจากข้อจ ากัดของเครื่องมือวิจัย  

ใ น บ ท ค ว า ม นี้ ก ล่ า ว ถึ ง เ นื้ อ ห า
ตามล าดับดังนี้ วัตถุประสงค์ของการวิจัย 
ซึ่งหัวข้อนี้จะแสดงถึงวัตถุประสงค์การท า
วิจัย จากนั้นจะน าเสนอเกี่ยวกับวิธีการ
ด าเนินงานวิจัย เพ่ืออธิบายขั้นตอนการท า
วิจั ย  และวิธีการทดลอง  จากนั้ นจะมี      
การน าเสนอผลการทดลองที่ได้  และจะมี    
การสรุป อภิปรายผลเป็นส่วนสุดท้าย และ
แนวทางในการพัฒนาต่อ 

วัตถุประสงค์ของการวิจัย 
ในงานวิ จั ยชิ้ นนี้ มี วั ตถุประสงค์      

เพ่ือพัฒนาการจับภาพวีดีโอสามมิติจาก
ก ล้ อ ง  Kinect ที่ มี ก า ร ท า ง า น แ บ บ
ตามล าดับ ให้มีการท างานแบบขนาน โดยมี
การดึงทรัพยากรจากหน่วยประมวลผลอ่ืน 
คือ หน่วยประมวลผลกราฟิก มาใช้ใน   
การประมวลผลภาพสามมิติได้ เพ่ือให้เวลา
ที่ใช้ในการประมวลผลลดลง โดยใช้ CUDA 
Toolkit ใ น ง า น นี้ จ ะ มี ก า ร ท ด ส อ บ        
การประมวลผลวีดีโอหุ่นสามมิติของมนุษย์ 
แ ล ะท ดส อบ หา  ค ว า ม เ ร็ ว ที่ เ พ่ิ ม ขึ้ น       
เพ่ือเปรียบเทียบหาประสิทธิภาพ 
 
 

 

 
ภาพที่ 1 รูปแบบการพัฒนาอัลกอริธึม  

ที่มา : อภิสิทธิ์ รัตนาตรานุรักษ์. (2559) วาดภาพ 
 

วิธีด าเนินการวิจัย 
ใ น ง า น วิ จั ย นี้ จ ะ มี ก า ร พั ฒ น า       

แอปพลิเคชันส าหรับจับภาพเคลื่อนไหว
สามมิติ โดยน าเอาภาพเคลื่อนไหวที่ได้ไป
ประมวลผล และสร้างต าแหน่งสามมิติบน
หน่วยประมวลผลกราฟิก เมื่อประมวลผล
แล้วจะได้ผลลัพธ์เป็นหุ่นสามมิติของมนุษย์ 
ที่ประมวลผลภาพแล้ว  ซึ่งในงานวิจัยนี้ 

ผู้วิจัยได้มีการเรียกใช้ไลบรารีจากกล้อง 
Kinect เพ่ือเชื่อมต่อเข้ากับซอฟต์แวร์ที่
พัฒนาขึ้น โดยงานนี้จะมีการปรับปรุง   
การประมวลผลหุ่นสามมิติของมนุษย์จาก
อัลกอริธึมต้นฉบับ ให้มีการท างานแบบ
ขนานโดยใช้ CUDA Toolkit และสร้างหุ่น
สามมิติของมนุษย์ขึ้น โดยวิธีการด าเนินการ
วิจัยนั้นมีกระบวนการดังภาพที่ 1 
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จากภาพที่ 1 ภาพเคลื่อนไหวสามมิติ
จะได้รับการบันทึกผลจากกล้อง โดยใน
งานวิจัยชิ้นนี้ผู้วิจัยได้เลือกใช้กล้อง Kinect 
ใ น ก า ร รั บ ภ า พ เ ค ลื่ อ น ไ ห ว  โ ด ย
ภาพเคลื่ อน ไหวที่ ไ ด้ นั้ นจะได้ รั บกา ร
ประมวลผลจากกล้อง Kinect และส่งข้อมูล 
โครงสร้ างสามมิติมา ให้แอปพลิ เคชัน 
จากนั้นแอปพลิเคชันที่จะมีการประมวลผล
หุ่นสามมิติของมนุษย์จากโครงสร้างที่ได้ 
โดยการส่งค่าต าแหน่งข้อต่อไปยังหน่วย
ประมวลผลกราฟิก เพ่ือให้ประมวลผล และ
สร้างหุ่นสามมิติของมนุษย์ขึ้นมาในทุกเฟรม  

ในการประมวลผลแบบตามล าดับนั้น
ในการประมวลผลการจับภาพเคลื่อนไหว
สามมิติเพ่ือสร้างเป็นหุ่นสามมิติของมนุษย์
นั้นจะต้องมีการประมวลผลในแต่ละเฟรม 
โดยในแต่ละเฟรมจะประกอบไปด้วย      
การประมวลผลโครงสร้างของหุ่นสามมิติ
ของมนุษย์ในแต่ละส่วน โดยแต่ละส่วนนั้น
จะต้องมีการต่อจุดของโครงสร้าง เพ่ือสร้าง
หุ่นสามมิติของมนุษย์  ซึ่ งโดยปกติแล้ว   
การสร้างหุ่นโดยทั่วไปจะมีการท างานแบบ
ตามล า ดั บ  และวนซ้ า  ส ร้ า งหุ่ น จ าก
โครงสร้ า ง ไป เรื่ อย  ๆ จนกระทั่ งครบ       
ทุกส่วนประกอบของหุ่น ดังภาพที ่2 

ในการพัฒนาให้การสร้างหุ่นสามมิติ
ของมนุษย์นั้นมีการท างานแบบขนานได้
จะต้องมีการปรับปรุง 2 ส่วน คือส่วนของ
โ ฮสต์  (Host) ห รื อ ในที่ นี้ คื อฝั่ ง หน่ ว ย
ประมวลผลกลาง และส่วนของอุปกรณ์ 
(Devices) ในที่นี้คือหน่วยประมวลผล
กราฟิก โดยในส่วนของโฮสต์นั้ นจะมี    

การปรับปรุงโดยการสร้าง อาเรย์ เก็บค่า
โครงสร้างของหุ่นจากนั้นทุกเฟรม และ    
ทุกส่วนโครงสร้าง จากนั้นก าหนดต าแหน่ง
ค่าใน block ของหน่วยประมวลผลกราฟิก
ด้วย blockIdx ตามด้วยแกนที่ก าหนด     
ซึ่งในที่นี้สามารถประมวลผลได้พร้อมกัน 
จึงมีการก าหนดทั้ง x และ y ดังภาพที ่3 

การประมวลผลลักษณะนี้มีข้อจ ากัด
ด้วยจ านวนแกนประมวลผลของหน่วย
ประมวลผลกราฟิก  เนื่ องจากข้อมูลมี
จ านวนมากกว่าแกนหน่วยประมวลผล 
แม้ว่าจ านวนแกนหน่วยประมวลผลจะมี
มากก็ตาม หากแกนประมวลผลมีค่าเป็น    
c และข้อมูลเป็น x.y งานที่แบ่งไปจะได้
เพียง x.y/c เท่านั้น 
 
ผลการวิจัย 

ใ น ง า น วิ จั ย นี้ ไ ด้ มี ก า ร พั ฒ น า       
แอปพลิเคชันในการจับภาพสามมิติโดยใช้
หน่วยประมวลผลกราฟิก บนตัวแปร และ
สภาพแวดล้อม ใช้ เครื่องคอมพิวเตอร์  
Intel Core i7 ซึ่งประกอบไปด้วยหน่วย
ประมวลผลกลาง 4 แกน และสามารถท างาน
แบบ Hyper Thread ได้ โดยมีหน่วยความจ า
หลัก 8 GB หน่วยประมวลผลกราฟิก NVIDIA 
Geforce GT 630M ประกอบไปด้วย VRAM 2 
GB บนระบบปฏิบัติการ Windows 8.1 64 bit 
นอกจากนี้ใช้ NVIDIA SDK version 1.8 ซึ่ง
ประกอบไปด้วย CUDA version 6.5 และใช้ 
OpenGL เพ่ือการสร้างหุ่นสามมิติของมนุษย์ 
version 4.5 ในส่วนของ Kinect ใช้ 
version 1.8 ดังตารางที ่1 
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ภาพที่ 2  ผังงานของอัลกอริธึมที่ท างานแบบ
ตามล าดับ เมื่อ structure คือโครงสร้างของ
หุ่นแต่ละส่วน NFrame คือ จ านวนเฟรม
ทั้งหมด และ N คือ จ านวนโครงสร้างของหุ่น 
ที่มา : อภิสิทธิ์ รัตนาตรานุรักษ์. (2559) 
วาดภาพ 

 
ภาพที่ 3  ผังงานของอัลกอริธึมที่ท างาน
แบบขนาน เมื่อ structure คือโครงสร้าง
ของหุ่นที่เฟรม i และ โครงสร้าง j 
ที่มา : อภิสิทธิ์ รัตนาตรานุรักษ์. (2559) 
วาดภาพ 
 

ในการทดสอบจะมีการทดสอบหา
เวลาส่วนที่ใช้ไปในการสร้างหุ่นสามมิติของ
มนุษย์ส่วนใหญ่ โดยจะทดสอบจับเวลาใน
ก า ร ส ร้ า ง หุ่ น แ ต่ ล ะ ส่ ว น  บ น ห น่ ว ย
ประมวลผลกลาง ได้แก่ส่วนแขนซ้าย และ
มือซ้าย ส่วนแขนขวาและมือขวา ส่วนหัว
และล าตัว ส่วนขาซ้ายและเท้าซ้าย ส่วน   
ขาขวาและเท้าขวา ดังภาพที่  4 เพ่ือหา
บริเวณที่ใช้เวลาในการสร้างหุ่นที่มากที่สุด 
เ พ่ื อตั ดสิ น ใจ ในการ เลื อก พัฒนาให้ มี     
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ก า ร ท า ง า น แ บ บ ข น า น ด้ ว ย ห น่ ว ย
ปร ะมวลผลกร า ฟิ ก  โ ดย เ มื่ อ พัฒนา      
แบบขนานแล้วจะมีการเปรียบเทียบกันของ
เวลาระหว่างหน่วยประมวลผลกลาง และ
หน่วยประมวลผลกราฟิก และหา ความเร็ว
ที่เพ่ิมขึ้น เปรียบเทียบกัน ซึ่งจะทดลองบน 
300 เฟรม คิดค่าเฉลี่ย 10 ครั้ง โดยตัวแปร
ที่ใช้ในการทดลองได้แสดงไว้ดังตารางที ่2 

 

 
ภาพที่ 4 หุ่นสามมิติที่สร้างขึ้น 
ที่มา : ธนพนธ์. (2559) วาดภาพ 

 
ตารางที ่1 สภาพแวดล้อมในการทดลอง  

ชนิดของสภาพแวดล้อม สภาพแวดล้อมที่ใช้ในการทดลอง 
หน่วยประมวลผลกลาง Intel Core i7-3610QM 2.3 GHz 4 cores with 

Hyper Threading Technology 
หน่วยความจ าหลัก 8 GB 
หน่วยประมวลผลกราฟิก NVIDIA Geforce GT 630M VRAM 2GB 
ระบบปฏิบัติการ Windows 8.1 
CUDA version 6.5 
OpenGL version 4.5 
NVIDIA SDK version 1.8 
Kinect version 1.8 
 
ตารางที่ 2 ตัวแปรที่ใช้ในการทดลอง 

ตัวแปร ค่า 
ส่วนของหุ่นสามมิติของมนุษย์ ส่วนแขนซ้ายและมือซ้าย ส่วนแขนขวาและมือขวา หัว

และล าตัว ส่วนขาซ้ายและเท้าซ้าย ส่วนขาขวาและเท้าขวา 
อุปกรณ์ที่ใช้ในการประมวลผล หน่วยประมวลผลกลาง หน่วยประมวลผลกราฟิก 
จ านวนเฟรม 300 เฟรม (ขนาด 640x480 พิกเซล ที ่30 เฟรม/วินาที) 
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ตารางที่ 3 ค่าเฉลี่ยเวลา (ไมโครวินาที) ในการสร้างหุ่นสามมิติ ในแต่ละส่วน ต่อ 1 เฟรม 
บนหน่วยประมวลผลกลาง 
 ส่วนแขนซ้าย

และมือซ้าย 
ส่วนแขนขวา
และมือขวา หัวและล าตัว ส่วนขาซ้าย

และเท้าซา้ย 
ส่วนขาขวา
และเท้าขวา 

เวลา 435.19 398.31 347.48 412.81 467.95 
ร้อยละ 21.11 19.32 16.85 20.02 22.70 
 
ตารางที่ 4 ค่าเฉลี่ยเวลา (ไมโครวินาที) ในการสร้างหุ่นสามมิติ ในแต่ละส่วน ต่อ 1 เฟรม 
บนหน่วยประมวลผลกราฟิก 
 ส่วนแขนซ้าย

และมือซ้าย 
ส่วนแขนขวา
และมือขวา หัวและล าตัว ส่วนขาซ้าย

และเท้าซา้ย 
ส่วนขาขวา
และเท้าขวา 

เวลา 5.9589 5.4557 4.6735 5.6245 6.2642 
ร้อยละ 21.30 19.50 16.70 20.10 22.40 
 
ตารางที ่5 การเปรียบเทียบความเร็วที่เพ่ิมข้ึนกับงานวิจัยที่เก่ียวข้อง 
 

งานวิจัยนี ้
Shujun, Z., Cong, 
W., Xuqiang, S., & 

Wei, W., 2009 

Bian, Y., Zhao, X., 
Song, J., & Liu, Y., 

2012 
ความละเอียด 640x480 

(30 fps) 
640x512 
(30 fps) 704x576 

ความเร็วท่ีเพิ่มขึ้น 73.74 46.82 105.07 
 

จากตารางที่ 3 แสดงเวลาในการ
สร้างหุ่นในแต่ละเฟรม ได้แก่ ส่วนแขนซ้าย
และมือซ้ายใช้เวลาร้อยละ 21.11 ส่วน
แขนขวาและมือขวาใช้เวลาร้อยละ 19.32 
หัวและล าตัวใช้เวลาร้อยละ 16.85 ส่วนขา
ซ้ายและเท้าซ้ายใช้เวลาร้อยละ 20.02 และ
ส่วนขาขวาและเท้าขวา ใช้เวลาร้อยละ 
22.70 โดยเฉลี่ย ซึ่งจะเห็นว่าแต่ละส่วนใช้
เวลาใกล้เคียงกัน ประมาณ 20% ดังนั้น
ความส าคัญในการพัฒนาให้มีการท างาน
แบบขนานโดยใช้หน่วยประมวลผลกราฟิก

ในแต่ละส่วนมีความส าคัญใกล้เคียงกัน 
ดั งนั้ น ในงานวิ จัยนี้ จะมีการ พัฒนาให้    
แอปพลิเคชันมีการท างานแบบขนานในทุกส่วน  

จากภาพที่ 5 แสดงเวลาที่ใช้ใน    
การประมวลผลเปรียบเทียบระหว่างหน่วย
ประมวลผลกลาง และหน่วยประมวลผล
กราฟิก ซึ่งจะเห็นว่าจากการทดลองหน่วย
ป ร ะ ม ว ล ผ ล ก ร า ฟิ ก ใ ช้ เ ว ล า ที่ ใ ช้ ใ น         
การประมวลผลน้อยกว่าหน่วยประมวลผล
กลาง โดยค่าเฉลี่ยของหน่วยประมวลผล
กลางอยู่ที่ 2188.85 ไมโครวินาที และค่าเฉลี่ย
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ของหน่วยประมวลผลกราฟิกอยู่ที่  29.70 
ไมโครวินาที เมื่อทดสอบบน 300 เฟรม 

เมื่อน าเวลามาวิเคราะห์ในแต่ละส่วน
ของหุ่นสามมิติของมนุษย์  จะได้ผลการ
ทดลองดังตารางที่ 4 ซึ่งจะเห็นว่าเวลาที่ใช้
ในการประมวลผลแต่ละส่วนมีค่าลดลงใน
ร้อยละท่ีมีความใกล้เคียงกัน 

จากภาพที่ 6 แสดงความเร็วที่เพ่ิมขึ้น 
ของหน่ วยประมวลผลกรา ฟิก  ซึ่ ง ค่ า 
ความเร็วที่เพ่ิมขึ้น เป็นสัดส่วนระหว่าง 
เวลาที่ ใช้ ในการประมวลผลด้วยหน่วย
ประมวลผลกลาง และเวลาที่ใช้ ในการ
ประมวลผลด้วยหน่วยประมวลผลกราฟิก 
จะเห็นว่าค่าเฉลี่ยของ ความเร็วที่เพ่ิมขึ้น 
อยู่ที่ 73.74 เมื่อทดสอบบน 300 เฟรม 
และได้มีการเปรียบเทียบความเร็วที่เพ่ิม
ขึ้นกับงานวิจัยที่เกี่ยวข้องดังตารางที่ 5 
 
สรุปและอภิปรายผล 

ในงานวิจัยชิ้นนี้จะเห็นว่ามีการพัฒนา
แอปพลิเคชันการจับการเคลื่อนไหวสามมิติ
ที่ท างานบนหน่วยประมวลผลกลาง ให้มี
การประมวลผลบนหน่วยประมวลผล
กราฟิก โดยใช้ CUDA ซึ่งเป็นไลบรารีของ 
NVIDIA ซึ่งความเร็วที่เพ่ิมขึ้น ที่ได้อยู่ที่ 
73.74 เมื่อทดสอบบนการจับเคลื่อนไหว 
300 เฟรม 

จากการทดสอบในการจับการเคลื่อนไหว
สามมิติ โดยน ามาสร้ า ง เป็นหุ่ น  โดยมี     
การทดลองในแต่ละส่วน ซึ่งผลลัพธ์ที่ได้ 
ปรากฏว่า ในการสร้างหุ่นแต่ละส่วนนั้นใช้
เวลาในการประมวลผลใกล้เคียงกัน และใช้

เวลาในการประมวลผลสูง ประมาณ 20% 
ซึ่งด้วยความใกล้เคียงกันนี้ จึงสามารถน าไป
พัฒนาโปรแกรมให้มี การประมวลผล     
บนหน่วยประมวลผลกราฟิกได้ 

นอกจากนี้การทดลองจะเห็นว่ า 
แม้ว่าหน่วยประมวลผลกราฟิกจะมีความถี่
สัญญาณนาฬิ กาแต่ ล ะแกนน้ อยกว่ า   
หน่วยประมวลผลกลาง แต่จ านวนแกนของ
หน่วยประมวลผลกราฟิกนั้นมีจ านวน
มากกว่าหน่วยประมวลผลกลางมาก ซึ่งมี
จ านวน CUDA cores ถึง 96 แกน ดังนั้น เวลา
ที่ใช้ในการสร้างหุ่นสามมิติของมนุษย์จึงใช้
น้อยกว่า 

งานในอนาคตของงานวิจัยชิ้นนี้ 
สามารถพัฒนาให้มีประสิทธิภาพมากขึ้น
โดยการสร้างหุ่นให้มีความละเอียดสูงมาก
ยิ่งขึ้น จะส่งผลให้ใช้เวลาในการสร้างหุ่น   
สูงมากขึ้นเช่นกันเมื่อใช้หน่วยประมวลผล
กลาง หากส่งไปให้หน่วยประมวลผลกราฟิก
ไปประมวลผลจะส่งผลให้ใช้ เวลาไม่สู ง   
เท่าหน่วยประมวลผลกลาง 

นอกจากนี้ยังสามารถพัฒนาการสร้าง
หุ่นสามมิติของมนุษย์ให้มีประสิทธิภาพมาก
ขึ้นโดยการน าเอาหน่วยประมวลผลกลาง 
ประมวลผลพร้อมกันกับหน่วยประมวลผล
กราฟิก ซึ่งอาจจะใช้ไลบรารี OpenCL ใน
การประมวลผลแทน CUDA ซึ่งจะส่งผลให้
ประสิทธิภาพในการสร้างหุ่นสามมิติของ
มนุษยเ์พ่ิมมากยิ่งข้ึน 
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ภาพที่ 5 เวลาการประมวลผลระหว่างหน่วย
ประมวลผลกลาง และหน่วยประมวลผลกราฟิก 
10 ครั้ง  
ทีม่า : อภิสิทธิ์ รัตนาตรานุรักษ.์ (2559) วาดภาพ 
 

 
ภาพที่ 6 ความเร็วที่เพ่ิมขึ้นของการประมวลผล
โดยใช้ หน่วยประมวลผลกราฟิก 10 ครั้ง 
ที่มา : อภิสิทธิ์ รัตนาตรานุรักษ์. (2559) 
วาดภาพ 
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