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An Efficient Search Algorithm for Multi-hop
Network Localization in Sparse Unit Disk

Graph Model

Phisan Kaewprapha1 , Thaewa Tansarn2 , and Nattakan Puttarak3 , Non-members

ABSTRACT

We consider a network localization problem by
modeling this as a unit disk graph where nodes
are randomly placed with uniform distribution in an
area.The connectivity between nodes is defined when
the distances fall within a unit range. Under a condi-
tion that certain nodes know their locations (anchor
nodes), this paper proposes a heuristic approach to
find a realization for the rest of the network by ap-
plying a tree search algorithm in a depth-first-search
manner. Our contribution is to put together priori in-
formation and constraints such as graph properties in
order to speed up the search. An evaluation function
is formed and used to prune down searching space.
This evaluation function is used to select the order
of the unknown nodes to iterate to. This paper also
extends the idea further by accommodating various
other properties of graph into the evaluation func-
tion. The results show that node degrees, node dis-
tances and shortest paths to anchor nodes drastically
improve the number of iterations required for real-
izing feasible localization instance both in noise-free
and noisy environments. Finally, some preliminary
complexity analysis is also given.

Keywords: Localization, Tree Search, Unit Disk
Graph, Wireless Sensor Networks

1. INTRODUCTION

In sensor networks deployments and applications,
geographical information along with measured data
from the sensors is as crucial; for instance, represent-
ing sensed data on a map. Measuring data, for ex-
ample, traffic flow will be less meaningful if not geo-
graphically represented. It is common that stationary
sensing nodes are placed in pre-known locations. In
different circumstances, sensor network deployments
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may be done in a random manner, for example, ad-
hoc sensor nodes are air dropped into some specific
area. Determining locations is not as simple as ones
would expect.

Establishing a communication network is certainly
a challenging research area, however, finding a geo-
graphically deployed location of each individual de-
vice is as challenging as the communication part. Al-
though devices could be GPS-equipped, the cost of
doing so could add up and prohibit such usage in
practical scenarios. Hence, a more realistic assump-
tion is that some of the nodes know their locations
while the majority of them do not. Each sensor node
may or may not have direct connection with the an-
chor nodes and often rely on multiple-hops communi-
cation to the anchors. This specific instance is known
as multi-hop network.

Unlike single-hop localization such as GPS system
where location can be computed by lateration tech-
nique (finding the intersection of circles drawn around
reference nodes), multi-hop network can be modeled
and solved in different ways. Researchers have paid
attention for this kind of problems for a few decades
and this is still one of the active research areas [4].
We will provide some detail in the literature review
section. It is also worth mentioning that our stud-
ies are based on 2-dimensional space, although 3 or
higher dimension can also take advantage from our
approaches.

There are several research directions and assump-
tions regarding the network localization problem.
Some approaches are based on real-word scenarios
where physical properties such as noise and nature
of signal propagation are taken into account. Oth-
ers work on simplified models so that fundamental
understanding and knowledge can be derived [4-6].
Even the problem is formulated in its simplified form
where network is represented as graph and distance
measured is exact, finding the feasible solution can
be difficult [7].

Our approaches to investigate this problem started
from an abstract setting where we model the problem
as connected graph with its simplest form. Then we
are looking into heuristic techniques to tackle this
kind of localization problem. Along the line we add
more realistic assumptions and constraints to meet
the real-world scenarios while maintaining the accept-
able average complexity. In this paper, we propose
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a centralized algorithm capable of computationally
solving the problem based on the use of simple yet
effective tree search algorithm.

The complexity of the original exhaustive search
space for a realized instance of the network can be
improved by utilizing the priori knowledge from some
properties derived from the graph itself. The re-
sults show that computationally-prohibited searching
space can be greatly reduced when some side infor-
mation from graph properties are used to assist the
search and eliminate some search paths sooner with
high probability. The right order of search paths (or
the order of traversal) significantly affects the con-
verging time to the final solution.

Our method can be applied in several real-word
scenarios. Since this algorithm works well in sparse
wireless network with a few numbers of anchor nodes
and limit communication range, localization in ultra-
wideband sensor network is one of the deployment
scenarios. Sensed data along with measured distances
among nodes will be passed along to a gateway which
forwards data to a central server for post-processing.
The data from sensors and locations will be extracted
in a centralized manner.

The paper is organized as follows. We discussed
some related work and background in section II. Then
in section III we describe our algorithm and the ra-
tionale behind the chosen properties and give out the
simulation results in section IV and finally the dis-
cussion and conclusion are given in section V and VI
respectively.

2. RELATED WORKS

Network localization, especially for wireless sen-
sor networks, can be viewed as two-step processes.
The first step is to obtained measured data regard-
ing spatial relationship between nodes (their coordi-
nates x, y). The relationship is naturally obtained
as polar form (r, θ). If we know both parameters in
polar form, the solution is considered found. Hence
the challenge is when only one of the parameters is
available. For example, omni-directional antennas are
unable to sense the direction or angle of a received
signal.

Physically, the distances or angles can be obtained
by different measurement techniques. It can be mea-
sured by the time of arrival of the propagated sig-
nal (TOA) or by the received signal strength (RSS)
or by the angle of arrival (AOA) or by other means
[4]. These measured data solely or along with other
side information are the input to different approaches
used to infer the actual locations. We often call this
process as the network realization. Such techniques
include tri-lateration, bearing measurement, etc [4-6].

In a more complex environment of network local-
ization such as multi-hop network localization where
multiple hop communication is required to reach the
other end, connectivity and graph properties such as

hop-count are used as an input to solve this problem,
example of this approach can be found in [8,11].

Apart from real-world scenarios, theoretical work
has also been established [15-16] where the clean state
of the network is studied and some fundamental the-
ories have been established.

In both theoretical and physical problem settings
for network localization, it can be universally defined
as an optimization problem where the discrepancy
between the measured distances and the calculated
distances from the realized instance is minimized.
Direct approaches such as some variations of non-
linear optimization solving techniques are also pro-
posed. The problem is also approximated as linear or
convex optimization, which can be tackled by various
solving techniques, e.g. maximum likelihood estima-
tion, semi-definite programming, spring mass model,
belief-propagation and message passing algorithm [8-
14].

Our work, as mentioned earlier, fall into the area
of clean state of the network in its simplest form while
making use of links and connectivity information to
solve the problem similar to [8-24], with a different
approaches. Our method is based on tree search algo-
rithm inspired by [17]. Our original proposed version
can be found in [2] and that will be briefly explained
in the next section. This paper is an extended version
from our previously published work [3]. In this ver-
sion we have add preliminary analysis of the complex-
ity bounds for our algorithm as well as open problems
needed to be addressed.

2.1 Theory of Network Localization

We briefly discuss the theory of network localiza-
tion in this section as it has some implication from the
fundamental result that we can use to explain the ef-
fect of our heuristic approaches. In [14], the network
is modeled as graph, we follow the same settings. Be-
low are some useful results:

• In network localization, the network can be
solved if it has a unique realization. The con-
dition is that the graph must be globally rigid.
This is the case when we use only edge infor-
mation. We showed in our previous work that
this is not a necessary condition if we use im-
plicit information about non-connected node
[1].

• Solving unit disk graph localization is NP-
hard, however our approach can reduce the
iteration times for the average cases.

• If a graph is dense enough, it will be solved effi-
ciently by tri-lateration method. This implies
that our approach is useful for sparse network.

In the next section we explain our method and
improvement that increases the speed of finding solu-
tion.
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3. TREE SEARCH LOCALIZATION

3.1 Problem Formulation

We model a group of communication devices form-
ing a network by establishing communication to
neighboring devices as a graph G consisting of a set
of vertices (we use node interchangeably) V and a set
of edges (we use connection or link) E connecting be-
tween two nodes. V (i) refers to an ith node labeled
as node i where i is an integer from 1 to n. E(i, j)
represents an edge between node i and node j.

Additionally, we assume that locations are aligned
in 2-dimensional integer coordinate system where
nodes positions are integer numbers. Hence the dis-
tance square will also be integer. This assumption
enables us to apply search algorithm with finite num-
ber of branches. Granularity and complexity are the
trade-off that needs to be considered. So far small
to medium size network with 200 or fewer participat-
ing nodes are studied. Nodes are placed in a uni-
formly distributed randomly in a unit square area.
Two nodes establish connectivity if and only if they
are within a certain distance r apart from each other.
We define D(i, j) = |(E(i, j))| to be the distance be-
tween node i and j obtained from the measurement
and let X(i) denote the 2-dimensional coordinate for
a node i. Then |X(i) − X(j)| represents the calcu-
lated Euclidian distance according to the instance of
the realization. We can establish a realization of a
graph as an optimization problem with constraints
as follows:

Minimize:

Σ∥X(i)−X(j)| − |E(i, j)∥, E(i, j) ∈ E (1)

Subject to:
X(i) = x, y (2)

for some nodes i that are in a set of anchor nodes.
Our search algorithm is searching into exact solu-

tion where ||X(i)−X(j)|−|E(i, j)|| = 0; in the other
words, |X(i)−X(j)| = |E(i, j)|. Fig.1 depicts an ex-
ample of our network instance. The grid size is 20x20
unit with 40 nodes are randomly placed. The radius
is 5 unit distance.

3.2 Tree Search Algorithm

Proposed in [1], the algorithm can be briefly de-
scribed as follows: Starting from a set of anchor
nodes, this set can be called “realized network in-
stance”, while the other nodes that are not placed
into this realized instance are kept in another set.
The search tree starts from this instance. The al-
gorithm traverses through the search tree by adding
a new node that is not in the set and checks if a
new node is compatible with the objective function
in Eq.(1), e.g. |X(i) − X(j)| − |E(i, j)| = 0 if they
are neighbors and |X(i) − X(j)| > 1 if they are not
neighboring nodes.

Fig.1: An instance of random unit disk graph.

If the new node is not compatible, then the algo-
rithm discards the instance and moves on to the next
path in the tree in a depth-first-search style. If the
node is successfully placed without conflicting with
any constraint, the new node will be added to the
current instance of the realized graph. The algorithm
resumes until all nodes have been localized. Table 1.
summarizes the method. Starting with a set of an-
chor nodes and let R{V } denote a set of nodes that
are realized. R{V } is empty initially (or containing
only anchor nodes) and realized nodes will be added
to the set as the algorithm tries to place nodes into
feasible locations that are consistent with measured
data. Another set called I{V } represents unrealized
nodes. During each iteration, the algorithm picks a
node from I{V } according to Eva(u) function, which
is used to select a node with a better chance of con-
structing the final feasible solution as the search al-
gorithm continues.

The algorithm relies on the probability that a new
node selected will be more likely to converge to the fi-
nal solution faster, while discarding the wrong search
paths sooner. Our algorithm lies on the same con-
cept like decision tree used in computer chess games
[17]. We iterate through search tree and eliminate
infeasible branches while applying evaluation func-
tion to increase the chance of eliminating infeasible
branches sooner. Hence this speeds up the search.
It is similar to chess or board games where evalua-
tion function is used to select the best move to win
the game. However, our evaluation function is used
to select a move that will likely result in reaching
the solution faster (e.g. fewer iterations or walk-
through). Another difference is that our algorithm is
depth-first-search which is efficient in term of memory
usage while games may require breadth-first-search
approach.

Our contribution in this paper is mainly exploit-
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ing intrinsic/implicit properties of graph. Then we
use these properties as part of an evaluation function
to determine the order of node being added or placed
during the process of constructing the graph. Proper-
ties of graph such as connectivity, node-to-node dis-
tance, connectivity count from a node to its neigh-
bors (node’s degree) as the mean for further enhance-
ment/speeding up the search algorithm. We also give
out preliminary analysis of the complexity of this al-
gorithm.

Table 1: Tree-search algorithm [1].

1. Start with all known nodes in a set R{V } which
represents realized nodes and I{V } contains
nodes which are waiting to be realized.

2. Sort nodes in I{V } in dependence order according
to the Eva(u) and choose a node u with largest
value of Eva(u).

3. Generate all feasible realization of u centered at
a neighboring node v in R{V } and add all the
instances to the search tree and put u in R{V }

4. Repeat step 2 until all nodes in I{V } are realized
(empty).

3.3 Search Constraints

In the conventional problem formulation for net-
work localization, the only constraint used for real-
izing the network is the connectivity and distances
such as ||X(i)−X(j)| − |E(i, j)|| = 0. We include an
assumption that the implicit information such as no
connection between nodes can imply that the nodes
are not within the range and this can be used to
discard iteration into graph instance that conflicts
with this constraint, e.g. |X(i) −X(j)| > 1. Similar
approach is done in [13] by transforming this infor-
mation into virtual links.This priori constraint gives
significant improvement to the size of the searching
space, especially for sparse networks. Similar concept
is applied to urban outdoor localization of mobile de-
vices where buildings are excluded from feasible loca-
tions for the devices.

3.4 Graph Properties

We look into graph properties that lead to the se-
lection of a new node with high probability of elim-
inating unsuccessful paths. We examine and apply
those properties, individually. Those properties are
defined as, for a given node that is being placed:

• Nc: Number of links whose end nodes loca-
tions are known.We consider a new node that
has more links to the known/placed nodes by
counting neighboring nodes that location is re-
alized.

• D: Degree of a new node: similar to Nc but
consider all neighboring nodes regardless of their
realization statuses by counting the number of

neighbor nodes, including those that are not re-
alized.
• Sd: Sum of distances from the realized nodes.
• Ss: Sum of shortest paths between a new node
and all anchor nodes.

Fig. 2, 3, and 4 demonstrate that the appear-
ance of those parameters. Fig. 2 depicts the case
where node A is chosen to be placed because it has
more connectivity to the instance of realized network
rather than node B that has more total connectivity.
Fig. 3 shows that node degree of B is greater than A.
Hence B will be examined first. Fig. 4 shows that the
distance from realized graph from A is greater than
B. Thus A is chosen first.

There are other possible properties such as sum of
the shortest path to all nodes or to all realized nodes.
Max/min or average or count of those parameters can
also be studied. Those parameters will be studied
extensively as our future work.

Fig.2: Example of most connected to a realized
graph.

Fig.3: Example of node degree preference.

3.5 Evaluation Function

Our evaluation function is in a very general form
as the sum of the function of each individual property.

Eva(n) = ΣFi(Pi) (3)
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Fig.4: Distances between unrealized nodes and real-
ized graph.

where Eva(n) is the evaluation function of a node
n. Fi() is a function of a parameter Pi. We cur-
rently use the simplest from by using linear weight to
each parameter. By putting in the parameters stud-
ied in this paper, we obtain the following evaluation
function.

Eva(n) = wl ∗Nc+w2 ∗D+w3 ∗Sd+w4 ∗Ss (4)

where w1, w2, w3 and w3 are the coefficient for
those parameters. Any node n with higher Eva(n)
will be placed into a realized graph first.

3.6 Tree-search Algorithm in Noisy Measure-
ment

We also consider the case where noise is part of the
measurement. Thus, the measured distances are con-
taminated by noise. The original search algorithm,
unfortunately, will not be able to find the exact solu-
tion because the added distance causes the disagree-
ment in the measured data and the distance obtained
while placing a node into the graph during the run-
time of the tree-search algorithm.

We modify the search algorithm by relaxing the
constraint. As noise varies, we vary a threshold t
so that the magnitude of the disagreement between
the measured distance and the calculated distance
is within this threshold t. Any search result that is
compatible with this new relaxed constraint will be
regarded as a feasible solution.

Previously, under the ideal assumption that noise-
free distance measurement is obtained, it is a matter
of how much complexity is needed to find the exact
solution (if a unique solution exists) or the first fea-
sible solution found (in case there are ambiguities as
the graph is not rigid or side information is insuffi-
cient). In the latter case when noise is present, even
though the feasible solution is obtained after perform-
ing the algorithm, there is no guaranteed of the exact
solution.

Fig. 5 depicts the extended bound t where the
red-dot circles represent the original possible search

boundary according to Eq. (1) and (2) the solid-blue
circles from inner to outer ones represent an area in
which the integer coordinate will be searched. The
relaxation can be added into the equation as follows:

Σ||X(u)−X(v)| − d(u, v)| ≤ t (5)

Fig.5: Extended Search Boundaries with a threshold
t.

4. SIMULATION SETUPS AND RESULTS

We prepare and perform the simulation for both
noise-free and noisy environment as follows:

4.1 Simulation Setup

Since the searching space of any random network
can be huge and there is no known analytical closed-
form results regarding the performance of this ap-
proach at this moment. Thus we demonstrate the
idea that the algorithm is able to operate efficiently
in real-word at moderate network size. We put the
algorithm into the test by implementing the search
in parallel using multi-thread on multiple processing
cores available on modern CPUs. We simulate our al-
gorithm on a system equipped with an Intel i7-5960X
consisting of 8 computing cores and 16 logical threads
running at 4.0 Ghz with 32GB of RAM. The algo-
rithm is implemented using Java JDK 1.8. Each of
the simulation setting is run multiple times. Each
time, a new random instance of graph is used.

We simulate through 1 million samples of graphs
per one setting. The number of 1 million experiments
is obtained in a Monte Carlo fashion. The average
running time for each experiment ranges from 10 min-
utes to 21 hours.

To extend the effect of our algorithm, we choose
to work with a sparse network similar to the one de-
picted in Fig. 1. Assuming that the unit length is
meter (m), we simulate the network in an area of
15×15 m containing 37 nodes with each node has
communication range of 1 m and we put 4 anchor
nodes at the corners of the graph. Firstly, we run our
algorithm with randomly placed nodes; the average
performance is 30,000 iterations. This is due to the
fact that the graph is sparse.

The simulation is done for each individual param-
eter as well as the combined evaluation parameters.
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The theoretical lower bound for the iterations is 33
(as we have 33 nodes). We count a placement of a
new node as 1 iteration.

4.2 Simulation Setup in Noisy Environments

Similarly, in noisy environment we perform simula-
tion on the same setting with node radius of 4. There
are 4 anchors nodes at the corners and we also add
2 anchor nodes randomly along with other ordinary
nodes. We also modify our evaluation function as in
equation (4) by normalizing each parameter of the
evaluation function by the maximum value of each
parameter of each instance of the random network.

Eva(n)=w1 Nc
|Nc|max

+w2 D
|D|max

+w3 Sd
|Sd|max

+w4 Ss
|Ss|max

(6)

Under this new equation, we then find the new set
of weight and parameters and choose the one that
performs the best before applying this in the noisy
environment.

4.3 Performance of Individual Parameter

By running each individual parameter separately,
we obtained the result as shown in Fig. 6. The
parameter Nc effectively reduces the number of it-
erations. The rationale behind this is that a node
having more connected links to the already-realized
nodes has smaller valid search space. Other param-
eters may not be obvious; for example, the sum of
the distance can be interpreted as follows; placing a
new node that is father away allows the algorithm to
expand and cover the entire graph faster. This helps
to eliminate the infeasible moves quicker. The Short-
est Path parameter (Ss) is not performing as good
as expected when it is used alone. For the parame-
ter Node Degree (D), it performs better than the Ss,
however if D is used alone may cause the algorithm
to pick a new node with higher node degree but not
relevant to the current instance of the graph that is
being realized. This is because D also counts links
that are connected to unrealized nodes.

Fig.6: Average Iteration for Individual Parameter.

4.4 Performance of Combined Evaluation
Function

Next, we use combined evaluation function. The
coefficient is assigned from the observed facts accord-
ing to the previous simulation. Since the parameter
Nc performs well, we assign more weight to it fol-
lowed by the other parameters D, Sd and Ss accord-
ingly. We assign the weight w1, w2, w3 and w4 to be
4, 2, 1 and -0.1 respectively.

The parameter Ss (sum of the shortest paths) has
negative weight because the shorter path implies that
it is closer to anchor nodes and that helps to elimi-
nate search path better. The results show that com-
bining parameters does improve the overall perfor-
mance though the gain is diminishing as shown in
Fig.7. Moreover, Nc alone performs on average at 530
iterations. When adding D (node degree), the perfor-
mance improves and the number of iterations reduces
to 390. Similarly, adding Sd (sum of distance) brings
the total iterations down to 298 whereas Ss (sum of
shortest paths) takes it further to 290. Hence the
complexity is reduced by 46% comparing to using in-
dividual parameter.

Fig.7: Average Iteration for Combined Parameters.

It is interesting to see that when the parameter
is used individually, even though it performs better
than randomly select node, it performs poorer than
using them as a combined evaluation function.

4.5 Performance under Noisy Measurement

As shown in [18], with the evaluation function and
search algorithm presented in Table 1, we vary the
weight of the function to find the optimal weight
that provides the best yield of the average itera-
tion. In Table 2, the optimal iterations obtained is
85 with w1=0.8, w2=1.4 and w4= -0.06. The com-
bined evaluation function significantly performs bet-
ter than each individual parameter. This weight will
be used as we investigate the effect of noise over the
algorithm.

We look into two performance metrics that affected
by the additive noise. That is the increases of the
average iterations and the ability of finding a feasible
solution.

For simplicity, we assume that the noise during the
measurement follows normal distribution so we apply
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Table 2: Average iteration at various weight ratios
of Eva(u).

Nc Sd SS Iterations
Mean Min Max SD

1 0 0 141 34 22000 446
0 1 0 7745 34 138000 32700
0 0 1 14000 34 75600 621000
0.8 1.4 -0.06 85 34 127 1511

additive Gaussian noise. Eq. (5) can be written as
follows:

d(u, v) = |E(u, v)|+N(0, σ2) (7)

We choose Gaussian distributed noise because the
measurement is done over wireless communication
channel and the Gaussian is common. Even though
other channel’s characteristics such as fading maybe
considered, we plan to investigate this in the future.

We use the optimum weight from Table 2 as noise
varies, we then vary the relaxing threshold t against
σ2 and t is proportional to the measured distanced
(e.g. σ2 varies from 1% to 6% of the distance d). The
results are shown in table 3 [18].

Table 3: Average Iteration at various noise levels.

t σ2 Average % Solution
(threshold) iterations found

0.1 0.01- 96 100
0.03

0.1 0.04 1154 19.6

0.1 0.05 103 0.4

0.2 0.04 175 99.8

0.2 0.05 186 95.2

0.2 0.06 214 73.5

0.2 0.07 205 37.3

0.2 0.08 186 11.2

0.2 0.09 104 1.9

0.2 0.10 - 0

0.3 0.09 1148 57.3

0.3 0.10 1054 31.9

According to the result, when the noise level is
relatively small i.e. σ2[0.01, 0.03], the relative thresh-
old, for example, t = 0.1 is sufficient. t allows the
algorithm to tolerate up to some level of uncertainty.
Thus, the algorithm reaches a feasible solution even-
tually. There is a trade-off as we notice that there
is a light increase in the average iterations. As noise
increased, however, the success rate of finding consis-
tent realization drops drastically. The increase in the
complexity is also noticeable when σ2 = 0.5, t = 0.1.

If we increase the threshold to support the increase
of noise, for example, t = 0.2, this does allow the so-
lution to be found. The patterns follow with t = 0.3,
which can tolerate more noise with significant in-
crease of the complexity.

5. DISCUSSION

In our experimental results, even though the al-
gorithm is capable of finding solutions. It should be
noted that we are using the assumption that the co-
ordinate of the location is in an integer domain; hence
allowing us to discretize the search space and running
search algorithm. If the coordinate is in fact embed-
ded in real number coordinate, then this algorithm
can still be mapped into our settings by assuming
that the quantized from real value location causes
some additional error due to the truncation of real
coordinate to integer coordinate system. A trade-off
between granularity and complexity will have to be
taken into account.

It is worth noting that our algorithm is based on
centralized processing, the communication overhead
is minimal as the information regarding location can
be transmitted along with measured data.

We also like to note that graph parameters used as
evaluation function are chosen based on the idea that
node with more connectivity, larger distances and
closer to anchor nodes are more likely to be placed
correctly and infeasible choices can be eliminated ear-
lier when evaluated against Eva(u). We found that
our current method is useful mainly for sparse graphs.
In dense graph, the problem can be solved more effi-
ciently by other algorithms such as the conventional
tri-lateration method.

In this section, preliminary approximation of its
complexity is given. As we know previously that the
lower bound of this algorithm is equal to the number
of nodes, in the other words, we place one node per
iteration. The upper bound is when we consider that
if the first node has k possible coordinate points to be
placed without considering any constraints. Then the
worst case is expressed in the order of O(kn) where
k is the number of integer points lying inside the
outer and inner boundary t shown in Fig.5. k can
be estimated by the following relation between inte-
ger points inside a circle [18].

N(r) = πr2 + E(r) (8)

Where N(r) is the number of integer points inside
a circle with radius r. And E(r) is small error with
upper and lower bound.

k = N(r+t)−N(r−t) = 4πrt+E(r+t)−E(r−t) (9)

This equation (9) represents an estimation of a
loose upper bound of the complexity of the algorithm.
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Fig.8: Node is a member in a shortest path between
2 ends.

Deriving the upper bound from the radius alone is
still a loose bound. We would like to give a conceptual
sketch to develop a better upper bound. Consider any
node in a network; it is possible to find a shortest
path between one end from its adjacent node to an
anchor node at the other end as depicted in Fig. 8.
Let s(i, j, k) be shortest path along node i, j and k.
Normally s(i, j, k) ≤ d(i, k). The actual path i to k
via node j is usually longer than the direct distance
between i and k. The parameter d(i, k) and s(i, j, k)
provide another bound to the search space of node j.
Then this particular node j can no longer be placed
freely within the vicinity of one of its anchor node.
It will be bounded inside an area under the triangles
formulated from d(i, k) and s(i, j, k) as depicted in
Fig. 9.

Fig.9: Max stretched distance while placing node.

The expression for the upper bound developed
based on this idea should be further investigated in
our future work. Our primary finding is that the av-
erage distance between two random nodes in a unit
square is approximately 0.368 [20]. And there is a
bound regarding the maximum shortest path (diam-
eter) of a unit disk graph. This diameter is bounded
by [21]

(1 + 0((ln lnn/ lnn)1/d))/λ (10)

where λ is maximum radius of the unit disk graph.
Once the 3 sides of the triangle are known or esti-
mated, the bound could be formulated. Nevertheless,
the simulation results show that the average complex-

ity is far better than the worst case. Hence finding
tighter bounds is also an open problem, which is an-
other interesting problem to be investigated in the
future.

One of our directions for the future work consists
of utilizing rigidity sub graph where localization can
be done efficiently and to build a graph in a bottom
up manner. Another direction is to find a tighter
analysis of the current complexity of this algorithm.
At this moment, our results may not be able to com-
pare directly with other works in the area because
our problem formulation and focus is slightly differ-
ent; we are developing our algorithm to be capable
of resolving general and more realistic model. At the
same time, we may add more useful constraints and
condition that is already embedded in the properties
of the graph itself but we have not utilized.

6. CONCLUSIONS

We have proposed an evaluation function to be
used in our tree search algorithm for solving network
localization problem. Evaluation function is a func-
tion that is derived from a combination of graph prop-
erties. The results show that those properties, when
apply individually, can reduce the algorithm average
iterations. The number of connection to the realized
graph, Nc, significantly reduces the number of itera-
tions. Furthermore, the combination of the parame-
tersD, Sd and Ss can significantly reduce the average
iterations under noise-free and noisy environments by
46%. In the case of noisy environments, the thresh-
old t can be adjusted in order for the algorithm to
tolerate the noise at different levels. We also provide
the outline for the complexity analysis.
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ABSTRACT

Field-programmable gate arrays (FPGAs) are used
in various systems that use reconfigurable func-
tion. Conventional FPGAs have been developed by
a transistor-level description for minimizing routing
delay. Although FPGAs developed by the regis-
ter transfer level (RTL) design methodology provide
various benefits to the designers of a system-on-a-
chip (SoC), they have not been realized. Therefore,
the authors have advanced their development. They
should be shown to operate in a practical through-
put. For this purpose, circuits on them need to be
designed and evaluated. In this paper, a ripple-carry
adder (RCA) is designed on them and the through-
put of the RCA is evaluated. The throughput shows
that it is applicable to network processors. In ad-
dition, a wave-pipelined operation without changing
the RCA reveals that the problem of routing delay
in the FPGAs developed by the RTL methodology
is mitigated. The contributions of this paper are to
clarify that a 4-bit adder can be implemented on the
FPGAs and the throughput of it can be improved by
wave-pipelined operations.

Keywords: FPGAs, RTL Design Methodology,
RCA, Wave-pipeline, SoC

1. INTRODUCTION

A variety of equipment, such as network equip-
ment [1] and firewalls [2] are running by using FP-
GAs because they use the reconfigurable features of
the FPGAs. These features are to enable changes
in circuit configurations on the FPGAs as in a soft-
ware program when it is required to add or modify
a function. Therefore, if the processing speed, power
consumption or cost is not suitable in the process-
ing of a central processing unit (CPU), the choice of
FPGAs is useful.
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Final manuscript received on February 21, 2017.
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In order to achieve the reconfigurable features in
conventional FPGAs, a routing path is controlled by
a transistor as a switch. This is different significantly
from a SoC developed by using a standard cell li-
brary. Therefore, such a circuit configuration of the
SoC cannot be changed. On the other hand, opera-
tions of FPGAs consume more power and are a lower
frequency than that of the SoC.

To solve these problems, [3] and [4] achieved high-
speed and low power operations in the architecture
and transistor levels respectively. In [5], the problems
of operating speed and power consumption of static
random access memory (SRAM) used with FPGAs
were described and solved. These studies are very
profitable in conventional FPGAs developed by the
transistor level.

By the way, the development of a SoC that builds
in FPGAs is demanded. It is essential to embed the
FPGA with the RTL level as a reason for large-scale
SoC and shortening of a design period simultaneously.
However, routing path delays of FPGAs designed by
the RTL design methodology are larger than that of
conventional FPGAs. This is a reason why a study
on FPGAs in the RTL design methodology was not
made.

To realize FPGAs designed by the RTL design
methodology, the authors have developed [6-9]. The
advantage is that the FPGAs themselves can be de-
veloped by using a HDL (hardware description lan-
guage). It does not mean a circuit on the FPGAs. In
addition, circuits on the FPGAs can be designed by
the HDL as well as conventional FPGAs.

These FPGAs should be made clear that it is us-
able in a practical throughput. Thus, it is necessary
to design and evaluate circuits on the FPGAs. In
this paper, a 4-bit ripple-carry adder (RCA) is con-
figured on them. The throughput of the 4-bit RCA
is evaluated. In addition, wave-pipelined operations
are made without changing a circuit configuration of
the 4-bit RCA and indicates that contribute to easing
the problem of routing delay.

This paper is organized as follows. Section 2
presents the outlines of CPUs and FPGAs in packet
processing. Next, Section 3 explains the FPGAs
which are designed by the RTL design methodology.
In Section 4, the 4-bit RCA circuit is designed on
the FPGAs and wave-pipelined operation of it is de-
scribed in Section 5. Then, the 4-bit RCA is evalu-
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Table 1: CPU Time in the CPUs of [16].
Frequency of the CPU Minimum size frame Standard size frame (ns) Jumbo frame of 3000 Maximum jumbo frame

(ns) KB (ns) (ns)
500MHz 760.0 15280.0 30280.0 160080.0
800MHz 380.0 7640.0 15140.0 80040.0
1GHz 237.5 4775.0 9462.5 50025.0
1.2GHz 190.0 3820.0 7570.0 40020.0
1.5GHz 158.3 3183.3 6308.3 33350.0
2.0GHz 126.7 2546.7 5046.7 26680.0
3.0GHz 95.0 1910.0 3785.0 20010.0
4.0GHz 63.3 1273.3 2523.3 13340.0

ated in Section 6. In Section 7, the conclusions are
made.

2. NEEDS AND PROBLEMS OF FPGAS
FOR PACKET PROCESSING IN MO-
BILE DEVICES

Packet processing in a mobile device should be exe-
cuted at high-speed and low-power consumption. The
use of an FPGA is the better solution in these as-
pects. However, conventional FPGA devices have a
problem that a CPU developed by an FPGA designer
cannot be put it on as an ASIC. In this section, the
outlines of CPUs and FPGAs in packet processing
are explained. Subsequently, problems and solutions
of packet processing on a mobile CPU are clarified
based on our research results. Finally, the necessity
of a CPU architecture that specializes in packet pro-
cessing and an FPGA developed by the RTL design
methodology is described.

High throughput of networks used in mobile de-
vices has been advanced. In Wi-Fi LANs, the devel-
opment of IEEE802.11ad is conducted. It will finally
achieve the throughput of 6.8 Gbps [10-11]. More-
over, studies on 5G is advanced in mobile data com-
munications. The purpose of the studies is to achieve
the data communication of more than 10 Gbps [12].
Packet processing in mobile devices in such a high-
speed data communication is essential to process us-
ing an ASIC or FPGA.

Super pipelining, parallel processing and process-
ing that does not depend on the word size are easily
achieved by using the FPGA. Therefore, the FPGA is
very beneficial for packet processing. In [13], a packet
classification engine had been achieved a very high
throughput by super pipelining on the FPGA. More-
over, the use of an FPGA indicated that it is also
beneficial for low power consumption in [14]. [15]
used re-configure features in the FPGAs for packet
processing.

However, detecting processing on unauthorized ac-
cesses needs not only the packet classification engine
but also complex processing. Circuits on an ASIC or
FPGA for complex processing make a problem that
amount of hardware is huge. In addition, it cannot
take advantage of software resources on unauthorized
accesses. That is, a CPU for packet and detecting
processing is required.

The authors have estimated performances of a
CPU which is needed for packet processing [16]. Ac-
cording to the results, packet processing in 1 Gbps
throughput and normal data communications needs
the CPU of MIPS64 5K architecture with 1 GHz op-
erations. In contrast, packet processing of repeat-
ing a packet frame of the shortest size and a packet
frame of the standard size needs a clock frequency
of 4GHz. Table 1 shows the CPU times required for
packet transfer processing. If it is unable to process,
it becomes a state in a denial of service (DoS) attack.

In [16], in order to protect a CPU with 1 GHz
operations from DoS attack, out-of-order packets ex-
ecution inside the CPU has been proposed. The func-
tion should be built inside the CPU as an ASIC cir-
cuit. In addition, the CPU needs to be developed as
an ASIC for low-power operations because the pro-
cessing speed and power consumption of the CPU
influences the entire system. If the CPU has suffi-
cient processing capacity for packet processing, it fa-
cilitates the change in the content of processing by
software. In that case, re-configurable features such
as an FPGA are not required.

When incorporated such a unique architecture on
an FPGA, the CPU was only on the FPGA as a soft-
core processor. Furthermore, circuits as an ASIC
are often needed from the viewpoint of low-power
and high-speed processing. Therefore, the FPGA the
RTL design methodology as in this study facilitates
the development of the CPU and circuits as an ASIC.
In other words, ASIC-FPGA co-design is realized.

3. FPGAS DESIGNED BY THE RTL DE-
SIGN METHODOLOGY

In this section, details of the FPGAs that the au-
thors have developed are explained. Next, logic syn-
thesis is executed to investigate delay times of the FP-
GAs. Develop environments for them are described.

The architecture of the FPGAs is shown in Fig.
1. The FPGAs are composed of parts of three types.
The parts are a logic block (LB) of Fig. 2, a connec-
tion block (CB) of Fig. 3, and a switch block (SB) of
Fig. 4. Parts greatly different from conventional FP-
GAS are the CB and the SB. These switches are not
a transistor but a selector. This is the cause, the di-
rection of the routing of the FPGAs is different from
that of conventional FPGAs.
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Fig.1: Architecture of the FPGAs designed by the
RTL design methodology.

(a)

(b)

Fig.2: Structure of the LB. (a) Basic component (b)
3-input and 1-output LUT.

Fig.3: Structure of the CB.

Fig.4: Structure of the SB.

Table 2: Design environments.

OS Cent OS 5.9 x86
CPU Intel Core 2 Duo E6600 (2.4GHz)
Memory 2 GBytes

Logic synthesis
Synopsys Design Compiler H-
2013.03-SP2

Technology Rohm 180 nm C-MOS
Standard cell

The library provided by Rohm
library
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As indicated in the selectors of Fig. 3 and Fig. 4,
the selection result of A or B is outputted to C. In case
of Fig. 3 and Fig. 4, the signal of B is selected and
flows to C. The signal A cannot be used. Fig. 4 shows
that 4 lines can cross at the same time. Therefore, it
is confirmed that routings on the FPGA are possible
[9].

Fig.5: Logic synthesis result of Fig. 2.

Fig.6: Logic synthesis result of Fig. 3.

The advantage of the FPGAs is that the FP-
GAs themselves can be developed by the RTL de-
sign methodology. It allows not only ASIC-FPGA
co-design but also to arrange the FPGA architecture.
If a large circuit is designed on the FPGAs, routing
may not be possible with this FPGA configuration.
In this case, increasing the number of wires solves the
problem on routing. That is, it is easy to realize other
arithmetic circuits.

For the evaluation carried out in Section 6, the
authors run the logic synthesis of the parts of the
FPGAs by using the design environments of Table 2.
In this paper, the authors choose the standard cell
library released by Rohm Inc. The CB of this paper
is different from that of [7]. The number of selectors
has been optimized to it. Logic synthesis results of

Fig. 2, Fig.3 and Fig. 4 are shown in Fig. 5, Fig. 6
and Fig. 7, respectively.

Fig.7: Logic synthesis result of Fig. 4.

(a)

(b)

Fig.8: Truth table for the full adder in the LUTs.
(a) Sum (b) Carry.
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Fig.9: 4-bit RCA on the FPGAs.
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4. RCA ON THE FPGAS

The FPGAs are in order to clarify that they are
working at a practical rate. A 4-bit RCA circuit is
developed on the FPGAs in this section. The LUT
of the FPGAs is 3-input and 1-output and can store
a table shown in Fig. 8. Therefore, a full adder (FA)
is designed with two LBs.

The 4-bit RCA circuit is shown in Fig. 9. Routing
is made based on the explanation in Section 3. The
operation frequency is calculated by using the results
of the logical synthesis. For the calculation of the
delay times, the authors make the software program.
According to the results, the routing of the maximum
delay time is from CIN to COUT shown in the heavy
line of Fig. 9 and the maximum delay time is 24.12
ns.

5. WAVE-PIPELINED OPERATION

A wave-pipeline [17], [18] is a design method with-
out using pipeline registers for pipeline operations.
The method is superior in terms of power consump-
tion because it does not use a register. In circuits on
FPGAs, a design technique for high-speed operations
is limited. In such a situation, the wave-pipeline is
effective in the circuits on FPGAs [19].

Fig. 10 shows the overviews of pipelines. Conven-
tional pipelines shown in Fig. 10 (a) need pipeline
registers for pipelined operations. Only one set of
signals can be operated in the circuit between the
pipeline registers. On the other hand, pipeline reg-
isters are not used for wave-pipelines. Therefore, it
is essential to make a collision-free interval so that
the first signal does not collide with the next signal.
Wave-pipelined operations are confirmed that two or
more signals exist between registers.

Wave-pipeline is also used in commercial proces-
sors. In our study, circuits constituting FPGAs for
wave-pipelines have been studied [6-9, 21]. However,
it is not achieved in the arithmetic circuit on the
FPGA constructed by RTL proposed by us. How-
ever, they have not been achieved in an arithmetic
circuit on the FPGAs proposed by us.

A clock cycle time for wave-pipelining, TCK is
calculated from the following equation [20]. Wave
pipelined operations are achieved if this expression is
satisfied.

TCK = (DMAX −DMIN ) + TOV (1)

In a circuit for wave-pipelined operations, DMAX is
the maximum delay time and DMIN is the minimum
delay time. TOV is set as margins. The margins mean
the influence of the condition of chip fabrication and
the operating conditions from the temperature and
voltage.

The novelty of the wave-pipeline in this paper is
to allow wave-pipelined operations without changing
the circuit configuration of Fig. 9. Here, the route

(a)

(b)

Fig.10: Overviews of pipelines. (a) Conventional
pipeline (b) Wave-pipeline.

adjustments of only the outputs shown in the heavy
line of Fig. 11 are executed. This is led to the design
simplification of a wave-pipelined circuit. According
to the Sec. 4, the maximum delay time is 24.12 ns.
Also, the minimum delay route on a route cannot be
adjusted is from B[3] to COUT. The minimum delay
time is 10.07 ns. From these conditions, the routes
of the outputs of S[0], S[1], S[2] and S[3] are derived
from the following equation. DOUTPUT is a delay
time for the outputs.

10.07 ≤ DOUTPUT ≤ 24.12 (2)

All the outputs of Fig. 9 satisfy Eq. (2).

The FPGAs enable ASIC-FPGA co design. There-
fore, arithmetic circuits as an ASIC make to solve the
problems of operation speed on the FPGAs. However,
circuits as an ASIC cannot be changed and added af-
ter chip fabrication. Wave-pipelined operations on
the FPGAs are needed for this reason.

6. EVALUATIONS

The FPGAs designed by the RTL design method-
ology is evaluated in this section using operation fre-
quencies of Fig. 9 and Fig. 11, respectively. An op-
erating frequency in normal operations of the RCA
in Fig. 9 can be obtained from the maximum delay
time. On the other hand, an operating frequency in

wave-pipelined operations of the RCA in Fig. 11 is
derived from Eq. (1). TOV , the overhead time in the
wave-pipelined operations is set at 2.0 ns. Actually,
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Fig.11: 4-bit RCA for wave-pipelined operations on the FPGAs.
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circuits on an ASIC fabricated in a 0.18 µm CMOS
process operate 2.0 GHz [22]. Therefore, this value is
very reasonable.

The clock cycle time of Fig. 11 in wave-pipelined
operations, TRCA is calculated from the following
equation.

TRCA = (24.12− 10.07) + 2.0 (3)

These results are shown in Fig. 12.

The operation frequency greatly depends on the
process technology. MAX II of Altera’s complex
programmable logic device (CPLD) has been imple-
mented in a 180 nm C-MOS technology [23]. The
technology is same as the FPGAs. Operation fre-
quencies of the Internal Oscillator of the CPLD are
13.33-22.22 MHz. That is, the operation frequency of
the FPGA is more high-speed than that of the CPLD.

Fig.12: Operating frequencies of the CPLD and 4-
bit RCAs on the FPGAs.

When packets processing of a computer network is
executed on FPGAs, processing in the packet frame
units is possible. Here, the operating frequency in the
FPGAs is set to 60MHz. In the case of 1 Gbps, the
word width of 17 bits or more enables the process-
ing. Thus, it is clear that it is possible to sufficiently
practical processing.

7. CONCLUSIONS

The FPGAs designed by the RTL design method-
ology have the following advantages:

• Easy integration of FPGA functions in a SoC is
possible.

• Significant shortening of the design period of a
SoC.
• Allows the selection of process rules.
The authors have developed the FPGAs in order to

be able to capitalize on these advantages. In this pa-
per, the 4-bit RCA on the FPGAs was designed and
evaluated in order to demonstrate the practicality of
the FPGAs.

As a reason why the FPGAs were not developed,
there was a larger delay than conventional FPGAs.
This problem was relaxed by wave-pipelined opera-
tions without changing the circuit configuration of
RCAs. Wave-pipelined operations are very suitable
for patterned circuits like the RCAs. That is, they
are considered to be applicable in multiplication cir-
cuits.

Wave-pipelined circuits have the advantage of not
increasing power consumption because they are not
required pipeline registers. In addition the delay time
of the entire circuit in wave-pipelined operations is
the same as that in normal operations.

Therefore, the contributions of this paper are as
follows:
• It was shown that the FPGAs can be put to
practical use.
• A 4-bit adder can be implemented on the FP-
GAs.
• The problem of routing delay can be solved
by improving the throughput by easy wave-
pipelined operations.

Future works are fabricating the FPGAs chips using
the 180 nm CMOS standard cell library and evalua-
tions by the measurement of the chip.
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The Improvement of The Efficiency for The
Quality Assurance Information System Based

on The Six-Sigma Principle

Thitirath Cheowsuwan1 , Somporn Saipanya2 , and Supan Tongphet3 , Non-members

ABSTRACT

This paper presents the development of the ef-
ficiency of a quality assurance information system
based on the six-sigma principle for schools in north-
ern Thailand. The aim of this research is to solve all
problems occurred in the previous system such as the
awkward user interface, no quality standard support,
users’ confusions in workflow process, the inaccurate
and unreliable information system process etc. The
six-sigma foundation is operated by five processes,
which are the define phase, the measure phase, the
analyze phase, the improve phase, and the control
phase (DMAIC). According to the studies, the mea-
surement of the users’ satisfaction and expectation
is divided into three parts: standard-based service,
system reliability, and processing speed. As the re-
sults, the quality measurements from both technical
and non-technical are ranged on 2-sigma level. These
measurements confirm that the proposed system pro-
vides the improved services better than the previous
system and it can solve all problems as mentioned
above effectively. Moreover, it can raise the efficiency
of the service system based on the quality assurance
standard for the mission of the schools in the northern
region.

Keywords: Six-Sigma Principle, DMAIC, Quality
Assurance Information System, Sigma Level

1. INTRODUCTION

National Education Act B.E.2542 provides and
considers quality assurance in schools, and it is one
of the processes of educational administration, which
was managed and developed continuously to a stan-
dard quality in education for supporting the exter-
nal quality assurance [1]. However, many schools in
the northern region still have the problems with the
information criteria management and the quality as-
surance indicators, which cannot completely integrate
the routine works with the quality assurance in ed-
ucation works. Due to the large amounts of data
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Communication Technology, University of Phayao, Phayao
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and many of the people in several segments, it is so
difficult to manage all information because most of
them have not been arranged in electronic documents.
Consequently, it increases the teacher workloads to
gather each information in the schools during the pe-
riod of quality assurance in education causing the de-
viation of the information and it cannot reflect the
real quality of the schools. Therefore, those problems
will be solved by using the quality assurance infor-
mation system, which is one of the databank develop-
ment projects and business intelligence for quality as-
surance system. It uses for reducing the complicated
tasks in information management for the people who
are responsible for quality assurance in the schools
of the northern part of Thailand [2]. The databank
system can collect user’s information from both the
daily tasks and other sources. All information will be
used for supporting the manager’s decision in terms
of decision support system [2]. The proposed soft-
ware in this research, which is used for solving the
quality assurance in educational issues, starts from
the business process model development. It identifies
a level of working functions connecting with the anal-
ysis system and leads to develop in the information
system by explaining as a symbolic model, which is
called business process modelling notation (BPMN)
[3]. The system model is created by a sequence of
unified modelling language (UML) [4]. Then, the in-
formation system is employed for testing the system
efficiency by following the law of the Six Sigma stan-
dard in a way of quality in dimensions. It consists of a
standard pattern, an appropriate management, and a
responsibility of the organized missions. These allow
both the customer and the manufacturer to get the
benefits of the investment both resources and produc-
tive values [5]. The Six Sigma has five steps, which
are the define phase, the measure phase, the ana-
lyze phase, the improve phase, and the control phase
(DMAIC). Its quality development is the way either
to reduce the flow or to rebuild the level of quality
to achieve the level of Six Sigma by using the qual-
ity process and statistics method development. This
research purposes all information based on the effi-
ciency of the quality assurance information system
used the Six Sigma to survey the satisfaction of the
sample in schools. In addition, it is used for study-
ing the reasons for user dissatisfaction on the services
to solve its quality problems and seeking the way to
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control on working process more efficiently.

2. RESEARCH METHODOLOGY

The Six Sigma is the idea to improve the quality
of the organization. It can reduce errors that oc-
cur in the process by using the principles of statis-
tics. Many businesses have adopted the Six Sigma
technique to improve the quality of their organiza-
tion, for instance, the case study narrowly focuses
on reduction/elimination of two imperative responses
in spray painting process producing shock absorbers,
namely peel off and blisters using the Six Sigma
Define-Measure-Analyze-Improve-Control (DMAIC)
approach that highly impacts quality at customer
end [6]. The present article presented a Lean Six
Sigma (LSS) project management process improve-
ment model and a case study test developed in a real
enterprise environment which has a formal and estab-
lished project management system PMI based. The
LSS proposed approach is a DMAIC cycle-based pro-
posal [7].The five stages of six sigma improvement
model DMAIC (define, measure, analyse, improve,
control) is the core Six sigma management system
based on JMP/SAP system. In this system, opera-
tors can acquire batch data of production in different
stages through the top of the SAP system as required,
and then make connection between JMP and SAP
system, finally put forward an efficient improvement
plan after analysing on production data by using JMP
[8].

As mentioned above, the solution process of the
Six Sigma standard has 5 phases known as DMAIC.
Both the define phase and the measure phase will be
improvably focused in this research.

1) The studying of the Define phase consists of
the Quality Assurance Information Systems (QAIS),
system results, and service problems. Firstly, the in-
formation from all studying is formed as a Macro
Process Mapping. Secondly, both analysis and map-
ping of the process (or SIPOC analysis) are used for
seeking the user’s need and expectation (or SIPOC
and Requirement Analysis) to create a Micro Process
Mapping, which is shown the minor process of the
system [9]. Thirdly, all information from those pro-
cesses is used to build the need of the system users.
Finally, the summarization is employed to make a
project indicator for this research (or Metric) leading
to solve all problems in the Business Metric, which is
in both user level (or Project Metric) and topic level
(or Theme). As the results, the proposed technique
can synthesise the important factors affecting to both
service quality and user’s satisfaction. Furthermore,
the questionnaire is randomly corrected from all users
by using non-probability sampling [10]. Due to users’
sample is clear, the purposive sampling is employed in
the 26-schools sample divided into 4 categories. Each
category requires for 2 samples per school from execu-
tives, teachers, quality assurance staffs, and students

(totally 208 samples).

2) Measure phase is to measure an important as-
pect of the project and to analyze the quality process
by using the tree diagram to find and to choose the
indicators [9]. First, the criteria weighting technique
is used for creating an indicator account. Second,
a check sheet is employed for collecting information
in the QAIS testing for 240 days [11]. Third, from
the information in a check sheet, it is manipulated to
seek all flaws and mistakes in the services. Fourth,
the analysed information from the processes based
on baseline sigma is used for finding the system mis-
takes, which is randomly compared with one million
samples (or Defect per Million Opportunity). The
founded mistakes are analysed based on

DPMO = Defect Counted ÷ (Unit Counted × Defect
Opportunity) × 106 solutions

Fifth, the quality level (or Sigma Level) is calcu-
lated from the number of both the receiving problems
and the unsolvable problems. In the case of counted
information, it can be calculated from the bad pro-
portion, P̄ [12], as

P̄ =
Σnp

Σp
, (1)

where Σnp is total number of defect products overall,
and Σp is total number of determine products overall.

The Z benchmark technique is used for calculating
the level of quality (or Sigma level) to estimate the
counting performance searching all information at the
Sigma level; it is named as the long terms indicator,
Pp. Finally, the counting information is compared
with the divided scale (or the standard scale), Z, by
calculating the bad proportion (lookup the defect per
opportunity table). The Pp indicator is used for eval-
uating the efficiency of the process as

Pp =
1

3
ZBench. (2)

3) Analyze phase is the analysis of the data col-
lected from the research tasks such as frequency, vari-
ance, the use of the Pareto diagram, system processes,
and the hypotheses of the possible causes shown in
the tree diagram. Finally, it also proofs the hypothe-
ses and concludes the root cause statement summary.

4) Improve phase is the process of searching the al-
ternative ways to rectify system. The main purpose of
this section is to prevent all defects and to satisfy all
users in the system. Also, it is utilized for preparing
to the real situation by using the proposed process,
analysed for the Sigma level to show the quality level
of the modified process.

5) Control phase is the process of bringing the im-
proved and tested scheme to use in the real practice
by specifying an indicator and a control point. Fur-
thermore, many aspects are created in this section
such as writing user’s manual, monitoring all pro-
cesses, both tracking and fixing all problems, and im-
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proving system continually.

3. RESEARCH RESULTS

The results in the Define phase show that the QAIS
in schools of the northern region in Thailand is de-
signed to compatible with online systems. So, all
users are able to access the proposed system any-
where and anytime through .NET technology, Win-
dows Server, SQL Server, HTML, and JavaScript.
The main function of the system is composed of nine
sections: (1) The management of the schools. (2)
The management of criteria and the indicator of the
quality assurance in education. (3) The record of
the overall operations and the indicator of the qual-
ity assurance. (4) The information management and
the quality assurance indicator criteria evidence. (5)
The quality assurance in education information anal-
ysis. (6) The report evaluation management. (7) The
committee evaluation management. (8) To create ac-
tivities for self-evaluation. (9) The store of Educa-
tional Quality Assurance (EQA) information. More-
over, the proposed system can report the indicators,
which are based on the Office for National Education
Standards and Quality Assessment standard, for all
users such as executives, instructors, administrative
teachers, students, and administrators. Some reports
of the QAIS in schools of the northern part of Thai-
land can be shown in figure 1.

There is a procedure of searching for measuring
the users’ needs and expectations in the system such
as (D1) To specify the users’ problems by answering
5 questions (What? Where? When? Why? How?)
(D2) To bring all answers from (D1) to draw a Macro
Process Mapping, SIPOC model, and Micro Process
Mapping (D3) To study basic information of system
by studying sources, developed systems, functions of
procedural system, results, connections, and securi-
ties (D4) During the system testing, as shown in fig-
ure 2, the studying of the secondary information is
analyzed for searching users’ issues such as problems,
complaints, comments, and satisfies.

The solutions of the Six Sigma method can be ex-
plained by receiving all users’ complaints during the
system testing for 244 days. From the collection of
information from the sample group of the trial sys-
tem, we found 60 complaints as following: 18 com-
plaints about system speed, 12 complaints about sys-
tem reliability, 11 complaints about accessibility and
usage, 8 complaints about system accuracy, 6 com-
plaints about system security, and 5 complaints about
system administrator service. In the testing works of
the system found that 60 complaints can be solved
within 3 hours.

In the specification of the Metric is used for solv-
ing the practical problems: (1) Business Metric is to
satisfy all users with the QAIS (2) In Project Metric,
we found 2 users’ problems: First, the technical de-
fection is appeared by the users’ confusions such as

the workflow system, data processing, and creating
reports. Second, the non-technical defection is raised
from administrators’ error. (3) Theme (or research
title) is the EQA system’s quality improvement in-
dicated by Key Process Output Variable (KPOV).
It is used to rate the EQA system’s satisfaction and
to specify the way for evaluating the new system by
searching for all problems from sample group for 244
days (March 1 - October 30, 2015). The employee
satisfaction index of the purposed system is corrected
from the survey with 10 questions: (1) Does the infor-
mation system cover all functions of the users’ work
based on quality assurance standard completely? (2)
Is the information system the friendly user interface
design? (3) Does the imported data section update
all information automatically? And is it useful for re-
ducing the waste time from users’ work? (4) Do the
information system process and display all informa-
tion speedily, accurately, and reliably? (5) Does the
information system store, categorise, and search all
information smoothly? (6) Does the information sys-
tem backup and recover all information effectively?
(7) Is all information from the information system up-
to-date and compatible with other systems? (8) Is the
information system useful for the practical work? (9)
Does the information filling control in the information
system work securely and correctly? (10) Does ser-
vice maintenance of administrators instantly respond
and resolve all problems effectively?

As all answers from those questions, we found that
the Pareto chart can display all non-technical defec-
tions in service maintenance of administrators per-
fectly, e.g., instant responsibilities, fast resolutions.
Its cumulative sum is 100%. It also assists to decide
to fix the defections in service maintenance of ad-
ministrators firstly. Then, all technical defections are
being solved, e.g., information filling control, secu-
rity process, backup data section, processing errors,
data display, and instant responsibilities respectively
as shown in figure 2.

The Measure phase has been used for searching
and analyzing the capacity of the administrators’
maintenance, the instant responsibilities, and urgent
resolutions consequently. By the use of the Tree dia-
gram, it can be used to reflect the procedure of reso-
lution system service and the impact factors on both
defections and indicators. The influential factors for
receiving all problems can be shown as (1) Communi-
cation. The indicator is a time (per minute) (2) Help-
fulness. The indicator is the decrease of the users’
complaints by the random survey. (3) Courtesy, the
indicator is also the decrease of the users’ complaints
by the random survey as used in (2). All influential
factors shown in Tree diagram can be represented in
figure 3. Moreover, the Criteria Weighting technique
is employed for selecting all indicators by scoring the
possibility of the data correction, e.g., simple, resis-
tance, preparation, and advantages. The most scores
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Fig.1: The QAIS screens.

Fig.2: The defections occurred during the QAIS experiments.

of the indicators are chosen for data correction by the
Check Sheet technique. Then, the service information
is corrected by the Tree diagram, e.g., technical and
non-technical issues.

From the data correction of the information sys-
tem’s usage for 60 times, we found that 19 deficiencies
can be analyzed as the sigma rate standard compared
with the number of deficiency and its possibility in

1 million samples (Defect per Million Opportunity).
19 deficiencies are found. According to the formula in
[12], Unit counted is the amount of piece of work (Us-
ing the number of testing) for 60 pieces of works (or
times). Finally, the defect opportunity of the chance
of deficiencies is 7 chances per one piece of work (or
times).

DPMO = Defect Counted÷ (Unit Counted×Defect Opportunity)× 106, (3)

e.g.,
DPMO = 19÷ (60× 7)× 106,

DPMO = 45, 238.10.
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Fig.3: The tree diagram of the efficiency of both technique and non-technique ways.

From the lookup sigma conversion table, the short
term is 3.20 sigma and the long term is 1.70 sigma.
By the use of DPM0 = 45,238.10, the sigma rate is
ranged at 2-sigma level by lookup the table. In other
words, the deficiency per million is 45,500.124. The

Sigma level is used for calculating the quality level
by analysing technical information for 60 times. We
found 19 deficiencies for this case. In the case of
counting data, the P̄ is calculated by the ratio of
waste as:

P̄ =
The amount of overall deficiency products (Σnp)

The amount of overall examine (Σp)
(4)

e.g.,
P̄ = 19÷ 60 = 0.316.
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The overall deficiency chance in one work is 0.316 The
overall deficiency chance is calculated from P̄ ÷2. So,
the deficiency chance is 0.316÷ 2 = 0.158 chance.

The data correction of the information system for
searching all non-technical deficiencies is administra-
tors’ information system services for 45 times. We
found that 8 deficiencies can be analysed as the sigma
rate standard compared with the number of defi-

ciency and its possibility in 1 million samples (Defect
per Million Opportunity). 8 deficiencies are found.
Unit counted is the amount of piece of work (Us-
ing the number of testing) for 45 pieces of works (or
times). Finally, the defect opportunity of the chance
of deficiencies is 4 chances per one piece of work (or
times).

DPMO = Defect Counted ÷ (Unit Counted × Defect Opportunity) × 106, (5)

e.g.,
DPMO = 8÷ (45× 4)× 106,

DPMO = 44, 444.444.

From the lookup sigma conversion table [13], short
term is 3.10 sigma and long term is 2- sigma. In
other words, the deficiency per million is 45,500.124.
The Sigma level is used to calculate the quality level

by analysing technical information for 45 times. We
found 19 deficiencies for this case. In the case of
counting data, the P̄ is calculated by the ratio of
waste as:

P̄ =
The amount of overall deficiency products (Σnp)

The amount of overall examine (Σp)
, (6)

e.g.,
P̄ = 19÷ 60 = 0.316,

the overall deficiency chance in one work is 0.177,
and the overall deficiency chance is calculated from
P̄ ÷ 2. Therefore, the deficiency chance is 0.177 ÷ 2
= 0.088.

Figure 4 shows that both the lower specification
limit (LSL) and upper specifications limit (USL) are
in range at the normal period. According to the sigma
conversion table, its quality is in range at sigma level
2.

Figure 5 shows the performance assessment of the
counting process from all analysed data. It is used as
the index of the long-term process, Pp. The counting
data is utilized for comparing in the scale of standard
normal distribution, Z, by calculating from waste
rate of P̄ . Also, the index Pp can be used for as-
sessing the ability of capacity process by

Pp =
1

3
ZBench. (7)

e.g.,

Pp =
1

3
(2.00),

= 0.666.

According to the ability process table and waste
rate, we found that the ability of process of the long
term is arranged in the low rate. (The index of Cp is
lower than 0.67).

In the analyze phase, from the Adapted Waterfall

system development cycle [14], the technical problems
is solved by using system analysis and development
for a new system to resolve all problems in the previ-
ous system. For the non-technical problems, we anal-
yse the system’s gap, processing inefficiency, and the
ways to improve the system by using the flow anal-
ysis respectively. As the results, the technical prob-
lems from administrators are found such as the un-
clear workflow to solve the problems, the bottleneck
of the administrators’ works, and their time limita-
tion. Those problems will seriously cause the dis-
ruption in the system, and the system has to restart
everything again. This leads to waste the response
time to all users in the system. A solution to prevent
these negative issues is the use of the flow analysis.
In addition, it also assists all administrators to re-
spond all problems quickly, to store all information
from users effectively, and to plan the solutions of
the future problems accurately. The FAQs are cor-
rected from all users to tackle the non-technical prob-
lems. By this technique, the users’ satisfaction is in-
creased with their convenience. Then, both the Im-
prove phase and Control phase are operated to solve
all old problems. They will focus on both the im-
provement of the problem analysis and the problem’s
solutions by creating the procedure manual, workflow
instructions, and the user’s manual.
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Fig.4: The deficiency probabilities in both technique and non-technique ways.

Fig.5: The levels of processing quality.

4. CONCLUSION

This paper presents the improvement for the qual-
ity assurance information system based on the six-
sigma principle. By the use of the data correction
from sample groups of the schools in the northern re-
gion in Thailand, the proposed technique gains the
users’ satisfaction by studying the service efficiency
of the QAIS based on Sigma standard. Moreover,
it also studies the causes of the users’ dissatisfaction
in the system in order to improve the system pro-
cess effectively and to enhance the users’ satisfaction
including finding the alternative ways to control all
working flows continually. As the results, both the
technical process and the non-technical process are
in the same range at the Sigma level, which is rated
in the Sigma level 2. In other words, the deficiency

per million is 45,500.124. Therefore, the total prob-
abilities of deficiency for technical processes in one
task are 0.316. On the other hands, the total proba-
bilities of deficiency for the non-technical process in
one task are 0.088.

To improve the technical problems, this research
provides both the system analysis and the developed
system for solving the old system based on Adapted
Waterfall method. In addition, for the non-technical
problems, this paper employs the gap analysis, the
inefficiency in each process, the novel processes con-
trolled and tracked with the developed processes. Fi-
nally, the information system is practically used in
the real situations by defining both indicators and
quality control points. By the use of the proposed
QAIS, the system is continually tracked all problems
by the improvement of the system effectively.
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ABSTRACT

Under highly mobile environments, signal qual-
ity of discrete Fourier transform spreading-orthogonal
frequency division multiplexing (DFTS-OFDM) with
a frequency domain equalization method would be
degraded relatively due to the occurrence of inter-
channel interference (ICI). To solve this problem, this
paper proposes an iterative based time domain equal-
ization (TDE) method with a time domain chan-
nel impulse response (CIR) estimation method for
DFTS-OFDM signal. The salient features of pro-
posed method are to employ a time domain training
sequence (TS) in the estimation of CIR instead of us-
ing the conventional pilot subcarriers and to employ
the TDE method with a maximum likelihood (ML)
estimation method instead of using the conventional
one-tap minimum mean square error frequency do-
main equalization (One-Tap MMSE-FDE) method.
This paper also proposes a low-complexity iterative
based TDE method by using a good property of sym-
metric banded CIR transfer matrix for solving the si-
multaneous equations instead of using a direct calcu-
lation of inverse matrix. This paper presents various
simulation results under highly mobile environments
to demonstrate the effectiveness of proposed iterative
based TDE with the CIR estimation method for the
TS inserted DFTS-OFDM signal as comparing with
the conventional One-Tap MMSE-FDE method.

Keywords: DFTS-OFDM, Time Domain Equaliza-
tion (TDE), Channel Impulse Response (CIR) Esti-
mation, Time Domain Training Sequence (TS), Maxi-
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1. INTRODUCTION

Discrete Fourier transform spreading-orthogonal
frequency division multiplexing (DFTS-OFDM) has
been received a lot of attentions as an alternative
technique to OFDM from its lower peak to aver-
aged power ratio (PAPR) and robustness to multi-
path fading by using a simple one-tap minimum mean
square error frequency domain equalization (One-
Tap MMSE-FDE) method [1-4]. From these advan-
tages, the DFTS-OFDM with One-Tap MMSE-FDE
method has been adopted as the standard transmis-
sion technique for the uplink from the user terminal to
the base station in the 4th generation mobile commu-
nication system (LTE: Long Term Evolution) [5-6].

When the DFTS-OFDM is employed under highly
mobile environments such as high speed vehicles or
high speed trains, the transmitted DFTS-OFDM sig-
nal experiences severe inter-channel interference (ICI)
due to the Doppler frequency spreads. Under these
conditions, the time domain channel impulse response
(CIR) would be no more constant even during one
DFTS-OFDM symbol period. Accordingly the chan-
nel frequency response (CFR) which be used in the
One-Tap MMSE-FDE method at the receiver is also
changed relatively during one DFTS-OFDM symbol
period. From this fact, it is impossible to mitigate
the ICI by using the One-Tap MMSE-FDE method
under highly mobile environments which leads the fa-
tal degradation of bit error rate (BER) performance
[7].

Up to today, many FDE methods of using the
CFR transfer matrix were proposed for the OFDM
signal which can mitigate ICI under highly mobile
environments [8-10]. The authors proposed an itera-
tive based FDE method for the OFDM signal which
can solve the inverse of CFR matrix iteratively with
a smaller computation complexity than that of using
the inverse matrix calculation [10]. By using the iter-
ative based FDE method, the order of computation
complexity O(N3) required in the inverse matrix cal-
culation can be reduced to O(NAver·N

2). Where N is
the number of FFT points and NAver is the average
number of required iterations. However, the order
of complexity for the iterative based FDE method
is still higher and this method is conducted in the
frequency domain which requires higher computation
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complexity with the order of O(N2 · log2 N) in the
construction of CFR transfer matrix. To solve the
problem on the FDE method, the authors proposed
a time domain equalization (TDE) method for the
DFTS-OFDM signal [11]. Although this method can
mitigate the ICI precisely with lower complexity in
the construction of time domain CIR transfer matrix,
it is required to calculate the inverse matrix at every
data symbol which leads extremely higher computa-
tion complexity and it is unsuitable in the practical
implementation of DFTS-OFDM receiver.

To solve the above problems, this paper proposes
an iterative based TDE method for the time do-
main training sequence (TS) inserted DFTS-OFDM
signal under highly mobile environments [12]. The
salient features of proposed TDE method are to em-
ploy the CIR transfer matrix in the mitigation of
ICI and to employ the preconditioned conjugate gra-
dient squared (PCGS) algorithm [13] in the calcu-
lation of inverse matrix instead of using the direct
inverse matrix calculation. By using the proposed
TDE method for the TS inserted DFTS-OFDM sig-
nal, the order of complexities required in the con-
struction of time domain CIR transfer matrix and in
the calculation of inverse matrix are O(S2 · N) and
O(2S ·N ·NAver), respectively which are much lower
complexity than O(N2 · NAver) and O(N2 · log2 N)
for the conventional iterative based FDE method for
the OFDM signal [10]. Where S is the length of time
domain TS signal which corresponds to the guard in-
terval (GI) of OFDM signal. The proposed iterative
based TDE method can achieve much better BER
performance than that for the conventional One-Tap
MMSE-FDE method and almost the same BER per-
formance as that for the TDE method of using the di-
rect inverse matrix calculation with much lower com-
putation complexity [11] under highly mobile envi-
ronments.

The remainder of this paper is organized as fol-
lows. Section 2 introduces a problem of conventional
One-Tap MMSE-FDE method for the DFTS-OFDM
signal under highly mobile environments. Section 3
proposes a low-complexity iterative based TDE with
a time domain CIR estimation method for the DFTS-
OFDM signal. Section 4 presents various computer
simulation results to verify the effectiveness of pro-
posed iterative based TDE method as comparing with
the conventional One-Tap MMSE-FDE method, and
Section 5 draws some conclusions.

2. PROBLEM OF CONVENTIONAL ONE-
TAP MMSE-FDE FOR DFTS-OFDM SIG-
NAL

When assuming the quasi-static or lower time-
varying fading channels, the channel impulse re-
sponse (CIR) can be considered as a constant during
one DFTS-OFDM symbol period. Fig. 1 shows a
schematic diagram for the relationships between the

Fig.1: Relationships between CIR and CFR in
quasi-static and highly time-varying fading channels.

CIR in the time domain and the channel frequency
response (CFR) in the frequency domain where the
CFR can be obtained by performing the DFT to the
CIR at a certain sampling time during one DFTS-
OFDM symbol period. Fig. 1(a) shows the relation-
ships between the CIR and CFR in the quasi-static
channels. From the figure, it can be seen that the
CIRs at any sampling times are almost the constant.
Accordingly the CFRs converted from the CIRs at
any sampling times during one symbol period are also
almost the constant as shown in Fig. 1(a). From
this fact, the received DFTS-OFDM signal caused by
lower time-varying fading distortion can be equalized
precisely by using the One-Tap MMSE-FDE method
with the CFR converted from the CIR at any sam-
pling time during one symbol period. However the
CIR would be no more constant even during one
DFTS-OFDM symbol period in highly time-varying
fading channels [11]. Fig. 1(b) shows the relation-
ships between the CIRs and CFRs in highly time-
varying fading channels. The CIRs are changing dur-
ing one symbol period and the CFRs converted from
the CIRs at the different sampling times are also
changing as shown in Fig. 1(b). From this fact, it
is difficult to mitigate the time-varying fading distor-
tions by the One-Tap MMSE-FDE method of using
the fixed CFR during one symbol period which leads
the fatal degradation of BER performance.

3. PROPOSAL OF ITERATIVE BASED
TIME DOMAIN EQUALIZATION METHOD

To solve the above problem on the conventional
One-Tap MMSE-FDE method under highly mobile
environments, this paper proposes an iterative based
TDEmethod for the TS inserted DFTS-OFDM signal
by using the estimated CIR at every sampling time.
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3.1 TS inserted DFTS-OFDM system

Fig. 2(a) shows the frame format for the TS in-
serted DFTS-OFDM signal which be used in the CIR
estimation at every sampling time. The authors pro-
posed the CIR estimation method at every sampling
time for the TS inserted OFDM signal by using the
maximum likelihood (ML) estimation method [11].
This paper employs this CIR estimation method for
the TS inserted DFTS-OFDM signal. The time do-
main training sequences TS1 and TS2 with the length
of S samples are added at the both ends of every
data symbol which be used in the estimation of CIR
at every sampling time and also used as the role of
GI to remove the inter-symbol interference (ISI). The
employment of time domain TS signal in the estima-
tion of CIR under higher mobile environments can
achieve higher estimation accuracy than that for the
conventional pilot subcarriers in the frequency do-
main. This is the reason that the time duration of
TS signal is much shorter than the duration of DFTS-
OFDM symbol and the fluctuation of CIR due to the
Doppler spread can be considered as the constant dur-
ing the period of TS signal. As for the pilot subcar-
riers method, the pilot subcarriers are inserted into
the data subcarriers with a certain interval in the fre-
quency domain in which the assumption of constant
CIR over one DFTS-OFDM symbol time period is no
more satisfied [11].

Fig. 3 shows a structure of transceiver for the TS
inserted DFTS-OFDM system with the proposed it-
erative based TDE method. At the transmitter, the
data information is encoded by a forward error cor-
rection (FEC) code [14] and the encoded data is mod-
ulated in the time domain. Then, the M modulated
data is converted to M data subcarriers by M -points
discrete Fourier transform (DFT) which is given by,

XD(m, k) =
M−1∑
n=0

xD(m,n) · e−j 2πkn
M (1)

where xD(m,n) is the time domain data signal at the
n-th sampling time of the m-th symbol and XD(m, k)
is the frequency domain data signal at the k-th sub-
carriers. Then, the M data subcarriers of XD(m, k)
are mapped into within the allocated frequency band-
width with N subcarriers which is called the subcar-
rier mapping. In the subcarrier mapping, M data
subcarriers are mapped into the certain frequency
band continuously from the data subcarrier number
NZ1 to NZ2 (NZ2 −NZ1 = M) within N subcarriers
in which the zero padding (null subcarrier) with the
length of (N−M)/2 subcarriers are added at the both
ends of M data subcarriers. Here, it should be noted
that the DFT and inverse DFT (IDFT) processing
are required both at the transmitter and receiver in
the proposed DFTS-OFDM system. Although the
required processing loads for the DFT and IDFT are
higher than those for the fast Fourier transform

Fig.2: Frame format of DFTS-OFDM at transmit-
ter (a) and receiver (b) in multipath fading channels.

(FFT) and inverse FFT (IFFT), the DFTS-OFDM
technique is already employed in the uplink of LTE
systems as the standard transmission technique [5-6].
From this fact, the proposed system of using DFTS-
OFDM technique is also possible to implement in the
practical systems.

The frequency domain signal over N subcarriers
after subcarrier mapping is given by,

X(m, k1)=

0 (zero padding), 0≤k1≤NZ1−1
XD(m, k1−NZ1), NZ1≤k1≤NZ2

0 (zero padding), NZ2+1≤k1≤N−1
(2)

where NZ1 and NZ2 in (2) are the starting and end
data subcarrier numbers for M data subcarriers in
the frequency domain. The starting and end data
subcarrier numbers are given by NZ1 = (N −M)/2
and NZ2 = M+NZ1−1, respectively. Here, it should
be noted that the zero padding is employed to avoid
the aliasing occurred at the output of D/A converter.
By using the zero padding, the simple analogue band-
pass filter located after the D/A converter can be
used to reject the aliasing which leads the easy imple-
mentation of transmitter. After subcarrier mapping,
X(m, k1) including the zero padding is converted into
the time domain signal as similar to the conventional
OFDM signal by N-point IFFT which is given by,

x(m,n1) =
1

N

NZ2∑
k1=NZ1

X(m, k1) · ej
2πn1k1

N ,

0 ≤ n1 ≤ N − 1

(3)

where x(m,n1) is the transmitted time domain
DFTS-OFDM signal at the n1-th sampling time of
m-the symbol. Here, it should be noted that since the
computation complexity both for the FFT and IFFT
are decided by N even including the zero padding.
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Fig.3: Structure of transceiver for DFTS-OFDM signal with proposed iterative based TDE method.

From this fact, the number of zero padding would not
affect the computation complexity. In the proposed
method, the data pattern of TS signal is generated by
using some part of time domain DFTS-OFDM signal
so as to achieve higher CIR estimation accuracy. The
optimum data pattern of TS signal which can achieve
higher CIR estimation accuracy in the multipath fad-
ing channels is selected from the computer simulation
results by changing the randomly generated data pat-
terns of DFTS-OFDM symbols.

For simplicity, this paper assumes that the data
patterns both for TS1 and TS2 are assumed to be
the same as d(m,n1) at the m-th symbol. The length
of S should be taken longer than the length of delay
paths (L) as the same as the role of GI to remove
the ISI. After adding the TS1 and TS2 signals at the
both ends of data symbol as shown in Fig. 2(a), the
transmitted time domain signal including TS1 and
TS2 signals can be expressed by,

xT (m,n2) =d(m,n2), 0 ≤ n2≤S−1
x(m,n2−S), S≤n2≤N+S−1
d2(m,n2−N−S), N+S ≤ n2 ≤ N+2S−1

(4)

where xT (m,n2) is the transmitted time domain sig-
nal including TS1 and TS2 signals with the length of
N + 2S sampling time, d1 and d2 are the time do-
main TS1 and TS2 with the length of S sampling
time (0 ≤ n2 ≤ S − 1) of which data patterns are
known at the receiver.

As shown in Fig. 2(b), the received DFTS-OFDM
signal y(m,n2) can be divided into two parts which
consist of the observation period for the CIR estima-
tion yTS(m,n2) with the length of S sampling time
and for the data demodulation period yD(m,n2) with
the length of N + S sampling time, respectively.

3.2 CIR Estimation method for TS inserted
DFTS-OFDM signal [11]

Consider for the observation period for CIR es-
timation, the received time domain TS1 signal
yTS(m,n2) during the observation period for CIR es-
timation from 0 to S − 1 as shown in Fig. 2(b) can
be expressed by,

yTS(m,n2)=
L−1∑
l=0

h1(m,n2)·d1(m,n2−l)+z(m,n2),

0≤n2≤S−1
(5)

where d1(m,n2) is the TS1 signal given in (4),
hl(m,n2) is the complex amplitude of CIR for the
l-th delay path at the n2-th sampling time of m-th
symbol and z(m,n2) is the additive white Gaussian
noise (AWGN). Here it is assumed that hl(m,n2) is
the constant during the short period of TS1 even un-
der highly mobile environments. Under the above as-
sumption, the expected received TS1 signal passed
through the multipath fading channels can be ex-
pressed by,

ŷTS(m,n2) =
S−1∑
l=0

ĥ1(m) · d(m,m2 − l)

0 ≤ n2 ≤ S − 1

(6)

The unknown parameters of complex amplitude of
ĥl(m) at the m-th symbol can be estimated by us-
ing the maximum likelihood (ML) estimation method
under the constraint with minimizing the difference
between the actual received time domain TS signal
in (5) and the expected received time domain signal

in (6). Here the estimated CIR ĥl(m) corresponds to
the CIR at the middle sampling time of TS1. Here,
it should be noted that the fluctuation of CIR even
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under higher mobile environments can be considered
as the constant because of employing the short time
period of TS signal. From this fact, the CIR esti-
mated by using the TS signal under higher mobile
environments can achieve higher estimation accuracy
than that for using pilot subcarriers assigned over
one DFTS-OFDM symbol in the frequency domain as
mentioned in section 3.1. Then, the time domain CIR
ĥl(m,n2) at every sampling time can be estimated by
applying the cubic spline interpolation method for the
CIR estimated at every symbol over one frame. By
using the estimated CIR at every sampling time over
one data symbol duration, the received data symbol
can be equalized in the time domain so as to mitigate
the Doppler spread. In other words, the proposed
TDE method can mitigate the Doppler spread at ev-
ery time sampling basis in the time domain which is
completely different from the conventional frequency
domain equalization by using the estimated CFR for
each subcarrier [11].

3.3 Proposed Time Domain Equalization
Method

In the proposed time domain equalization (TDE)
method, the estimated CIRs at every sampling time
are employed in the construction of CIR transfer
matrix which enables the compensation of Doppler
spread at every sampling time basis. This feature of
proposed TDE method is completely different from
the conventional One-Tap MMSE-FDE method in
which the CFR converted from the fixed CIR during
one symbol period is employed which leads the fatal
degradation of BER performance. By assuming the
actual channel impulse response hl(m,n2) at every
sampling time, the received time domain data signal
yD(m,n2) during the observation period for the data
demodulation from S to N +2S − 1 as shown in Fig.
2(b) can be expressed by,

yD(m,n2) =
L−1∑
l=0

hl(m,n2) · xT (m,n2 − l) + z(m,n2),

S ≤ n2 ≤ N + 2S − 1

(7)

where xT (m,n2 − l) corresponds to the transmitted
time domain signal given in (4) and the following re-
lationships are employed in the derivation of (7).

n2−l≤S−1, xT (m,n2−l) = d(m,n2−l) (8)

n2−l ≤ N+S, xT (m,n2−l) = d(m,n2−N−S−l) (9)

The received data signal in (7) includes the ISI
which are added at the start and end of data symbol

from the TS1 and TS2 signal, respectively as shown
in Fig. 2(b). Since the data pattern of TS signal are
known at the receiver, the ISI caused from the TS sig-
nals in the multipath fading channel can be removed
by using the estimated CIRs at every sampling time
and the known data pattern of TS signal which is
given by,

yF (m,n2) =

yD(m,n2)−
S−1∑

l=n2−S+1

ĥl(m,n2) · d(m,n2−l),

(S ≤ n2 ≤ 2S − 2)
yD(m,n2), (2S − 1 ≤ n2≤N+S−1)

yD(m,n2),

n2−N−S∑
l=0

ĥl(m,n2)·d(m,n2−N−S−l),

(N+S≤n2≤N+2S−2)
(10)

where yF (m,n2) is the received time domain signal af-
ter removing the ISI from the actual received DFTS-
OFDM signal yD(m,n2) in (7). When the transmit-
ted time domain data signal x(m,n1) given in (3) is
assumed as the unknown parameters, the expected
time domain received data signal ŷE(m,n2) without
the ISI which corresponds to (10) can be given by,

ŷE(m,n2) =



n2−S∑
l=0

ĥl(m,n2)·x̂(m,n2−S−l),

(S≤n2 ≤ 2S − 2)
S−1∑
l=0

ĥl(m,n2)·x̂(m,n2−S−l),

(2S − 1 ≤ n2≤N+S−1)
S−1∑

l=n2−N−S+1

ĥl(m,n2)·x̂(m,n2−S−l),

(N+S≤n2≤N+2S−2)
(11)

The unknown parameter of time domain data signal
x̂(m,n1) can be estimated by solving the following
maximum likelihood (ML) equation under the con-
straint with minimizing the difference between the
actual received data signal yF (m,n2) in (10) and the
expected received data signal ŷE(m,n2) in (11) which
can be expressed by,

Υ =argmin
x̂(m,s)

[
N+2S−2∑
n2=S

|yF (m,n2)− ŷE(m,n2)|2
]

, 0 ≤ n2 ≤ N + 2S − 2

(12)

The ML equation in (12) can be solved by taking
the partial differentiation for unknown parameters of
x̂∗(m,n3) which can be expressed by,
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∂Υ

∂x̂∗(m,n3)
=

∂

(
N+2S−2∑
n2=n3

|yF (m,n2)−ŷE(m,n2)|2
)

∂x̂∗(m,n3)
=0

, 0 ≤ N3 ≤ N − 1

(13)

where (·)∗ represents the conjugate complex. By
using (13), the ML equation (12) can be expressed
by the following simultaneous equations with N un-
known parameters of x̂(m,n1).

[b(m,n3)]N×1 = [Am(n3, n1)]N×N · [x̂(m,n1)]N×1

(14)

where b(m,n3) and Am(n3, n1) can be expressed by,

b(m,n3)=

N+2S−2∑
n2=S

yF (m,n2)
∂ŷ∗E(m,n2)

∂x̂∗(m,n3)

=
[
ĥH
l (m,n3)

]
︸ ︷︷ ︸
N×(N+S−1)

· [yF (m,n1)]︸ ︷︷ ︸
(N+S−1)×1

, 0≤n3≤N−1

(15)

Am(n3, n1)=
N+2S−2∑
n2=S

ŷE(m,n2)
∂ŷ∗E(m,n2)

∂x̂∗(m,n3)

=
[
ĥH
l (m,n3)

]
︸ ︷︷ ︸
N×(N+S−1)

·
[
ĥl(m,n1)

]
︸ ︷︷ ︸
(N+S−1)×1

, 0≤n1≤N−1

(16)

where (·)H represents the Hermitian transpose oper-
ation and the following relationships are used in the
derivation of (15) and (16).

n3 = n2 − S − l in ∂ŷ∗E(m,n2)/∂x̂
∗(m,n3) (17)

n1 = n2 − S − l in ŷ∗E(m,n2) (18)

Here the CIR matrix [ĥl(m,n1)] in (16) is given by,

[ĥl(m,n1)]

=



ĥ0(m,S) 0 ··· 0

ĥ1(m,S+1) ĥ0(m,S+1)
. . .

...
... ĥ1(m,S+2)

. . . 0

ĥS−1(m,2S−1)
...

. . . ĥ0(m,N+S−1)

0 ĥS−1(m,2S−1)
... ĥ1(m,N+S)

...
. . .

. . .
...

0 ··· 0 ĥS−1(m,N+2S−2)


(19)

From (19), the order of complexity required in the
construction of CIR transfer matrix Am(n3, n1) in
(16) which is obtained by the multiplication of

ĥl(m,n1) and ĥH
l (m,n1), can be given by O(S2 ·N).

The proposed TDE method of using the CIR trans-
fer matrix can achieve lower complexity than that for
the conventional FDE method [10] which employs the
full elements of CFR transfer matrix with the com-
plexity of O(N2 · log2 N). The CIR transfer matrix
[Am(n3, n1)] in (16) which is obtained after the par-
tial differentiation can be represented by,

Ai,j=



A0,0 A0,1 ··· A0,S−1 0 ··· 0

AH
0,1 A1,01

. . .
. . .

...
...

. . .
. . . 0

AH
0,S−1

. . . AN−S,N−1

0
. . .

. . .
...

...
. . .

. . . AN−2,N−2 AN−2,N−1

0 ··· 0 AH
N−S,N−1 ··· AH

N−2,N−1 AN−1,N−1


(20)

In (20), Am(i, j) in (16) is represented by Ai,j and
the index of m-th symbol is omitted for brevity. From
(20), it can be seen that the matrix is the banded ma-
trix with the upper and lower bandwidth (S-1) whose
non-zero entries are confined to a diagonal bands.
Also the lower band matrix with the index of (j, i)
below the diagonal terms is the Hermitian transpose
of upper band matrix with the index of (i, j). From
these facts, the CIR transfer matrix [Am(n3, n1)] in
(16) is the symmetric banded matrix with the block
size of (N ×N). This paper employs the good prop-
erty of symmetric banded matrix in the proposed it-
erative based TDE method for further reduction of
computation complexity.

From (14), the unknown parameters x̂(m,n1) can
be simply solved by using the inverse matrix of
[Am(n3, n1)] which is given by,
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[x̂(m,n1)]N×1 = [Am(n3, n1)]
−1
N×N · [b(m,n3)]N×1

(21)

where [·]−1 represents the inverse matrix. In the de-
modulation of time domain data information for the
DFTS-OFDM signal, the estimated x̂(m,n1) in (21)

is converted to the frequency domain signal X̂(m, k)
as given in (2) by N-points FFT. After subcarrier

demapping to X̂(m, k), M data subcarriers X̂D(m, k)
as given in (2) can be obtained in the frequency

domain. Then X̂D(m, k) is converted to the time
domain data x̂D(m,n) by M-points IDFT as given
in (1). The time domain information data can be
obtained after demodulation and FEC decoding for
x̂D(m,n) which are all the opposite processing at the
transmitter side as shown in Fig. 3.

In (21), the order of computation complexity for
the calculation of inverse matrix with size of N×N is
O(N3) which is required at every data symbol demod-
ulation. To reduce the computation complexity in
solving the simultaneous equations for the proposed
TDE method, the next section proposes an iterative
based TDE method which employs the precondition
conjugate gradient squared (PCGS) algorithm for the
symmetric banded CIR transfer matrix as given in
(20).

3.4 Proposed Iterative based TDE Method

The conjugate gradient squared (CGS) algorithm
[13] is well known as one of the iterative methods
which can solve the linear simultaneous equations for
N unknown parameters with much smaller computa-
tion complexity as compared with that of using the
inverse matrix calculation. Let consider the simul-
taneous equations Ax̂ = b, where A corresponds to
Am(n3, n1) in (14) and its matrix is the symmetric
banded matrix with the size of N × N . The exact
CGS solution can be obtained after at most N steps.
Hence, stopping the iteration after Niter(< N) steps
would yield an approximate solution for the problem.
In the equalization of every data symbol, the CGS
algorithm minimizes iteratively the cost function in
a reduced-rank Krylov subspace. When the spectral
condition number of the matrix A is too high, a pre-
conditioned matrix D is employed which is called the
precondition CGS (PCGS) algorithm. The PCGS al-
gorithm solves the simultaneous equations by,

D−1Ax̂ = D−1b (22)

where the inversion of matrix D should be a compu-
tationally efficient operation. In the rest of our anal-
ysis, assuming the simplicity that the matrix D(m)
is constructed by the diagonal of matrix Am(n3, n1)
and the initial solution of x̂(m,n1) can be given by,

[x̂(m,n1)]
(0)
N×1 = [D(m)]−1

N×N · [b(m,n3)]N×1 (23)

In PCGS algorithm [13], the residual vector r(i) can
be regarded as the product of r(0) and an i-th degree
polynomial in matrix A which is expressed by,

r(i) = Pi(A)r(0) (24)

where Pi(A) is the polynomial of A at the i-th de-
gree and r(0) is obtained from the initial solution
given in (23) as r(0) = b−Ax̂(0). The iteration co-
efficients can be recovered from the i-th vectors r(i)

and it turns out to be easy to find the corresponding
approximations for [x̂(m,n1)]. From (24), the mul-
tiplication of Pi(A)r(0) is required at every symbol.
Since the CIR transfer matrix A given in (20) is the
symmetric banded matrix, the order of complexity
for this multiplication requires only O(2S ·N) which
is lower than the conventional iterative based FDE
method of using the full elements of CFR transfer
matrix [10] which requires the order of complexity
O(N2 · log2 N).

The repetition of PCGS algorithm is stopped when
the following normalized mean square error (NMSE)
between the (i−1)-th and i-th solutions of [x̂(m,n1)]
is smaller than the predetermined threshold level
(TOL) [10].

NMSE =

N−1∑
n1=0

∣∣∣[x̂(m,n1)]
(i) − [x̂(m,n1)]

(i+1)
∣∣∣2

N−1∑
n1=0

∣∣∣[x̂(m,n1)]
(i)
∣∣∣2

(25)
In the proposed iterative based TDE with the

PCGS algorithm, the following procedures are re-
peated up to either the value of NMSE in (25) be-
comes less than the predetermined threshold level
(TOL) or the number of iterations reaches to the pre-
determined maximum number (Nmax).
Step 1: The maximum iteration number is set to

Nmax (Nmax = 5), the threshold level
is set to TOL and the initial solution of
[x̂(m,n1)]

(0) is given by (23).
Step 2: Calculate the i − th solution of [x̂(m,n1)]

(i)

by the PCGS algorithm and calculate the
NMSE by (25).

Step 3: Compare the NMSE obtained at the i− th
iteration with the predetermined threshold
level of TOL. If the NMSE is less than
TOL, the [x̂(m,n1)]

(i) is output as the es-
timated data information. If not, repeat
the same procedures. If the number of
iterations reaches to predetermined Nmax,
[x̂(m,n1)]

(Nmax) is output as the estimated
data information.
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The order of computation complexity for the pro-
posed PCGS algorithm can be evaluated by O(2S ·
N · NAver) which is lower complexity than that for
O(N2 · NAver) when the PCGS algorithm is applied
to the conventional FDE method [10] with the full
elements of transfer CFR matrix. The order of com-
plexity ratio between TDE with the inverse matrix
calculation O(N3) and proposed TDE with the iter-
ative method is evaluated by the following equation.

Rc =
2S ·N ·NAver

N3
=

2S · (NAver)

N2
(26)

where NAver is the average number of required itera-
tions which satisfies the predetermined threshold level
of TOL. The average number of required iterations
which may depend on the predetermined threshold
level TOL, mobile environments and operating car-
rier to noise power ratio (C/N), which are evaluated
by computer simulations in the next section.

4. PERFORMANCE EVALUATIONS

In this section, various computer simulations are
conducted to evaluate the performance of proposed
iterative based TDE method as comparing with the
conventional One-Tap MMSE-FDE method in highly
time-varying fading channels. The simulation pa-
rameters to be used in the following evaluations are
listed in Table 1. The total numbers of subcarriers
(FFT/IFFT points) is N=128, the numbers of data
subcarriers (DFT/IDFT points) is M=96, and the
numbers of null subcarriers both ends of data sub-
carriers (zero padding) is N −M = 32. The com-
munications channel is modelled by the Rician multi-
path fading channel which is usually experienced by
the user on the higher speed vehicles or trains [7].
In the following evaluations, the normalized Doppler
frequency RD = fdmax/∆f (%) is employed as the
measure of mobile conditions where fdmax is the max-
imum Doppler frequency and ∆f is the subcarrier
spacing of DFTS-OFDM signal.

The estimation accuracy for the time domain CIR
at every sampling time is evaluated by the normalized
mean square error (NMSE) which can be expressed
by,

ΨNMSE=

L−1∑
l=0

Ns−1∑
m=0

N+2S−1∑
n2=0

∣∣∣ĥl(m,m2)− hl(m,m2)
∣∣∣2

L−1∑
l=0

Ns−1∑
m=0

N+2S−1∑
n2=0

|hl(m,n2)|2

(27)
where NS is the number of data symbols per one
DFTS-OFDM frame.

Fig. 4 shows the time domain CIR estimation ac-
curacy at every sampling time which is evaluated by
the normalized mean square error (NMSE) given in
(27) for the proposed CIR estimation method of using

Table 1: Simulation parameters.

Parameters Values
No. of FFT/IFFT points (N) 128
No. of DFT/IDFT points (M) 96
No. od data subcarriers (M) 96
No. of zero padding (N −M) 32
Length of GI for One-Tap MMSE-FDE 16
Length of training sequence (S) 16
Modulation for training sequence (TS) 16QAM
Modulation for data information 16QAM
No. of symbols per one frame (NS) 33
Allocated frequency bandwidth 1MHz
Radio frequency 5.9GHz

Forward Error Correction (FEC) Codec [14]
Encoding Convolution
FEC rate 1/2
Constraint length 7

Decoding
Viterbi with hard

decision

Interleaver
Matrix size with

one frame
Rician multipath fading channel model

Rice factor (K) 6dB
Delay profile for Rayleigh fading Exponential
Decay constant -1dB
No. of delay paths(L) 14
No. of scattered rays per one delay path 20

the time domain TS when changing the normalized
Doppler frequency RD and operation C/N. From the
figure, it can be observed that the proposed CIR es-
timation method of using the time domain TS signal
can keep higher estimation accuracy even at lower
operation C/N when RD is up to 20% which corre-
sponds to the vehicle speed at 381km/hr.

Fig. 5 shows BER performances for the proposed
TDE method of using the direct inverse matrix cal-
culation and the proposed iterative method with the
PCGS algorithm when changing the threshold level
(TOL) of NMSE at the normalized Doppler fre-
quency RD=15% which correspond to the vehicle
speed at 286 km/hrs. Here it should be noted that
all the BER performances in Fig. 5 are evaluated
by performing 5 iterations with regardless of TOL.
From Fig. 5, it can be seen that the BER perfor-
mance of proposed iterative method can achieve al-
most the same performance as that for the direct in-
verse matrix calculation when the TOL is smaller
than 2 × 10−2. From the figure, it can also be ob-
served that the proposed iterative method can achieve
almost the same BER performance as that for the
direct inverse matrix calculation after performing 5
iterations even at TOL = 10−3 which would re-
quire more iterations to satisfy the TOL = 10−3

than TOL = 2 × 10−2. From the above results,
this paper employs Nmax = 5 and the threshold level
TOL = 2× 10−2 in the following evaluations.

Fig. 6 shows the average number of iterations
NAver when Nmax and TOL are fixed by 5 and
2× 10−2 based on the results in Fig. 5 and changing
the normalized Doppler frequency (RD). From the
figure, it can be observed that the average number of
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Fig.4: CIR estimation accuracy when changing RD

and operation C/N.
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Fig.5: BER performance for proposed iterative
based TDE method when changing TOL and C/N at
RD=15%.

iterations NAver becomes larger as increasing the nor-
malized Doppler frequency RD and as decreasing the
operation C/N. From Fig. 6, it can also be observed
that the average number of iterations NAver to satisfy
TOL = 2× 10−2 is always less than 3.5 even at lower
C/N and higher RD=15%. From Figs. 5 and 6, it can
be concluded that the proposed iterative method can
achieve almost the same BER performance as that
for the inverse matrix calculation with keeping lower
NAver than Nmax=5 which enables the reduction of
computation complexity.

Table 2 shows the order of complexity ratio RC

defined in (26). The orders of computation complexi-
ties for the proposed iterative based TDE method and
the inverse matrix calculation method can be evalu-
ated by O(2S · N · NAver) and O(N3), respectively.
From these facts, the orders of complexities for both

methods are highly depending on the size of param-
eters N. From the table, it can be observed that the
average number of iterations for the proposed iter-
ative method is decreasing as increasing the opera-
tion C/N. This is the reason that the larger number
of iterations is required to satisfy the predetermined
small TOL at lower C/N. However, the average num-
ber of iterations NAver is always less than 3.5 for
all operation C/N and RD. From these results in
table 2, it can be concluded that the proposed itera-
tive based TDE method can reduce the computation
complexity by about 150 times as compared with the
inverse matrix calculation method. Here it should be
noted that the proposed iterative based TDE method
can achieve much lower computation complexity es-
pecially when employing larger N .
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Fig.6: Average number of required iterations for
proposed iterative based TDE method when changing
RD and C/N at TOL= 0.02.

Table 2: Ratio of computation complexity for pro-
posed iterative based TDE method.

C/N

Proposed iterative based TDE method
(N = 128, S = 16, TOL = 0.02)

RD(= fdmax/∆f) = 5% RD(= fdmax/∆f) = 15%

NAver
Complexity

NAver
Complexity

ratio RC in (26) ratio RC in (26)
14dB 3.34 0.0065 3.39 0.0066
17dB 3.13 0.0061 3.19 0.0062
20dB 3.04 0.0059 3.11 0.0061

Fig. 7 shows the BER performances when
changing the normalized Doppler frequency RD at
C/N=20dB for the conventional One-Tap MMSE-
FDE and the proposed TDE with both the inverse
matrix calculation and proposed iterative methods.
From the figure, it can be observed that the pro-
posed iterative based TDE method shows much bet-
ter BER performance than the conventional One-Tap
MMSE-FDE method especially when the normalized
Doppler frequency RD is higher. The proposed itera-
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tive based TDE method shows almost the same BER
performance as that for the inverse matrix calcula-
tion method with much lower complexity even when
the normalized Doppler frequency RD is up to 15%.

Fig. 8 shows the BER performances when chang-
ing C/N at RD=15% for the conventional One-Tap
MMSE-FDE method, proposed TDE with both the
iterative method and direct inverse matrix method.
From the figure, it can be observed that the pro-
posed TDE with the iterative method can achieve
much better BER performance than the conventional
One-Tap MMSE-FDE method and achieve almost the
same BER performance as the proposed TDE with
the inverse matrix calculation method. From the re-
sults in Table 2 and Fig. 8, it can be concluded that
the proposed TDE with the iterative method can re-
duce the computation complexity by 150 times with
keeping the same BER performance as that for the
inverse matrix calculation method.
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Fig.7: BER performance for proposed iterative
based TDE method when changing RD at C/N=20dB.
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Fig.8: BER performance for proposed iterative
based TDE method when changing C/N at RD =15%.

From Figs. 7 and 8, it can be seen that the BER
performances of proposed method are not exactly
equal to the performance of conventional inverse ma-
trix calculation. This is the reason that the proposed
iterative method is one of approximation methods for
the calculation of inverse matrix which can reduce
the computation complexity with keeping almost the
same BER performance as that for the inverse matrix
calculation.

5. CONCLUSIONS

This paper proposed the low-complexity iterative
based TDE method with the time domain CIR es-
timation method for the TS inserted DFTS-OFDM
signal under highly mobile environments. The pro-
posed method employs the partial differentiation in
solving the ML equation so as to be the symmetric
banded CIR transfer matrix which allows the employ-
ment of iterative method for solving the simultaneous
equations iteratively with much lower computation
complexity than that for the inverse matrix calcula-
tion. From the computer simulation results, it can
be concluded that the proposed iterative based TDE
method can achieve much better BER performance
than the conventional One-Tap MMSE-FDE method
under highly mobile environments. It can be also
concluded that the proposed TDE with the iterative
method can achieve much lower computation com-
plexity than that for the inverse matrix calculation
method with keeping almost the same BER perfor-
mance.
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Quantification of Valve Stiction using Particle
Swarm Optimisation with Linear Decrease

Inertia Weight

Pongsurachat Aksornsri1 and Sarawan Wongsa2 , Non-members

ABSTRACT

Valve stiction is one of the most common problems
on industrial process control loops. The detection
and quantification of valve stiction in control loops
is therefore important to ensure the high quality of
the products and maintain the reliable performance
of control loops. This paper presents an algorithm
for quantifying valve stiction in control loop based
on linear decrease inertia weight particle swarm op-
timisation to obtain more accurate estimates of stic-
tion parameters. The amount of stiction present in
the valve is estimated by identifying parameters of
Kano model which is a two-parameter data-driven
stiction modelling based on the parallelogram of MV-
PV phase plot. Simulation results have demonstrated
the efficacy of this algorithm in valve stiction quan-
tification and also its robustness to oscillations due
to inappropriate controller tuning and external dis-
turbances. Results are confirmed by application to
real process industrial data.

Keywords: Valve Stiction Quantification, Particle
Swarm Optimisation, Linear Decrease Inertia Weight,
Kano Model

1. INTRODUCTION

Valve stiction problem has been known to be one
of the main causes of performance deterioration in
control loops. Stiction induces oscillations in pro-
cess variables and cannot be eliminated by controller
detuning. Therefore, detecting and quantifying this
valve problem is essential to identify the sticky valves
so that they can be isolated and repaired before de-
grading the performance of the control loop and af-
fecting the product quality [1, 2].

In the literature, there are a significant number of
methodologies to detect and quantify the valve stic-
tion [3], including the nonlinear analysis [1], model-
based methods [4], and the shape analysis [5, 6]. The
methods belonging to the nonlinear analysis utilises
the fact that the presence of stiction in a control valve
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introduces nonlinearity in the control loop and often
produces non-Gaussian time series. Therefore, the
very first step of detecting valve stiction is to analyse
whether there is nonlinearity and non-Gaussian data
in the control loop. The most-used techniques for
detection of valve or process nonlinearity are higher-
order statistical methods. In Choudhury et al. [7],
a non-Gaussianity index (NGI) and a nonliearity in-
dex (NLI) have been defined using the bicoherence of
the signal to quantify the size of the non-Gaussianity
and nonlinearity in control loops. However, in order
to detecting valve stiction the nonlinearity detection
technique has to be combined with other methods,
typically with ellipse fitting [1].

The shape-based methods have been shown to be
reliable for different types of control loops includ-
ing flow control and level control loops [5, 6]. The
shape-based methods use only routine operation data
for detecting stiction. The shape is considered from
the relationship between controller output (OP) and
manipulated variable (MV) in the two-dimensional
space. In practice, flow rate is used as MV instead of
the valve position if MV is not available. When stic-
tion occurs, it produces a special shape in the phase
plot of OP and MV. Based on the obtained shape, a
pre-determined stiction metric is calculated to quan-
tify the valve stiction. In Kano et al. [5], stiction is
detected by detecting a parallelogram shown in Fig.
1. When stiction occurs, MV stays constant while
OP decreases or increases. The degree of stiction can
be evaluated by taking the length where MV stays
constant into account.

Fig.1: Typical MV-OP characteristic of a sticky
valve.
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The main difficulty of using stiction metrics pro-
posed in [5] in practice is that there are several pre-
defined parameters that need to be selected, such as
the thresholds for the difference between the maxi-
mum and the minimum of OP and MV when stiction
occurs. However, there is no systematic way to se-
lect appropriate threshold values presented in their
work. Moreover, the proposed metrics are unscaled.
This makes it hard to gauge how strong the stiction
is after the stiction size is quantified in the form of
these metrics. In order to address this problem, it
might be better to diagnose the valve stiction by di-
rectly identifying the stiction parameters which are
more physically meaningful.

In this work, we propose a stiction quantification
method that incorporates the stiction parameter esti-
mation by particle swarm optimation (PSO) with the
two-parameter data-driven stiction modelling. We
apply the concept of linear decrease inertia weight
in PSO to obtain more accurate estimates. As the
identified parameters are the direct measure of the
amount of valve stiction, they intuitively provide the
interpretation of how strong the stiction is. We show
through simulation how the proposed stiction quan-
tification can be carried out and that the algorithm
is not affected by controller tuning.

2. STICTION MODELLING & QUANTIFI-
CATION

Consider a typical valve-controlled loop in Fig. 2,
where a valve is included between the process and
the controller. The controller compares the process
variable (PV), for example the level, flow rate, and
pressure, to the desired process condition or the set
point (SP) and sends the controller output (OP) sig-
nal to correctively adjust the manipulated variable
(MV) which is the valve travel position in this case
(units of % opening), such that the PV well tracks
the SP.

Fig.2: Typical scheme of feedback valve-controlled
loop. (SP: set point; OP: controller output; MV: ma-
nipulated variable/valve position; PV: process vari-
able.

A normal valve has the linear relationship between
MV and OP. However, in the presence of stiction the
relationship is changed to a nonlinear shape as shown
in Fig. 3. Stiction describes the situation where the
valve’s stem is sticking when small changes are at-
tempted. It occurs when the static friction exceeds
the dynamic friction inside the valve [5]. As a con-
sequence, the valve position cannot be changed un-

Fig.3: Typical input-output behavior of a sticky
valve.

til OP overcomes the static friction. In presence of
stiction, the movement of the position becomes un-
smooth and jumpy.

2.1 Stiction Modelling

In the literature, there are 2 major categories of
stiction modelling: the physically-based modelling
and the data-driven modelling. The physically-based
models attempt to describe the friction phenomenon
that causes the valve stiction by using the balance of
forces and Newton’s second law of motion. Examples
are the model equations that describe the sticking or
sliding body [8] and dynamic friction model proposed
in [9]. For more details, see [2] and references therein.
A detailed physically-based stiction model has a ma-
jor problem to be applied in a real plant because it
requires the knowledge of several critical parameters
that are difficult to estimate.

Instead of relying on the first principles to model
the stiction, data-driven stiction models use exten-
sive collection of data to establish the detection and
quantification of the valve stiction. The data-driven
modelling requires only a few parameters to identify
and has become more favorable in the literature in the
recent years. Some of the data-driven models need
only one parameter to be identify, such as the stic-
tion model proposed by Stenman [4]. The problem
with the one-parameter data-driven model however is
that it cannot capture some input-output behaviours,
such as the phase plot, of the real sticky valve during
the fast stoke test [1].

The two parameter data-driven model has been
proposed to more accurately capture the dynamics of
the valve stiction. The Choudhury model [10] and
the Kano model [5] require two parameters: the J
and S parameters which represent the size of the stem
slip and the combination of the stickband and dead-
band, respectively, while the He model [6] describes
the valve stiction through the parameters fS (static
friction band) and fD (kinetic friction band).

Garcia [11] has performed tests according to ISA
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standards on several different valve stiction models,
including the Choudhury, the Kano, and the He mod-
els, under different input signals and with valve with
different friction coefficients. He demonstrated that
among these three models, the Kano model was the
only model that could represent the expected stick-
slip phenomenon of the sticky valve. The Kano model
also has other advantages, including its ability to cope
with both the stochastic and deterministic inputs and
to change the degree of stiction according to the di-
rection of the valve movement [5]. Therefore in this
work, the Kano model is used to describe and simu-
late the stiction nonlinearity.

The Kano model describes the valve stiction us-
ing the parallelogram of the MV-OP plot, shown in
Fig. 3. The deadband and stickband represent the
behaviour of the valve when it is not moving through
the controller output keeps changing. The magnitude
of the deadband and stickband is estimated as the S
parameter. The slip jump J presents the abrupt re-
lease due to the conversion of potential energy stored
in the actuator to kinetic energy.

The magnitudes of S and J determine the charac-
teristics of oscillation caused by valve stiction. The
deadband provokes oscillations and reduces perfor-
mance of the control loops. The magnitudes of J are
also crucial to determine the amplitudes and frequen-
cies of limit cycles [1]. Stiction is measured in percent
of the controller output necessary to move the valve
stem. Generally, 1% of stiction is considered enough
to cause performance problems [3].

The algorithm of Kano model can be presented in a
flowchart shown in Fig. 4 [5]. The input u and output
y of this model are the OP and MV, respectively. The
variable stp = {0, 1} represents the moving (stp = 1)
or resting states (stp = 0) of the stem, us represents
the controller output at the moment the valve state
changes from moving to resting, and d = ±1 indicates
the direction of frictional force. When the valve stops
or changes its direction while its state is moving, us
is updated and changes its state to the resting state.
Then, in the resting state the valve will change its
state to moving if i) the valve changes its direction
and overcomes the maximum static friction and/or
ii) the valve moves in the similar direction and over-
comes friction. After the valve changes its state to
moving, the valve position is updated via the follow-
ing equation:

y(t) = u(t)− d(S − J)

2
(1)

2.2 Stiction Detection Method based on Par-
allelogram

The stiction detection algorithm, proposed by
Kano et al. [5], uses the parallelogram in Fig. 1
to consider the sections where the valve does not
change even though the controller output changes.

Fig.4: Flowchart for the Kano model [5].

The longer such sections are, the stronger the stic-
tion is. The possibility of stiction is estimated as a
ratio between the total length of intervals when stic-
tion occurs to total length of all intervals. The stic-
tion size is quantified by calculating the mean of the
difference between the maximum and the minimum
of the controller output (defined as ũ) when stiction
occurs.

Even though this algorithm has been illustrated
its success in stiction detection and quantification via
both simulation studies and real chemical processes,
the main problems are that there is no information on
how to optimally tune several parameters, including
the thresholds ε, εu and εy, and the resulting indica-
tor σ, which quantifies the degree of stiction, has no
direct connection to the parallelogram. Therefore, it
is hard to gauge how strong the stiction is once the
parameter σ is obtained.

To solve these limitations we propose a particle
swarm optimation-based technique to directly esti-
mate the stiction parameters J and S which have a
more direct interpretation to the valve stiction.
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3. PROPOSED METHOD

Particle swarm optimisation (PSO) is a stochastic
population-based optimisation method, motivated by
social interaction behaviour of bird flocking. The ad-
vantages of PSO are its requirements of a few param-
eters to adjust and easiness in implementation. More-
over, it does not require linearity in the parameters
that makes it suitable to the identification nonlinear-
ities properties [12].

In the basic PSO algorithm, m particles are placed
in the n-dimensional search space. The current posi-
tion of each particle represents the potential solution
of the problem evaluated by a pre-defined fitness func-
tion. In every iteration, each particle determines its
movement according to the history of its own current
and best locations, and the best location obtained
so far by any particle in the population (global best
PSO). The equations for updating velocity and posi-
tion of each particle are:

vid = vid + c1r1(pid − xid) + c2r2(pgd − xid) (2)

xid = xid + vid (3)

where
d = 1, 2, . . . , n represents the dimension.
i = 1, 2, . . . ,m represents the particle index, where

m is the size of the swarm.
g is the index of the best particle in the swarm.

c1 and c2 are constants, called cognitive and social
scaling parameters, respectively.

r1 and r2 are random numbers drawn from a uni-
form distribution from 0 to 1.

xi=(xi1, xi2, . . . , xin)
T represents the position vec-

tor of the i particle.
vi=(vi1, vi2, . . . , vin)

T represents the velocity vec-
tor of the i particle.

pi=(pi1, pi2, . . . , pin)
T represents the best previous

position of the i particle.

The concept of the inertia weight was introduced
in 1998 by Shi and Eberhart [16] and the proposed
velocity update equation is:

vid = wvid + c1r1(pid − xid) + c2r2(pgd − xid) (4)

where w is the inertia weight.
The inertia weight is added to balance global explo-
ration and local exploitation of the searching process.
A large w facilitates a global search while a small one
facilitates a local search. There have been a num-
ber of strategies proposed for adjusting the value of
the inertia weight during a course of run, such as
adaptive inertia weight strategy [13], chaotic inertia
weight [14], and linearly decreasing strategy [15, 16].
According to the results of the comparative study of

15 different inertia weight strategies over five optimi-
sation problems presented in [17], the linear decreas-
ing inertia weight produced the best performance in
terms of the minimum error in comparison to other
methods.

In the linear decreasing inertia weight, the value of
w is linearly decreased from an initial value (wmax) to
a final value (wmin) according to the following equa-
tion:

w(iter) =
itermax − iter

itermax
(wmax−wmin)+wmin (5)

where iter is the current iteration of the algorithm
and itermax is the maximum number of iterations al-
lowed.

In this work, we use the PSO with the linear de-
creasing inertia weight to estimate the stiction pa-
rameters, J and S, of the control valve. The proposed
framework is illustrated in Fig. 5.

Fig.5: PSO based parameter estimation procedure.

The algorithms in Fig. 5 is summarised as follows:
i) Set up all PSO parameters and initialise the in-

ertia weight to wmax.
ii) Initialise a population array of m particles with

random positions and velocities on two dimensions,
representing the parameters J and S of the stiction,
in the search space.

iii) The fitness function for each particle in the
initial population is evaluated. We select the mean
squared error (MSE) as the fitness function for de-
termining how well the estimates fit the system. The
MSEi of estimation for particle i is defined as

MSEi =
eTi ei
N

(6)

where ei ∈ RN = yi − ŷi is error vector of the
i particle, ŷi ∈ RN = {ŷi(1), ŷi(2), . . . , ŷi(N)} is the
vector of estimated valve positions obtained from the
Kano model, yi ∈ RN = {yi(1), yi(2), . . . , yi(N)} and
is the vector of measured valve positions, and N is the
number of input-output datapoints used in the iden-
tification. pid is set to each initial searching point.
The initial best evaluated value among pid values is
set to pg.

iv) Update the velocity and position of each parti-
cle using (4) and (3).

v) Search with new position and the fitness func-
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tions are calculated. If the fitness function of each
particle is better than the previous pid ,the value is
set to pid. If the best pid is better than pgd, the value
is set to pgd. All pgd are stored as the current esti-
mates of J and S.

vi) Update the inertia weight according to (5).

vii) Repeat from step iv) until the maximum num-
ber of iteration is exceeded.

4. SIMULATION EXAMPLES

The following experiments demonstrate the opti-
mal configuration of the proposed stiction quantifica-
tion method and its performance. The flow control
system proposed in [5] is used to represent the indus-
trial control loop. Fig. 6 shows the block diagram of
the system.

Fig.6: Block diagram of the flow control system.

The process transfer function of flow G(s) is given
by

G(s) =
1

0.2s+ 1
(7)

The controller C(s) is the proportional-integral
(PI) controller which is implemented in the follow-
ing form:

C(s) = Kp

(
1 +

1

τis

)
(8)

The proportional gain (Kp) and reset time (τi) are
set to 0.5 and 0.3 min, respectively. The sampling
interval for flow control is 0.5 min.

Table 1: Stiction Parameters used to Evaluate the
Proposed Method.

Case J(%) S(%)
No stiction 0 0

Weak stiction 0.3 1
Strong stiction 1 5

Table 1 summarises all three cases investigated in
this study, including the normal case where there is
no stiction, the weak stiction where J = 0.3% and
S = 1% and the strong stiction where J = 1% and
S = 5%. For each pair of parameter {J, S}, we gen-
erate the input-output datapoints by simulation to
represent the actual data. These data are then used
in our stiction quatification procedure to determine
the estimates of {J, S} in the performance evaluation
process.

It should be noted that generally there is no par-
ticular rule of thumb to strictly pinpoint how much
stiction would represent each state of valve stiction.
In practice, we could consider a valve to be normal
even when it exhibits some behaviour of stiction if
such magnitude of stiction does not greatly deterio-
rate the loop performance. However in order to be
able to simulate three different states of the valve, in
this simulation we selected the magnitudes of J and
S similar to those in [5] to represent the normal, weak
stiction, and strong stiction states. For each stiction
case, a band-limited white noise is forced into the con-
trol loop as the setpoint to simulate the control loop
and 100 sampling points of MV-OP data are used in
our algorithm to quantify the stiction parameters J
and S.

Table 2: Parameters of LDIW-PSO Stiction Esti-
mation.

Parameter Value
Population size 9, 25, 49

Number of iterations 40
Initial and final inertia {0.9, 0.4}

weight
c1 and c2 2

The parameters of the LDIW-PSO (linear decrease
inertia weight-particle swarm optimisation) are listed
in Table 2. The initial and final values of the inertia
weight are set to 0.9 and 0.4, respectively, according
to the suggestion in [16]. The coefficients c1 and c2
are set to the recommended values of 2. Note that
the estimated J and S are constrained to be positive,
meaning that when negative estimates are obtained,
they are set to zero.

In the first experiment, we vary the number of
particles or the population size to 9, 25, and 49 to
investigate the estimation performance and use it as
a guideline to select the appropriate population size
for this problem. For each siction case, 50 trials are
carried out and the average MSE of parameter esti-
mation are calculated. Note that this MSE is differ-
ent from the one we used for calculating the fitness
function of PSO in (6) and the MSE of the stiction
estimation is defined as:

MSEstiction =
1

50

50∑
i=1

(θi − θ̂i)
2 (9)

where θi and θ̂i represent the actual values and
the estimates of the parameters {J, S} at the trial
number i, respectively.

From the results of the average MSEs shown in
Figs. 7 - 9, it can be clearly seen that the population
size of 25 is sufficient for this problem because its
MSE values are greatly reduced when compared with
the MSE of the population size of 9 and by increasing
it to be 49, the performances are not significantly im-
proved, or for the normal case are even degraded. So
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the population size of 25 is used for further analyses.

Fig.7: MSE in each population size for normal case.

Fig.8: MSE in each population size for weak stiction
case. (a) J estimates (b) S estimates.

Fig.9: MSE in each population size for strong stic-
tion case. (a) J estimates (b) S estimates.

In the next experiment, the LDIW-PSO is com-
pared with the conventional PSO which uses the con-
stant inertia weight. Two constant inertia weights, w
= 0.9 and 0.4, corresponding to the initial and final
values of the inertia weight of LDIW-PSO are selected
for conventional PSO and the results are compared
based on the MSE of the stiction estimation in (9).
All PSO variants use the population of 25. Table 3
summarises the results in terms of the MSE from 50
trials. The best result for each test case is shown in
bold. In 5 out of 6 stiction parameter values, LDIW-
PSO performs as the best approach. Even in the case

of S = 5 where the LDIW-PSO does not perform the
best, but its obtained MSE is just slightly smaller
than the best one. So it may be concluded that over-
all the LDIW-PSO outperforms the constant inertia
weight scheme.

Table 3: MSE for Each Stiction Case Versus the
PSO Variants.

Case
MSE

Fixed w=0.4 Fixed w=0.9 LDIW-PSO
J=0 1.99E-01 5.91E-04 1.58E-04
S=0 1.94E-01 5.32E-04 1.54E-04

J=0.3 5.25E-01 1.57E-02 1.37E-04
S=1 1.94E-01 5.32E-04 1.54E-04
J=1 9.84E-04 6.70E-03 8.06E-04
S=5 1.23E-02 1.23E-02 1.31E-02

In the last experiment, we investigate how the
proposed technique performs in detecting oscillation
other than stiction. Sources of oscillation commonly
present in industrial processes include incorrect con-
troller tuning and periodic external disturbances.

Fig.10: Oscillatory control loop simulated with ag-
gressive tuning without stiction for flow control loop.

A very common scenario of inappropriate con-
troller tuning is when an aggressively tuned controller
is applied. In such scenario, the stiction quantifi-
cation algorithm should be able to confirm that the
cause of the oscillation is not valve stiction. We simu-
late this scenario by deliberately apply an aggressive
tuning specification to the flow control loop by set-
ting the integral time to 0.26 min and keeping the
proportional gain to the value used in the previous
simulations. The measurement noise with variance
of 0.01 (SNR around 10) is injected to the measured
flow to simulate corrupted data. This setting causes
the loop to be oscillating as shown in Fig. 10 even
when the valve is free from stiction.

To simulate the loop oscillation due to an exter-
nal disturbance, a sinusoidal signal with amplitude
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of 0.1 and period of 20 min is added to the measured
flow. Even when the stiction is absent, the injected
disturbance causes a regular oscillation to the process
variable as illustrated in Fig. 11.

Fig.11: Oscillatory control loop simulated with ex-
ternal sinusoidal disturbance without stiction for flow
control loop.

To evaluate the robustness of the proposed
methodology, the LDIW-PSO is applied to different
sources of oscillation for the cases of normal valve,
weak stiction, and strong stiction. The values of J
and S for all simulated stiction levels are similar to
the ones that we used in the previous experiments.

The average estimates of the stiction parameters
over 50 runs are summarised in Table 4. It can be
seen that for all oscillation cases, the method suc-
cessfully estimates valve stiction with high accurate
quantification. Moreover, in the case of normal valve
the proposed method is robust to non-stiction oscil-
lations as the obtained values are zero for both J and
S, indicating that it can quantify the stiction size
correctly.

Table 4: Average Estimates and Standard Devia-
tions( in parentheses) of Different Stiction Levels for
Different Sources of Loop Oscillation.

Case
Actual Actual

Est.J Est.S
J S

Normal + aggressive
0 0 0(0) 0(0)

tuning

Weak stiction + aggressive
0.3 1

0.3105 1.0105
tuning (0.0237) (0.0237)

Strong stiction +
1 5

1.0045 5.0045
aggressive tuning (0.0097) (0.0097)

Normal + sinusoidal
0 0 0(0) 0(0)

disturbance

Weak stiction + sinusoidal
0.3 1

0.2998 0.9998
disturbance (0.0042) (0.0042)

Stroing stiction +
1 5

0.9676 4.9675
sinusoidal (0.0470) (0.0470)

Fig. 12 shows the MV-OP plot of the prediction
from the model for normal valve with aggressive tun-
ing as an example. From the figure, we can clearly
observe a linear dependence between the estimated
manipulated variable and the controller output and
there is no sign of any stiction pattern as it should
be.

Fig.12: MV-OP plot from the estimated stiction
model of the normal valve.

5. APPLICATION TO INDUSTRIAL DATA

The objective of this section is to evaluate the per-
formance of the proposed method when applied to
real process industrial valves. A set of data, collected
from five valves and provided by a large-scale petro-
chemical plant in Thailand, were analysed. Valves
EX1 - EX4 in Table 5 were selected from normally-
operated control loops. Bear in mind that the normal
valves considered in this study are not completely free
from stiction. Instead, we accept a valve as normal
as long as it gives a satisfactory control loop perfor-
mance. For example, the plot of MV-OP of valve
EX1 which is considered as normal clearly shows a
non-zero deadband plus side slip. However, as this
valve could still perform its control duty with excel-
lent performance it was regarded as normal valve in
this study.

Table 5: Industrial Control Valves in This Study.

Valve Size Valve Type Control Loop
EX1 1” Globe Tank level
EX2 1.5” Globe Tank level
EX3 4” Globe Gas flow

EX4 10” Butterfly
Level of a distillation

column
EX5 14” Ball Gas flow

Fig.13: MV-OP plot of valve EX1.
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For valve EX5, it was taken from the control loop
which exhibited severe oscillations. We suspected
that the oscillations in this loop were due to the
sticky behaviour of this valve. To confirm the con-
dition of valve EX5, it was completely disassembled
and closely examined during the maintenance period.
Apparently, as seen in Fig. 14, the clear damage on
the surfaces of upper and lower trunnions of the valve
was visually evident. Therefore, it can be confirmed
that the loop oscillations were indeed a result of stic-
tion in valve EX5.

(a) (b)

Fig.14: Damage on the surfaces of (a) upper trun-
nion (b) lower trunnion of the ball valve EX5.

For each loop, the controller output (OP) and the
valve stem travel position (MV) were collected with
the sampling interval of 1 second and scaled between
0 to 100%. To illustrate the ability of the proposed
method to perform the online valve stiction analysis,
we divided the time-series data into sub-windows with
window size of 1 hour, corresponding to 3600 data
points in each window. 96 samples were extracted
from the normal valves (EX1-EX4) and 29 samples
from the sticky valve. 68 samples of normal data and
20 samples of abnormal data were randomly selected
as training data, while the remaining data were used
for testing. The slip jump (J) and deadband plus
slip band (S) of all samples are estimated using the
proposed method. To perform the online stiction de-
tection, the estimated J and S are compared to a
set of predefined thresholds. If any of the estimated
J and S is greater than its threshold, the sample is
classified as faulty and the valve is stuck. Once the
valve is defined as a sticky valve, its stiction level can
readily be classified into weak or strong stictions by
considering the magnitudes of the estimated J and
S. Here, we used two sets of thresholds in order to
indicate the stiction levels of the valve as described
below:

Stiction index(i)=


normal,if Ĵi<J1 & Ŝi<S1

weak stiction,if J1≤Ĵi≤J2 or S1≤Ŝi≤S2

strong stiction,if Ĵi>J2 or Ŝi>S2

(10)

where Stiction index (i) is the verdict of valve stic-
tion for data in window i, Ji and Si are the estimated
J and S of the data in window i, J1 and J2(J2 > J1)
are the thresholds of slip jump for detecting weak and
strong stiction respectively, and S1 and S2(S2 > S1)
are the thresholds of deadband plus slip band for de-
tecting weak and strong stiction respectively.

Obviously, the thresholds influence the robustness
of this stiction detection and classification scheme.
Unfortunately, from the experience of the authors,
there is no single value of threshold that can guaran-
tee to successfully detect stiction of all control loops.
In this work, we obtained the thresholds empirically
from the training dataset. Specifically, J1 and S1

were obtained from the maximum values of the esti-
mated J and S of the normal samples in the training
dataset, while J2 and S2 were obtained from the min-
imum values of the estimated J and S of the severely
sticky valve in this example to represent the lower
limits of strong stiction.

Fig.15: Stiction condition zones and estimated J
and S of the training data.

With {J1, S1} = {0.53, 2.3} and {J2, S2} = {0.8,
2.4}, we could plot the decision boundaries for nor-
mal, weak stiction and strong sticion as shown in Fig.
15 for the training data. To provide a convenient and
quick analysis of valve stiction level, the J − S plot
area is divided as a green-yellow-red condition zone.
The colours green, yellow, and red specify the zones
for normal, weak stiction, and strong stiction. When
plotting the estimates of test dataset on the J − S
chart in Fig. 16, we see that the stiction conditions
of all samples are correctly predicted.

6. CONCLUSIONS

In this paper, a method for quantification of valve
stiction has been proposed. The slip-jump J and the
deadband plus stickband S could be simultaneously
estimated. Stiction parameters were identified ac-
curately through Kano model through MV-OP plot
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Fig.16: Stiction condition zones and estimated J
and S of the test data.

with the use of particle swarm optimisation. The
linear decrease inertia weight was suggested to be
used during the update process of PSO to improve
the identification convergence and accuracy. The ex-
perimental results clearly show the superiority of the
LDIW-PSO over the fixed inertia weight PSO. The
comparisons are made in terms of solution accuracy.
In addition, the robustness of the proposed method to
incorrect controller tuning and external disturbances
was demonstrated. The simulations have shown that
the estimated parameters obtained from this method
can clearly indicate if the oscillation is caused by valve
stiction or other problem. Industrial examples have
demonstrated the implementation of this technique in
an online fashion and confirmed the effectiveness of
the proposed stiction quantification method in prac-
tice.
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Probabilistic Modelling of Variation in
FGMOSFET Devices

Rawid Banchuin1 and Roungsan Chaisricharoen2 , Non-members

ABSTRACT

The analytical probabilistic modelling of random
variation in the drain current of a Floating-Gate
MOSFET (FGMOSFET) induced by manufacturing
process variations has been performed. Both triode
and saturation region operated FGMOSFETs have
been considered. The results have been found to be
very efficient since they can accurately fit the prob-
abilistic distributions of normalized random drain
current variations of the candidate triode and sat-
uration FGMOSFETs obtained using the 0.25µm
level BSIM3v3 based Monte-Carlo SPICE simula-
tions, where the variation of the saturation FGMOS-
FET has been found to be more severe. These results
also satisfy the goodness of fit test at a very high level
of confidence and more accurately than the results of
the previous probabilistic modelling attempts.

Using our results, many statistical parameters,
probabilities and the objective functions, which are
useful in statistical/variability aware analysis and de-
sign involving FGMOSFETs can be formulated. The
impact of drain current variation upon the design
trade-offs can be studied. It has been found that
the occurrence of the drain current variation is ab-
solutely certain. Moreover, the analytical proba-
bilistic modelling and computationally efficient sta-
tistical/variability aware simulation of FGMOSFET
based circuits can also be performed.

Keywords: FGMOSFET, Probabilistic Modelling,
Saturation Region, Statistical/variability Aware
Analysis and Design, Triode Region

1. INTRODUCTION

FGMOSFET devices have been widely utilized in
various analog/digital circuits and systems [1-14]. As
with conventional MOSFETs, the performance of
FGMOSFET based circuits and systems are dete-
riorated by circuit level random variations induced
by variations in manufacturing processes, random
dopant fluctuation, lithographic variation, variation
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in contact resistance and line edge roughness, among
other factors. To handle these difficulties, the design
of many FGMOSFET based circuits and systems has
been done using the concept of statistical/variability
aware design as proposed in numerous studies [4], [15-
21].

The key circuit level parameter of both ordinary
MOSFET and FGMOSFET devices is their drain cur-
rent, ID, because the variations in other parameters
can be conveniently determined using the variation in
ID. Using ∆ID as a basis, analytical modelling of the
∆ID of a single transistor has been done in previous
studies [22-23]. The obtained results are generic as
they are applicable to any circuit and system. Mod-
elling of the variation in any circuit level parameter
can be done for statistical/variability aware analysis
and design. Unfortunately, generic single transistor
based studies have focused on ordinary MOSFET de-
vices. Alternatively, most of the previous studies on
the variability of FGMOSFET devices [24-32] have
been done in a case by case manner focusing only on
corresponding FGMOSFET based circuits. So, these
results are not generic as they are applicable only to
specific circuits. Later, analytical modelling of ∆ID
for a single FGMOSFET device was done [33-34].
However, the resulting model in [33] was expressed
in terms of the variance of ∆ID, which gives no in-
formation other than the magnitude of ∆ID. Other
useful information was not expressed, e.g., the prob-
ability of obtaining either a certain value or interval
of ∆ID and statistical parameters such as the mean
and second moment. The model proposed in [34] is in
terms of a probability density function of the normal-
ized value of ∆ID. This is able to yield much useful
information apart from the variance after applying a
probability density function. However, only a FG-
MOSFET operated in the saturation region has been
considered while the short channel effects have been
overlooked.

Hence, analytical probabilistic modelling of ∆ID
for a single FGMOSFET was performed in this re-
search. The results were generated using a proba-
bility density function of ∆ID/ID. This was chosen
as it is a convenient dimensionless quantity. Unlike
previous work [34], both triode and saturation region
operated FGMOSFET devices were considered and
their short channel effects were taken into account.
Therefore, this work is more complete, detailed and
accurate that earlier studies. Compared to the model
proposed in [33], which deals only with variances, the
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resulting models of this work can give more useful
information as it is in terms of probability density
functions. Many useful statistical parameters and
probabilities have been formulated using our model,
emphasizing this point. The modelling process of
this work has taken variations in the manufacturing
process into account regarding a single FGMOSFET.
Therefore, the resulting models are generic and can
be extensively applied to any FGMOSFET associated
circuit or system. These models are also very accu-
rate. They can fit the probabilistic distributions of
∆ID/ID for the candidate triode and saturation FG-
MOSFETs of both N-type and P type devices ob-
tained using Monte-Carlo SPICE simulations based
on BSIM3v3 at a 0.25µm level with high accuracy.
In these cases, it was found that the saturation vari-
ation of a FGMOSFET is more severe than that of
a triode device. They also satisfy the goodness of fit
test at a 99% confidence level. As the formerly over-
looked short channel effects have been now taken into
account, our probabilistic model for a saturation FG-
MOSFET is even more accurate than that proposed
in [34].

With the statistical parameters and probabilities
obtained by using our modelling results, the impact
of ∆ID upon the design trade-offs associated with
FGMOSFET devices can be studied and objective
functions that support statistical/variability aware
analysis and design can be formulated. It has also
been mathematically shown that the occurrence of
∆ID is absolutely certain, which emphasizes the ne-
cessity of our work. Moreover, analytical probabilis-
tic modelling and computationally efficient statisti-
cal/variability aware numerical analysis of FGMOS-
FET based circuits can be performed. In the sub-
sequent section, an overview of FGMOSFET devices
will be briefly given.

2. PROBLEM OF CONVENTIONAL ONE-
TAP MMSE-FDE FOR DFTS-OFDM SIG-
NAL

FGMOSFET is a special type of MOSFET de-
vice with an additional gate that is completely iso-
lated within the oxide, namely a floating gate [11],
[34]. A cross sectional view, symbol and equivalent
circuit model of an N-type FGMOSFET with N in-
puts is depicted in Figs. 1-3 [11], [34]. If we let
{i} = {1, 2, 3, . . . , N}, it can be seen that Ci denotes
the capacitance between any ith input and the float-
ing gate. Moreover, the capacitive coupling ratio of
any ith input (ki) [2], [11], [34], can be defined as:

ki =
Ci

N∑
i=1

Ci

(1)

Since ID of the FGMOSFET in any region can be
obtained by simply replacing the gate to source volt-

Fig.1: A cross sectional view of an N-type N inputs
FGMOSFET [11], [34].

Fig.2: A symbol of an N-type N inputs FGMOSFET
[34].

Fig.3: An equivalent circuit model of an N-type N
inputs FGMOSFET [34].

age term in the drain current equation of an ordinary
MOSFET device in that region with a floating gate
to source voltage, VFGS can be given by:

VFGS =

N∑
i=1

kiVi − VS (2)

where Vi and VS denote the voltage at any ith

input of the FGMOSFET and the source terminal
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voltage respectively. ID of the triode and saturation
region operated FGMOSFET with short channel ef-
fects taken into account can be respectively given as
follows:

ID =µCox
W

L
[1− θ(

N∑
i=1

kiVi − VS − Vt)]

× [(
N∑
i=1

kiVi − VS − Vt)VDS −
1

2
V 2
DS ]

(3)

ID =
µ

2
Cox

W

L
[1− θ(

N∑
i=1

kiVi − VS − Vt)]

× (

N∑
i=1

kiVi − VS − Vt)
2(1 + λVDS)

(4)

where µ, λ, θ, Cox, Vt,W and L represent the mo-
bility of the carriers, channel length modulation co-
efficient, mobility degradation coefficient, gate oxide
capacitance per unit area, threshold voltage, channel
width and channel length, respectively. It is notable
that the linearly approximated mobility degradation
model [33] was used in the formulation of equations
(3) and (4) for simplicity. In the subsequent section,
our proposed analytical probabilistic modelling will
be given.

3. THE ANALYTICAL PROBABILISTIC
MODELING

Firstly, ∆ID/ID must be defined. By taking the
manufacturing process variations into account, ran-
dom fluctuations in device level parameters, e.g.,
µ, Vt,W and L, among others, exist and cause fluc-
tuation in the drain current. Thus ∆ID/ID can be
defined for any region of operation as:

∆ID
ID

∆
=

ID − ID,ideal

ID,ideal
(5)

where ID,ideal denotes the ideal drain current in
which the physical level nonidealities have been ne-
glected. In the following subsection, the analytical
probabilistic modelling of a triode region FGMOS-
FET is presented.

3.1 The modelling of triode region operated
FGMOSFET

It should be noted here that intrinsic manufactur-
ing process variations are emphasized as they are di-
rectly caused by the physical limits of the device [35].
These are intrinsic to the basic technology [36]. More-
over, the key intrinsic manufacturing process varia-
tions are random dopant fluctuation and line edge
roughness [36]. These induce threshold voltage varia-
tions [35], [36]. As a result, such device level random

variations assume a Gaussian distribution and have
been found to be dominant. Thus ∆ID/ID of the
FGMOSFET in the triode region can be analytically
given using equations (3), (5) and the physical level
parameters used by [37] are as follows:

∆ID
ID

={θ[1− θ(

N∑
i=1

kiVi − VS − Vt)]
−1 − VDS [(

N∑
i=1

kiVi − VS − Vt)VDS −
1

2
V 2
DS ]

−1}

× (Vt − qNsubWdepC
−1
inv − VFB − 2ϕF )

(6)

where Cinv, Nsub, VFB , Wdep and ϕF denote ca-
pacitance of the inversion layer, substrate dopant con-
centration, flat band voltage, width of the depletion
layer and the Fermi potential. These are physical
level parameters. Moreover, Vt now randomly fluctu-
ates.

For deriving the probability density function of
∆ID/ID i.e., f(δID/ID), where δID/ID represents
the corresponding sample variable, the often cited an-
alytical model of device level random variation [37],
[38] was adopted. As a result, f(δID/ID) can be given
by equation (6) and the adopted model is as follows:

f(
δID
ID

)=

√√√√√√√√√
3WLC2

inv{θ[1−θ(
N∑

i=1

kiVi−VS−Vt)]
−1

−VDS [(
N∑

i=1
kiVi−VS−Vt)VDS− 1

2
V 2
DS ]−1}−2

2πNsubWdepq2

(7)

3WLC2
inv{{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

× exp[−
−VDS [(

N∑
i=1

kiVi−VS−Vt)VDS− 1
2
V 2
DS ]−1}−1(δID/ID)}2

2NsubWdepq2
]

In the next subsection, the modelling of a FGMOS-
FET device in the saturation region will be presented.

3.2 The modelling of saturation region oper-
ated FGMOSFET

For a FGMOSFET in the saturation region,
∆ID/ID can be given in a similar manner to that of a
FGMOSFET in the triode region, but using equation
(4) as a basis instead of (3). Thus we obtain:

∆ID
ID

={θ[1− θ(

N∑
i=1

kiVi − VS − Vt)]
−1 − 2(

N∑
i=1

kiVi − VS − Vt)
−1}

× (Vt − qNsubWdepC
−1
inv − VFB − 2ϕF )

(8)

As a result, f(δID/ID) of the saturation FGMOS-
FET can be given by equation (8) and a similar ap-
proach to that of the triode FGMOSFET as follows:

f(
δID
ID

)=

√√√√√√ 3WLC2
inv

{θ[1−θ(
N∑

i=1
kiVi−VS−Vt)]

−1−2(
N∑

i=1
kiVi−VS−Vt)

−1}2

2πNsubWdepq2

(9)



Probabilistic Modelling of Variation in FGMOSFET Devices 53

3WLC2
inv{{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

× exp[−
−2(

N∑
i=1

kiVi−VS−Vt)
−1}−1(δID/ID)}2

2NsubWdepq2
]

Since the short channel effects have now been con-
sidered, the resulting f(δID/ID) of the saturation
FGMOSFET is more detailed and thus more accu-
rate than that proposed in [34]. This will be shown
in the subsequent section where verification of our
analytical modelling results is presented.

4. VERIFICATION OF THE MODELING
RESULTS

As a comparison to [34], our verification was per-
formed based on the 0.25 µm level CMOS process
technology of TSMC. For simplicity, the candidate
FGMOSFET was chosen from two inputs types. It
should be noted that the modelling of a FGMOSFET
for simulation was done based on the equivalent FG-
MOSFET circuit in Fig. 3. Modelling of the core
MOSFET was achieved using BSIM3v3. The simu-
lation methodology proposed in [39] was adopted for
solving the convergence problem. The necessary pa-
rameters were extracted by MOSIS. A nominal L of
0.25 µm along with a nominal W/L of 20/0.25 was
chosen. Of course, both NMOS and PMOS techno-
logical bases were considered.

Similar to [34], verification was performed in both
qualitative and quantitative aspects. In the quali-
tative sense, graphical plots of f(δID/ID) of triode
and saturation FGMOSFETs, which are the results of
the analytical probabilistic modelling, were compared
to those of the candidate triode and saturation FG-
MOSFETs based upon the probability distribution of
∆ID/ID, and f ′(δID/ID) obtained from Monte-Carlo
SPICE simulations with 3000 runs. Concerning the
quantitative aspects, the Kolmogorov-Smirnof test,
i.e., the KS-test, is a powerful goodness of fit mea-
sure [40], [41] that was used with a 99% confidence
level. According to [40] and [41], the objective of the
KS-test is to perform a comparison of the KS-test
statistic, KS and the critical value, c, where it can
be stated that any model can accurately fit its target
data set if and only if KS ≤ c. For this research,
KS can be defined as:

KS = max
δID/ID

[|F ′(
δID
ID

)| − |F (
δID
ID

)|] (10)

where,

F (
δID
ID

) =

δID/ID∫
−∞

f(x)dx (11)

F ′(
δID
ID

) =

δID/ID∫
−∞

f ′(x)dx (12)

Since the confidence level of the test was 99%, c
can be given by equation [41]:

c =
1.63√

n
(13)

where n denotes the number of runs for the Monte-
Carlo SPICE analysis, i.e., 3000, as previously stated.
Thus, c = 0.0297596. In the upcoming subsections,
verification of the triode and saturation FGMOSFET
based modelling results will be given.

4.1 Verification of the triode FGMOSFET
based result

The graphical comparisons of f(δID/ID) for the
triode region FGMOSFET given by equation (7) with
N = 2 as a candidate FGMOSFET, has two inputs.
f ′(δID/ID) obtained using the candidate triode re-
gion FGMOSFET is depicted in Fig. 4 and Fig. 5 for
and N type and P-type FGMOSFETs, respectively,
where ∆ID/ID is dimensionless and is expressed as a
percentage. It can be seen that there is strong agree-
ment between f(δID/ID) values obtained from the
analytical probabilistic modelling and f ′(δID/ID) ob-
tained from the candidate FGMOSFET.

Moreover, it can be seen that the resulting KS ob-
tained using equation (7) with N = 2 for determining
can be found as KS = 0.01935 and KS = 0.01873 for
N type and P-type FGMOSFETs, respectively. Both
were lower than c = 0.0297596, which means that
our derived f(δID/ID) of the FGMOSFET in the tri-
ode region can fit the candidate triode FGMOSFET
based data with 99% confidence. These KS-test re-
sults and the aforementioned strong agreement in the
comparative plots verify the accuracy of our triode
region analytical probabilistic modelling.

Fig.4: N-type triode FGMOSFET based compara-
tive plots of f(δID/ID) (line) and f ′(δID/ID) (his-
togram).

4.2 Verification of the saturation FGMOS-
FET based result

For the FGMOSFET in saturation, the compara-
tive plots of f(δID/ID) given by equation (9) with
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Fig.5: P-type triode FGMOSFET based compara-
tive plots of f(δID/ID) (line) and f ′(δID/ID) (his-
togram).

N = 2 and f ′(δIDID) obtained using the candidate
saturation FGMOSFET are depicted in Figs. 6 and
7 for N-type and P-type devices, respectively, where
∆ID/ID is expressed as a percentage. From these
figures, strong agreement between f(δID/ID) and
f ′(δID/ID) can be observed. Moreover, it has been
found that that the variation of the saturation FG-
MOSFET was more severe than that of the device in
the triode region as indicated by the more dispersed
distributions of ∆ID/ID of the saturation FGMOS-
FET.

Using equation (9) with N = 2 for determining
F (δID/ID), the resulting KS values for N-type and
P-type FGMOSFETs were found to beKS = 0.02013
andKS = 0.01895, respectively, which are both lower
than c = 0.0297596. This means that our derived
f(δID/ID) of the saturation FGMOSFET can fit the
candidate saturation FGMOSFET based data with
99% confidence. The strong agreement in the com-
parative plots and the KS-test results verify the ac-
curacy of our saturation region analytical probabilis-
tic modelling. Since the above KS values are lower
than those of previous modelling results [34], where
KS = 0.02823 and KS = 0.02619 for N-type and P-
type FGMOSFETs, respectively, it can be seen that
our saturation region modelling results are more ac-
curate.

5. THE APPLICATIONS

Unlike the previous variance term models [33],
many statistical parameters and probabilities associ-
ated with ∆ID can be formulated for both the triode
and saturation region operated FGMOSFETs using
our modelling results. This is because they are in
terms of probability density functions. With these
parameters and probabilities, it has been mathemati-
cally shown that the occurrence of ∆ID is absolutely
certain, the impact of ∆ID to the design trade-offs
associated with FGMOSFET can be studied and ob-
jective functions conducive to statistical/variability

Fig.6: N-type saturation FGMOSFET based com-
parative plots of f(δID/ID) (line) and f ′(δID/ID)
(histogram).

Fig.7: P-type saturation FGMOSFET based com-
parative plots of f(δID/ID) (line) and f ′(δID/ID)
(histogram) .

aware analysis and design can be obtained. More-
over, analytical probabilistic modelling and computa-
tionally efficient statistical/variability aware numeri-
cal simulation of the FGMOSFET based circuits can
also be performed. These applications of our mod-
elling results will be subsequently presented in this
section.

5.1 Formulation of statistical parameters and
the related objective functions

Using our f(δID/ID), statistical parameters of
∆ID/ID such as average, median and variance can
be analytically obtained for FGMOSFETs in both the
triode and saturation regions. To do so, conventional
statistical mathematics must be applied. For exam-
ple, the average of ∆ID/ID i.e. ∆ID/ID, i.e., its first
moment, can be mathematically defined as:

∆ID
ID

=

∞∫
−∞

δID
ID

f(
δID
ID

)d
δID
ID

(14)

After applying our f(δID/ID) given by equations
(7) and (9) for triode and saturation FGMOSFETs,
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to equation (14), ∆ID/ID was found to be zero for
FGMOSFETs in both the triode and saturation re-
gions.

Moreover, the median value of ∆ID/ID, m can be
determined by solving the following equation:

∞∫
−∞

f(
δID
ID

)d
δID
ID

=
1

2
(15)

After applying equations (7) and (9), it was found
that m = 0 for the FGMOSFET in both regions.

Even though ∆ID/ID andm were found to be zero,
the variance of ∆ID/ID σ2

∆ID/ID
was not. The value

of σ2
∆ID/ID

can be mathematically defined as:

σ2
∆ID
ID

=

∞∫
−∞

(
δID
ID
− ∆ID

ID

)2

f(
δID
ID

)d
δID
ID

(16)

By applying equations (7) and (9), σ2
∆ID/ID

of the

FGMOSFET in the triode and saturation regions can
be respectively determined as:

σ2
∆ID
ID

=
NsubWdepq

2

3WLC2
inv{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]−1

(17)

−VDS [(
N∑

i=1

kiVi−VS−Vt)VDS− 1
2V

2
DS ]−1}−2

σ2
∆ID
ID

=
NsubWdepq

2

3WLC2
inv{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]−1

(18)

−2(
N∑

i=1

kiVi−VS−Vt)
−1}

Since ∆ID/ID = 0, the second moment of

∆ID/ID, (∆ID/ID)2 is mathematically defined as:

(
∆ID
ID

)2 =

∞∫
−∞

(
δID
ID

)2f(
δID
ID

)d
ID
ID

(19)

and was been found to be equal to σ2
∆ID/ID

. Thus

(∆ID/ID)2 can also be given by equations (17) and
(18) for triode and saturation FGMOSFETs, respec-
tively.

Finally, the moment generating function of
∆ID/ID, M(u), is the summation of all moments of
∆ID/ID including the first and second ones [42]. It
is mathematically defined as:

M(u) =

∞∫
−∞

exp(u
δID
ID

)f(
δID
ID

)d
ID
ID

(20)

These can be respectively obtained for triode and
saturation FGMOSFETs by applying equations (7)

and (9) to (20) as follows:

M(u)=exp[
NsubWdepq

2

6WLC2
inv{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]−1

] (21)

−VDS [(
N∑

i=1
kiVi−VS−Vt)VDS− 1

2V
2
DS ]−1}−2

M(u)=exp[
NsubWdepq

2u2

6WLC2
inv{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]−1

] (22)

−2(
N∑

i=1

kiVi−VS−Vt)
−1}−2

From equations (17) and (18), it can be seen that:

σ2
∆ID/ID

α
1

WL
(23)

for both the triode and saturation region operated
FGMOSFETs. Thus, lowering the device area causes
an increased ∆ID as a penalty. This is an example of
the impact of ∆ID upon the design trade-offs involv-
ing FGMOSFETs. Using equationss (17) and (18),
the minimum value of WL, (WL)min which dictates
the minimum area of the transistor, can be obtained
for the triode and saturation FGMOSFETs as follows:

NsubWdepq
2{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)
−1]

(WL)min =
−VDS [(

N∑
i=1

kiVi−VS−Vt)VDS− 1
2V

2
DS ]−1}−2

3C2
invσ

2
∆ID/ID,max

(24)

NsubWdepq
2{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)
−1]

(WL)min=
−2(

N∑
i=1

kiVi−VS−Vt)
−1}−2

3WLC2
inv

σ2
∆ID/ID,max

(25)

where σ2
∆ID/ID,max

denotes the maximum accept-

able value of σ2
∆ID/ID

.

Since σ2
∆ID/ID

reflects the size of ∆ID/ID, the

statistical/variability aware design of any single FG-
MOSFET can be performed using the optimization
scheme with the following objective function:

min[σ2
∆ID/ID

] (26)

where either equation (17) or (18) must be used
according to the operating region of the FGMOSFET
under consideration.

5.2 The formulation of the useful probabilities
and objective functions

In order to do so, the cumulative distribution func-
tion of ∆ID/ID, F (δID/ID) and the survival func-
tion [43] of ∆ID/ID,S(δID/ID) must first be de-
rived. It can be seen that F (δID/ID) is equiva-
lent to the probability that ∆ID/ID ≤ δID/ID i.e.,
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Pr{∆ID/ID ≤ δID/ID}. This is also necessary for
determiningKS as shown in the previous section, and
can be obtained using our f(δID/ID) as in equation
(11). For a FGMOSFET in the triode and saturation
regions with an arbitrary value of N , F (δID/ID) can
be respectively given by applying equations (7) and
(9) to (11) without specifying N as follows:

F(
δID
ID

)= 1
2 [1+erf(

√
3WLCinv(δID/ID)

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)]

(27)

−VDS [(
N∑

i=1

kiVi−VS−Vt)VDS− 1
2V

2
DS ]−1}

F(
δID
ID

)= 1
2 [1+erf(

√
3WLCinv(δID/ID)

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)]

(28)

−2(
N∑

i=1
kiVi−VS−Vt)

−1}

where erf() denotes the error function and can be
mathematically defined in terms of an arbitrary vari-
able, y, as:

erf(y) =
2√
π

∫ y

0

exp(−u2)du (29)

Alternatively, S(δID/ID), which is equivalent
to the probability that ∆ID/ID > δID/ID, i.e.,
Pr{∆ID/ID > δID/ID}, can be mathematically de-
fined as:

S(
δID
ID

) =

∞∫
δID/ID

f(x)dx (30)

Thus, S(δID/ID) of a FGMOSFET in the triode
and saturation regions can be found by respectively
applying equations (7) and (9) to (30) as given by
equations (31) and (32). Then, the useful probabili-
ties and objective functions can be derived and used
for statistical/variability aware analysis and design
involving FGMOSFETs:

S(
δID
ID

)=1− 1
2 [1+erf(

√
3WLCinv(δID/ID)

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)]

(31)

−VDS [(
N∑

i=1

kiVi−VS−Vt)VDS− 1
2V

2
DS ]−1}

S(
δID
ID

)=1− 1
2 [1+erf(

√
3WLCinv(δID/ID)

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)]

(32)

−2(
N∑

i=1
kiVi−VS−Vt)

−1}

Firstly, it will be shown that the probability that
∆ID/ID, which is a continuous random variable, lies

within a certain range given as [a, b] and can be de-
rived using F (δID/ID). This probability is denoted
as Pr{a ≤ ∆ID/ID ≤ b}, and can be given in terms
of F (δID/ID) as:

Pr{a ≤ ∆ID
ID
≤ b} = F (b)− F (a) (33)

Thus, by applying equations (27) and (28) to (33),
Pr{a ≤ ID/ID ≤ b} of a FGMOSFET in the triode
and saturation regions can be respectively obtained
as follows:

Pr{a≤∆ID
ID

≤b}=1
2 [erf(

√
3WLCinvb

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)

(34)

−VDS [(
N∑

i=1
kiVi−VS−Vt)VDS− 1

2V
2
DS ]−1}

−erf(
√

3WLCinva

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)]

−VDS [(
N∑

i=1
kiVi−VS−Vt)VDS− 1

2V
2
DS ]−1}

Pr{a≤∆ID
ID

≤b}=1
2 [erf(

√
3WLCinvb

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)

(35)

−2(
N∑

i=1

kiVi−VS−Vt)
−1}

−erf(
√

3WLCinva

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)]

−2(
N∑

i=1

kiVi−VS−Vt)
−1}

It can be seen that Pr{a ≤ ∆ID/ID ≤ b}
can be directly used for predicting the probability
that ∆ID/ID lies within an arbitrary predetermined
range. Moreover, the probability that the magni-
tude of ∆ID/ID does not exceed the allowable maxi-
mum value, which the resulting variation in the per-
formance of FGMOSFET, can be determined using
Pr{a ≤ ∆ID/ID ≤ b}. This probability is obviously
useful in statistical/variability aware analysis and de-
sign involving FGMOSFETs.

To do so, we let the aforesaid maximum value
be |∆ID/ID|max. Thus such probability denoted
by Pr{|∆ID/ID| ≤ |∆ID/ID|max}, can be deter-
mined using Pr{a ≤ ∆ID/ID ≤ b} with a =
−|∆ID/ID|max and b = |∆ID/ID|max. This is be-
cause |∆ID/ID| ≤ |∆ID/ID|max is equivalent to
−|∆ID/ID|max ≤ ∆ID/ID ≤ |∆ID/ID|max. As a
result, Pr{|∆ID/ID| ≤ |∆ID/ID|max} of the triode
and saturation FGMOSFETs can be obtained using
equations (34) and (35) as follows:

Pr{
∣∣∣∆ID

ID

∣∣∣≤∣∣∣∆ID
ID

∣∣∣
max

}=1
2 [erf(

√
3WLCinv|∆ID/ID|max

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)

(36)
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−VDS [(
N∑

i=1

kiVi−VS−Vt)VDS− 1
2V

2
DS ]−1}

−erf(
√

3WLCinv|∆ID/ID|max

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)]

−VDS [(
N∑

i=1

kiVi−VS−Vt)VDS− 1
2V

2
DS ]−1}

Pr{
∣∣∣∆ID

ID

∣∣∣≤∣∣∣∆ID
ID

∣∣∣
max

}=1
2 [erf(

√
3WLCinv|∆ID/ID|max

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)

(37)

−2(
N∑

i=1
kiVi−VS−Vt)

−1}−2

−erf(
√

3WLCinv|∆ID/ID|max

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)]

−2(
N∑

i=1

kiVi−VS−Vt)
−1}−2

Since maximizing Pr{|∆ID/ID| ≤ |∆ID/ID|max}
yields the greatest likelihood of obtaining an accept-
able magnitude of ∆ID/ID, which is a goal of the
statistical/variability aware design, the following ob-
jective function was found useful:

max[Pr{|∆ID/ID| ≤ |∆ID/ID|max}] (38)

From equations (36) and (37), it can be seen that
(38) can be satisfied for a FGMOSFET in both oper-
ating regions using the optimum values of controllable
parameters, such as W , L and VS .

Contrary to Pr{a ≤ ∆ID/ID ≤ b}, the probability
that ∆ID/ID lies outside [a, b] i.e., Pr{(∆ID/ID <
a) ∨ (∆ID/ID < b)}, can be obtained using
S(δID/ID)as:

Pr{(∆ID
ID

< a)∨(∆ID
ID

< b)} = 1+S(b)−S(a) (39)

Thus, applying equations (31) and (32) to (39),
Pr{(∆ID/ID < a)∨ (∆ID/ID < b)} of the triode and
saturation FGMOSFETs can be respectively given
by equationss (40) and (41). Using Pr{(∆ID/ID <
a) ∨ (∆ID/ID < b)} with a = −|∆ID/ID|max and
b = |∆ID/ID|max, the probability that |∆ID/ID| >
|∆ID/ID|max i.e., Pr{|∆ID/ID| > |∆ID/ID|max},
can be obtained. This is because |∆ID/ID| >
|∆ID/ID|max is equivalent to the union of ∆ID/ID <
−|∆ID/ID|max and ∆ID/ID > |∆ID/ID|max, which
are mutually exclusive events.

Pr{(∆ID
ID

<a)∨(
∆ID
ID

<b)}

=1− 1
2 [erf(

√
3WLCinvb

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)

−VDS [(
N∑

i=1

kiVi−VS−Vt)VDS− 1
2V

2
DS ]−1}

−erf(
√

3WLCinva

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)]

−VDS [(
N∑

i=1
kiVi−VS−Vt)VDS− 1

2V
2
DS ]−1}

(40)

Pr{(∆ID
ID

<a)∨(∆ID
ID

>b)}=1− 1
2
[erf(

√
3WLCinvb

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)

(41)

−2(
N∑

i=1

kiVi−VS−Vt)
−1}

−erf(
√

3WLCinva

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)]

−2(
N∑

i=1

kiVi−VS−Vt)
−1}

Therefore, Pr{|∆ID/ID| > |∆ID/ID|max} of the
triode and saturation FGMOSFETs can be given us-
ing equations (38) and (39) as follows:

Pr{
∣∣∣∆ID

ID

∣∣∣>∣∣∣∆ID
ID

∣∣∣
max

}

=1− 1
2 [erf(

√
3WLCinv|∆ID/ID|max

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)

−VDS [(
N∑

i=1

kiVi−VS−Vt)VDS− 1
2V

2
DS ]−1}

−erf(
√

3WLCinv|∆ID/ID|max

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)]

−VDS [(
N∑

i=1

kiVi−VS−Vt)VDS− 1
2V

2
DS ]−1}

(42)

Pr{
∣∣∣∣∆ID
ID

∣∣∣∣≤∣∣∣∣∆ID
ID

∣∣∣∣
max

}=1− 1
2
[erf(

√
3WLCinv|∆ID/ID|max

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)

(43)

−2(
N∑
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−1}−2

−erf(
√

3WLCinv|∆ID/ID|max

√
2NsubWdepq{θ[1−θ(

N∑
i=1

kiVi−VS−Vt)]
−1

)]

−2(
N∑

i=1

kiVi−VS−Vt)
−1}−2

The greatest probability of obtaining an accept-
able magnitude of ∆ID/ID can be alternatively deter-
mined by minimizing Pr{|∆ID/ID| > |∆ID/ID|max}.
So, the following objective function can also be satis-
fied for both the triode and saturation FGMOSFETs
using the optimum settings of controllable parame-
ters. The following has been found useful:

min[Pr{|∆ID/ID| > |∆ID/ID|max}] (44)

Finally, the probability of the occurrence of ∆ID
will be determined. Since the occurrence of ∆ID
yields |∆ID/ID| > 0, this probability is equal to the
probability that |∆ID/ID| > 0 i.e., Pr{∆ID/ID >
0}. As |∆ID/ID| > 0 is equivalent to the union of
∆ID/ID < 0 and ∆ID/ID < 0, which are mutually
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exclusive events, Pr{|∆ID/ID| > 0} can be deter-
mined using with a = b = 0. As a result, it was
found by using equations (40) and (41) with a = b
= 0, that Pr{∆ID/ID > 0} = 1 for both the triode
and saturation FGMOSFETs. This means that the
probability of the occurrence of ∆ID is equal to 1 for
a FGMOSFET in both operating regions. Thus, the
occurrence of ∆ID is absolutely certain. This em-
phasizes the necessity of our work and focuses on the
certainly of ∆ID.

5.3 Analytical probabilistic modelling of the
FGMOSFET based circuit

Using our f(δID/ID), the analytical probabilistic
modelling of a FGMOSFET based circuit is possible.
This is because the key parameter of such a circuit
depends upon the ID values intrinsic to this FGMOS-
FET. Here, we let this parameter and its variation
be respectively represented as X and ∆X. Thus, the
analytical probabilistic modelling of a FGMOSFET
based circuit can be conveniently performed by de-
termining the probability density function of the nor-
malized value of ∆X with respected to X, ∆X/X,
i.e., g(∆X/X), where δX/X is the sample variable of
∆X/X. To obtain g(∆X/X), the principle of trans-
formation of random variables [42] must be applied.
If we assume that a single FGMOSFET in the circuit
affects X, g(∆X/X) can be given as [34]:

g(
δX

X
)=f(

δID
ID

(
δX

X
))

[[∣∣∣∣∂(δID/ID)

∂(δX/X)

∣∣∣∣]∣∣∣∣
δID
ID

→ δID
ID

(δXX )

]−1

(45)

With the resulting g(δX/X), the statistical param-
eters of ∆X/X and probabilities needed for statisti-
cal/variability aware design can be analytically de-
termined in a similar manner to those of ∆ID/ID.
Thus, for example, the mean, variance, second mo-
ment of ∆X/X and the probability that the mag-
nitude of ∆X/X does not exceed its maximum al-
lowable value, |∆X/X|max, can be respectively given
using the following equations:

∆X

X
=

∞∫
∞

δX

X
f(

δX

X
)d

δX

X
(46)

σ2
∆X
X

=

∞∫
∞

(
δX

X
− δX

X

)2

f(
δX

X
)d

δX

X
(47)

(
∆X

X
)2 =

∞∫
−∞

(
δX

X
)2f(

δX

X
)d(

δX

X
) (48)

Pr{
∣∣∣∣∆X

X

∣∣∣∣≤ ∣∣∣∣∆X

X

∣∣∣∣
max

}=G(

∣∣∣∣∆X

X

∣∣∣∣
max

)−G(−
∣∣∣∣∆X

X

∣∣∣∣
max

)

(49)

where G(|∆X/X|max) and G(−|∆X/X|max) are
respectively the cumulative distribution function
of ∆X/X denoted by G(δX/X) with δX/X =
|∆X/X|max and δX/X = −|∆X/X|max · G(δX/X)
can be generally given by:

G(
δX

X
) =

δX/X∫
−∞

g(x)dx (50)

As a case study using a practical FGMOSFET
based circuit, we let X be the transconductance, Gm,
of a FGMOSFET based voltage to current converter
(VIC) [44]. The core circuit of this VIC is depicted
in Fig. 8 [34], where M1 is a FGMOSFET and has
been drawn in its equivalent circuit form.

Since M1, which operates in the saturation region,
affects the performance of this FGMOSFET based
VIC, Gm is equal to the transconductance of M1 and
can be given in term its ID value, i.e., ID1, by equa-
tion (51). It can be seen that Cf and Cin, which act
as the feedback and input capacitances, are actually
the coupling capacitances of M1. As this FGMOS-
FET has two inputs and its source terminal has been
grounded, ID1 can be given in terms of Cf and Cin

by equation (52). Thus, the normalized random vari-
ation in Gm, ∆Gm/Gm, can be formulated in terms
of ∆ID1/ID1 as given by equation (53). It should be
noted that the short channel effects have been taken
into account in the formulation of these equations.

Fig.8: The core circuit of FGMOSFET based VIC
[34].

Gm=
Cin

Cin+Cf
{2( CinVin

Cin+Cf
+

CfVf

Cin+Cf
−Vt)

−1

−θ[1−θ( CinVin

Cin+Cf
+

CfVf

Cin+Cf
−Vt)]

−1}ID1

(51)
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ID1=
µ

2
Cox

W

L
[1−θ( CinVin

Cin+Cf
+

CfVf

Cin+Cf
− Vt)]

×( CinVin

Cin+Cf
+

CfVf

Cin+Cf
− Vt)

2(1+λVDS)

(52)

∆Gm

Gm
=

∆ID1

ID1
(53)

As a result, the probability density function of
∆Gm/Gm, g(δGm/Gm) can be analytically deter-
mined using our f(δID/ID) derived of the satura-
tion FGMOSFET, i.e., equations (9), with N =
2, (45) and (53) as given by equation (54), where
δGm/Gm is the sample variance of ∆Gm/Gm. Us-
ing g(δGm/Gm), the useful statistical parameters of
∆Gm/Gm and probabilities can be analytically ob-
tained. As an example, the variance of ∆Gm/Gm,
σ2
∆Gm/Gm

, which was analytically determined using

equation (47) with ∆Gm/Gm and g(δGm/Gm), serve
as ∆X/X and g(δX/X), respectively, in this practi-
cal case study. They can be obtained as given by
equation (55). Similar to equations (51)-(55), the
short channel effects were included in the derivation
of equations (54) and (55).

g( δGm
Gm
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(Cinv/q)

√
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−Vt)

−1}−2

5.4 Computationally efficient statistical/vari-
ability aware simulation of FGMOSFET
based circuit

The statistical parameters of ∆X/X must be eval-
uated numerically without predetermining g(δX/X).
Among these parameters, σ2

∆X/X has been often cited

as it directly measures the magnitude of variability in
X. Traditionally, numerical determination of σ2

∆X/X

must be performed using a Monte-Carlo simulation
with numerous runs, numbering hundreds or thou-
sands of runs.

Fortunately, determination of σ2
∆X/X in the small

signal analysis [45] based simulation, where the re-
quired computational cost is significantly lower than
that of a conventional Monte-Carlo simulation, be-
comes possible using our f(δID/ID). This is be-
cause σ2

∆ID/ID
values are necessary inputs and can

be known in advance via applying f(δID/ID) as dis-
cussed in the previous subsection. If we let the FG-
MOSFET based circuit under consideration be com-
posed of M FGMOSFETs, σ2

∆X/X can be numerically

determined using the following equation:

σ2
∆X
X

=
M∑

m=1

[

(
IDm

X
SX
IDm

)2

σ2
∆IDm
IDm

] (56)

where IDm, SX
IDm

and σ2
∆IDm/IDm

denote the ideal

drain current of an arbitrary mth FGMOSFET in
the circuit in which all nonidealities have been ne-
glected and the sensitivity of X with respect to IDm.
Moreover, σ2

∆IDm/IDm
stands for σ2

∆ID/ID
of the mth

FGMOSFET. It is notable that there exists no cor-
relation terms in relationship (56). This is because
∆IDm/IDm values are random variations that exhibit
no spatial correlations [37]. According to [45], SX

IDm

which quantitatively represents the degree of depen-
dency on IDm of X, can be mathematically defined
as follows:

SX
IDm

=
∂X

∂IDm
(57)

Since the whole set of SX
IDm

values can be obtained
using sensitivity analysis in which the circuit under
consideration requires only one calculation for its so-
lution [45], the computational effort can be signifi-
cantly reduced compared to a conventional Monte-
Carlo simulation. Finally, since σ2

∆X/X reflects the

magnitude of variability in X, the following objec-
tive function can be satisfied using the optimum con-
trollable parameters of the FGMOSFETs within the
circuit.

min[σ2
∆X/X ] (58)

6. CONCLUSIONS

In this research, an analytical probabilistic mod-
elling of ∆ID of a FGMOSFET caused by manufac-
turing process variations has been proposed. The
resulting models are in terms of a probability den-
sity function of ∆ID/ID. Unlike [34], both the triode
and saturation region operated FGMOSFETs were
considered and the short channel effects taken into
account. The resulting models have been found to
be very accurate as they can fit the probabilistic
distributions of ∆ID/ID obtained from Monte-Carlo
SPICE simulations of the 0.25 µm level BSIM3v3
based candidate triode and saturation FGMOSFETs
with very high accuracy. It was found that the vari-
ation of a saturation FGMOSFET is more severe.
Moreover, the KS-tests were satisfied at a 99% confi-
dence level. It was found that our resulting model for
the saturation FGMOSFET was more accurate than
those previously proposed [34].

Unlike the previous variance term models [33], sta-
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tistical parameters and probabilities associated with
∆ID can be formulated for both the triode and satu-
ration region operated FGMOSFETs using our re-
sults. With such parameters and probabilities, it
was found that the occurrence of ∆ID is absolutely
certain, which highlights the necessity of our work.
Moreover, the impact of ∆ID upon the design trade-
offs associated with FGMOSFETs can be studied.
Many objective functions that are conducive to the
statistical/variability aware analysis and design, can
be derived. Analytical probabilistic modelling and re-
duced computational effort for statistical/variability
aware simulation of the FGMOSFET associated cir-
cuit can also be performed. Therefore our proposed
probabilistic modelling of a FGMOSFET has been
found to be useful for statistical/variability aware
analysis and design of various FGMOSFET based cir-
cuits and systems. These have applications in many
areas, e.g., signal processing [2], [3] dosimetry sys-
tems, [5], [6], biomedical engineering [7] and neural
networks [21], [31], among others.
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ABSTRACT

In this study, a simple bioimpedance plethysmog-
raphy method was employed to measure the pulse
wave velocity (PWV) from the radial artery in the
wrist to the middle finger. Subsequently, electro-
cardiography was combined with the bioimpedance
method to calculate the PWV from ECG and pulse
waves to the middle finger. Experiments were con-
ducted by employing cuffs that temporarily blocks
blood flow to produce observable changes in the
PWV. Statistical results indicated that temporary
blockage of blood flow did not influence the PWV
of typical healthy people. Moreover, multiple regres-
sion analysis was adopted and analyzed to establish a
regression equation for estimating two types of PWV
and its relevance with other physiological parameters.
Multiple regression analysis indicated that the ab-
domen circle and height are independent predictors
of wfPWV (r = 0.893), systolic blood pressure (SBP)
and diastolic blood pressure (DBP) are independent
predictors of tfPWV (r = 0.898). Correlation analy-
sis showed the wfPWV is significantly associated with
tfPWV (r = 0.770, p<0.01).

Keywords: Bioimpedance, Pulse Wave Velocity,
Multiple Regressions

1. INTRODUCTION

According to a report released by the World Health
Organization in 2014, cardiovascular disease, cancers,
chronic respiratory diseases, diabetes, and other non-
communicable diseases accounted for 37%, 27%, 8%,
4%, and 24%, respectively, of all causes of death
among people under the age of 70 years in 2012 [1].
The report elucidated the relevant threat of cardio-
vascular diseases to the health of the general popula-
tion in modern society. Moreover, vascular sclerosis
is an irreversible disease. Once the blood vessels are
affected by aging, one can only maintain its current
state and prevent further deterioration. The process
is irreversible and it is impossible to have the former
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flexibility of the blood vessels. This loss of flexibil-
ity can be attributed to the gradual proliferation of
atherosclerotic plaque that thickens the vascular wall
resulting in the hardening of the walls. Consequently,
it narrows the blood vessels causing reduced blood
flow or the rupturing of plaques that form throm-
bus leading to blocked arteries, tissues or organs that
may lead to ischemic necrosis. In the event that the
carotid artery or the cerebral artery is obstructed, it
can result in a stroke while blocked coronary arteries
can issue to myocardial infarction. Therefore, pre-
vention is better than cure especially in terms of the
hardening of blood vessels. However, many are un-
able to perform regular check-ups due to their busy
lifestyle. And once the symptoms are aggravated, it
would be difficult to restore the original health state
of the person. In addition to diagnosing the illness,
a check-up at this time may control the disease and
inhibit further deterioration.

Preventive measures for cardiovascular diseases
would be beneficial for early detection of symptoms
and have real-time cardiovascular monitors can be
adopted to detect cardiovascular disease and estimate
the severity of arteriosclerosis. A specific form of ar-
teriosclerosis called atherosclerosis is known as the
hardening of the arteries which begins at the intima
of the artery [2]. Currently, various methods have
been developed for the detection of the degree of ar-
teriosclerosis. A particular method for analyzing the
situation is the pulse wave velocity (PWV) method.
PWV is by definition the propagation velocity of the
arterial pulse and is also the distance traveled by
a wave divided by the time required for a wave to
travel that distance. PWV measurement involves ei-
ther invasive or non-invasive methods. Invasive mea-
surement methods include angiography, fiberoptic an-
gioscope [3], intravascular ultrasound (IVUS) [4] and
MRI [5]. This type of measurement can be used to di-
rectly investigate the presence of fat accumulation or
intimal hyperplasia on the artery. However, it is likely
to cause fear and health risks to the patient. Further-
more, it is also very time-consuming and requires the
operator to have professional knowledge and training
to mete out an appropriate judgment. Due to the in-
herent inconvenience and limitations of the invasive
method, current clinical medicine practice uses non-
invasive measurement method to assess the degree
of early vascular disease[6]. Non-invasive measure-
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ment methods include ultrasound [7], cuff [8], pres-
sure sensing, infrared sensing [9], pulse rate, among
others. Many studies have found that vascular wall
elasticity is affected by personal health factors or dis-
ease [10, 11], and the measured aortic pulse-wave ve-
locity (PWV) changes due to the elasticity of the ar-
terial wall. In hardened arteries, PWV is faster, but
in more elastic arteries, PWV is reduced. Arterial
elasticity has been associated with various cardiovas-
cular diseases [12]; therefore, PWV parameters may
serve as a useful indicator in the assessment of hu-
man arteries. Consequently, current clinical medical
practitioners frequently employ the non-invasive mea-
surement method (e.g., ultrasound, cuff, and infrared
sensing methods) to estimate early vascular lesions.
The most frequently used non-invasive approach is

the cuff method, for which a cuff is used to measure
the pulse activities of the upper arm and ankle and
calculate brachial-ankle PWV and ankle-brachial in-
dex. A previous study [13] indicated that brachial-
ankle PWV measurement is a valid approach featur-
ing high reproducibility and reported that the mea-
sured PWV of patients with cardiovascular diseases
are substantially higher than those of healthy people
[14,15]. However, the difficulty of estimating vessel
length creates problems in practically applying this
method. Currently, there exist numerous researchers
on PWV, but most are directed toward the study of
baPWV or aortic PWV with limited literature dis-
cussing peripheral blood vessels. Subsequently, prior
to the hardening of the aorta, peripheral vascular
blood flow should show changes. Therefore, deducing
the health of the aorta by long-term monitoring of
the peripheral blood vessels will be good news for pa-
tients with cardiovascular disease. When blood flows
into blood vessels, aside from producing mechani-
cal expansion effects functionally, a change in the
bioelectrical impedance is generated. Bioimpedance
measuring is a measurement technique that is use-
ful because it is cost-effective and portable and poses
no radioactive injury to patients. Research teams
have measured PWV and heart rate by employing
the bioimpedance technique at the forearm [16], in-
dicating that bioimpedance can be used to measure
PWV. For these reasons, the current research uti-
lized changes in bioelectrical impedance by measur-
ing the pulse rate through the bioelectrical impedance
changes from the arm radial artery to the finger. Si-
multaneously, the obtained rate and physiological pa-
rameters (such as anthropometric parameters, heart
and blood pressure) underwent regression analysis to
obtain an estimated formula for understanding the
relation between PWV and physiological parameters.

2. SYSTEM ARCHITECTURE
2.1 Bioimpedance Plethysmography Measur-

ing System

Fig. 1 presents the bioimpedance plethys-
mography measuring system that includes the

bioimpedance circuit, cuff control, pressure sensing
circuit, and electrocardiography (ECG). The received
physiological data are converted using an analogue-
to-digital converter and subsequently transmitted to
the computer; the user interface and data storage
function was developed using National Instruments
(NI) LabWindows and signal analysis to obtain PWV
parameters was accomplished using the Matlab soft-
ware.

Fig.1: System architecture of physiological signal
measurement.

2.2 Bioimpedance Circuit and Electrode

When arteries pulsate from the heart’s pumping
of blood, the vascular caliber changes. The change
causes an increase in intravascular blood volume that
alters the bio- impedance. Therefore, vessel pul-
sation can be considered as a parameter to deter-
mine bioimpedance signal that varies as blood flow
changes. The bioimpedance electrodes were con-
structed using eight copper electrodes with the follow-
ing dimensions: size: 10×3 mm, thickness: 0.2 mm,
and inter-electrode separation: 3 mm. These were
affixed to the radial artery and the middle finger to
measure PWV as shown in Fig.2. A quad-electrode
method was used to create constant current within
two electrodes and apply the created current into
the participants. The voltage differences between the
other two electrodes affixed to the participants were
also measured [8]. In this experiment, a constant cur-
rent source was operated at 50 kHz frequency and a
1 mA current. One of two outer electrodes was in-
serted into the constant current source and the other
was used as the constant current sink. The two mid-
dle electrodes were used to measure the changes in
pulse wave impedance.

The electric signals received by the electrodes were
transmitted to an instrumentation amplifier (AD620,
Analogue Devices) with a high common-mode rejec-
tion ratio to amplify differential signals. The AD620
operational amplifier is advantageous because of the
following properties: high input impedance, high
common-mode rejection ratio, and low noise. The
measuring alternating current signal was fed to the
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Fig.3: Block diagram of the bioimpedance circuit.

Fig.2: Schematic diagram of a bioimpedance elec-
trode.

modulator, and then the direct current signal was ob-
tained. The signal was sent to the amplifier; thus, the
pulsations of arteries reflected the magnitude of the
voltage modulated. Subsequently, the bandpass fil-
ter was used to filter all noise other than the pulse
frequency. The measurement system used a high-
pass filter with a cut-off frequency of 0.48 Hz and
a low-pass filter with a cut-off frequency of 5.3 Hz.
Since the electric noise frequency of 60-Hz was higher
than the cut-off frequency range of the low pass fil-
ter, no band exclusion filter was used in this study.
After the aforementioned circuits were used, level ad-
justment and circuit amplifiers were implemented to
transmit signals to a 12bits analogue-to-digital con-
verter to capture the digital data. Fig. 3 presents the
circuit block diagram.

2.3 Cuff Pressure Sensing Circuit

The cuff pressure sensing circuit detects air pres-
sure changes in the cuff and is measured with the aid
of a differential pressure sensing element (SCC05DN,
Honeywell Sensing and Control Co., Ltd). A pres-
sure sensing component was adapted to measure cuff
pressure changes to reduce the influence of temper-
ature. The sensor also incorporates a temperature

compensation circuit designed using the Wheatstone
bridge principle. When the pressure was applied to
the sensor, changes were generated in the electrical
resistance of the bridge as shown in Fig. 4. The gen-
erated voltage difference is the output voltage and is
defined as

Vos = VB ·
2∆R

R
(1)

where Vos indicates offset voltage (the output volt-
age was 0 when the pressure was applied), and VB

indicates offset bridge voltage.
Electrical resistance is directly proportional to

pressure, and the output voltage formula is as follows

Vo = s · p · VB + Vos (2)

where Vo, s, and p denote output voltage, sensitivity
coefficient, and pressure, respectively.

Fig.4: The cuff pressure sensing circuit diagram.

2.4 Electrocardiogram Measurement Instru-
ment

The Ultraview SL2200, manufactured by Space-
labs Healthcare, was selected to measure and cap-
ture ECG signals. This equipment can output mea-
sured physiological signals through the analog out-
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put method, facilitate back-end data processing. The
aforementioned data received by the circuit were
stored by the DAQ card USB-6351, manufactured by
National Instruments, in the computer, and the DAQ
card. The DAQ card has 16 bits ADC resolution that
can accommodate 8 differential mode or 16 single-
ended connections. Its sample rates are 1.25MHz and
1.0MHz for single channel and multichannel, respec-
tively. In our system, the sampling rate was set at
10 kHz, and data were recorded into a raw data file,
and simultaneously displayed, in order to ensure the
authenticity of the signals. After the measurement
was completed, the raw data file was loaded onto cus-
tomized Matlab program for back-end signal process-
ing.

2.5 Signal Processing

Before data were processed, the arm length, shoul-
der length, and length from the wrists to middle fin-
gers of the participants were inputted for PWV calcu-
lation as shown in Fig. 5. After the participant data
were read, signals were processed using a digital filter,
and the pulse signal was processed using a third-order
Butterworth low-pass filter with a cut-off frequency of
5.3 Hz. The ECG used a third-order high-pass filter
and a low-pass filter with cut-off frequencies of 0.1 Hz
and 20 Hz, respectively. The digital filter can further
eliminate the motion noise. Subsequently, the trough
of the pulse wave was captured. The R and T waves
of the ECG were then obtained, and the PWV and
heart rate were calculated. Finally, the results were
shown on the screen, and the PWV was recorded for
statistical analysis.

Fig.5: Block diagram of signal processing.

2.6 Graphic User Interface

Fig. 6 displays the graphic user interface (GUI)
developed using the LabWindows software (National
Instruments). The far left boxes display the chan-
nel parameters and sample rate that can be adjusted

accordingly. In order to ensure that signal is not dis-
torted, the sample rate is set at 10k Hz. Data are ob-
tained and simultaneously stored in data files, which
is then loaded by the system to the Matlab program
for back-end analysis. The graphic interface on the
left displays two electrical impedance pulse waves and
graphic interfaces on the right exhibits the ECG sig-
nal and cuff pressure.

3. RESULTS AND DISCUSSION

3.1 Experimental Design

Demographic information of the participants was
obtained at the beginning of the experiment that in-
cludes height, weight, body mass index (BMI), body
fat, length from wrist to the middle finger, arm
length, shoulder width, waistline, and blood pres-
sure. These demographic data were then combined
with PWV parameters for statistical analysis. Ta-
ble 1 provides the demographic information of the
ten participants in this experiment. After the demo-
graphic information was measured, the participants
were asked to rest for 5 minutes, after which the mea-
surement electrodes were affixed to the participants’
bodies. The total measurement time was 5 minutes.
During the first 2 minutes, the PWV and ECG sig-
nals of the participants were collected while the par-
ticipants were in a relax state. Thereafter, the cuffs
were inflated until the participant’s blood flow was
blocked; this was maintained for 5 seconds before the
cuff was deflated, releasing the cuff pressure. Sub-
sequently, participant PWV and ECG signals were
measured for 2 minutes. Fig. 7 presents the flow
chart of this experiment.

Table 1: Basic physiological parameters of the par-
ticipants.

Mean±SD Max/Min
Height(cm) 169.5±4.27 176/163
Weight(kg) 67.29±7.98 81.8/54.6

Arm length(cm) 72.85±2.53 76/68
Shoulder width(cm) 44.4±2.33 48/41

Waistline (cm) 91.5±4.77 97.5/83
SBP(mmHg) 121.2±6.88 131/111
DBP(mmHg) 71.1±7.61 83/60
BMI(kg/m2) 23.53±2.43 78/56
Body fat(%) 18.63±4.06 27.65/19.34
Age(years) 22.9±1.79 27/21

Length of wrist to
16.41±1.16 18/14

middle finger(cm)

3.2 PWV Analysis

After data were measured, 2-minute of raw data of
pulse wave and ECG were collected, before the cuffs
were inflated and after they were deflated, for analy-
sis. Fig. 8 shows measuring electrodes and the image
of the fixed electrode on the hand. Several defined
distances are shown in Fig. 9. This experiment de-
fined three types of PWV parameters: (1) the PWV
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Fig.6: Data display and storage interface using LabWindows.

Fig.7: Experiment flowchart.

from the radial artery in the wrist to the middle finger
(wfPWV); (2) the PWV from the ECG R wave to the
middle finger (rfPWV); and (3) the PWV from the
ECG T wave to the middle finger (tfPWV) which are
computed as follows

wfPWV = Dwf/∆Twf (3)

where Dwf refers to the distance from the electrode
of the radial artery in the wrist to the electrode of
the middle finger, and ∆Twf indicates the pulse wave
time difference from the radial artery to the middle
finger shown in equation (3) and

rfPWV = Drf/∆Trf (4)

Since the distance from the aorta to the middle finger
was difficult to measure, the half the shoulder width
plus arm length equals the distance defined as Drf,
and ∆Trf represents the time difference of the peak
ECG R wave to the middle finger showed in equation
(4). The definition of tfPWV is as follows

tfPWV = Dtf/∆Ttf (5)

where Dtf = Drf , and ∆Ttf indicates the time dif-
ference of the peak ECG T wave to the middle finger.
Fig. 10 presents the pulse wave of the radial artery in
the wrist, pulse wave of the middle finger, ECG, and
a waveform with a length of approximately 3 seconds.

Table 2 shows the mean, standard deviation, max-

(a) (b)

Fig.8: (a) Measuring electrodes, (b) Photo of fixed
electrode on the wrist and finger.

Fig.9: Defined distances of Dwf , Drf , and Dtf .
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Fig.10: Measured pulse waves and ECG.

imum value and minimum value of the three types of
PWV of the participants before the cuffs were inflated
and after they were deflated. According to Table 2,
the numerical value of rfPWV was lower than that of
wfPWV. Furthermore, the rfPWV distance was the
length from the heart to the middle finger, represent-
ing the path from the aorta to the peripheral artery.
The cardiac action corresponding to the ECG sig-
nal must be determined in order to evaluate whether
rfPWV and tfPWV were substantial. According to
medical literature, the phase in which the R wave oc-
curs is the time immediately before the heart enters
the systolic phase, during which the heart has not yet
contracted. In other words, the heart does not pump
blood at this phase. T-waves occur immediately after
the heart completes the systolic phase and immedi-
ately before it enters the diastolic phase. During this
phase, the aorta pumps blood systemically because
of the recent contraction. The pulse wave measured
in this study could be verified when the troughs be-
tween two pulse waves occurred after the T wave.
Because the definition of PWV is the speed at which
a pulse wave occurs, the time reference point defined
by rfPWV is unreasonable. Therefore, rfPWV was
discarded, and only wfPWV and tfPWV were used
for analysis. The results of this analysis were as fol-
lows.

Table 2: Three types of PWV before cuff inflation
and after cuff deflation.

Status Mean±SD Max/Min

wfPWV before inflating 5.33±1.18 7.0/3.31
wfPWV after deflating 5.22±1.25 7.38/3.15
rfPWV before inflating 2.28±0.14 2.47/2.04
rfPWV after deflating 2.29±0.14 2.47/2.03
tfPWV before inflating 5.36±0.79 7.24/4.45
tfPWV after deflating 5.36±0.92 7.68/4.55

In this experiment, statistical analysis was used to
determine whether PWV differed significantly before
inflation and after deflation, and the paired sample t
test was adopted to compare the results. The paired
sample t-test employs data of the same individual
from a small sample (sample number < 30), which
were measured at two-time points. The confidence
interval was 95%. According to Table 3, wfPWV
and tfPWV were not significant. In other words, a
temporary blood flow blockage caused no significant
difference in the PWV of healthy people.

Multiple regression analysis was conducted to elu-
cidate whether the physiological parameters (e.g.,
height and weight) influenced PWV and could be
used to estimate PWV. Multiple regression analysis
is a statistical method that uses several parameters to
predict reaction variables (i.e., PWV in this study).
However, these physiological parameters were corre-
lated to PWV. Thus, the stepwise selection was se-
lected as the regression model. This model introduces
one variable at a time and examines all previously se-
lected variables after selecting a new variable into the
equation to ensure that the variables retain statistical
significance. Therefore, the regression equation for
PWV can be obtained by using these variables. Be-
fore cuff inflation, PWV was equal to the PWV mea-
sured at an ordinary state. Thus, in the subsequent
evaluations, PWV obtained before cuff inflation was
adopted to conduct statistical analysis. After analy-
sis, the variables selected for wfPWV were waistline
and height, with R = 0.893 and R2 = 0.798. The
regression equation is as follows

wfPWV = −0.195 ·Xab + 0.168 ·Xh − 5.315 (6)

where Xab and Xh denote waistline and height, re-
spectively. The variables selected for tfPWV were
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Table 3: Paired sample t-test for wfPWV and tfPWV.

Status Mean SD
Std.

Lower Upper t df Sig.(two-tailed)
Error

wfPWV before inflating
0.114 0.485 0.153 -0.233 0.462 0.745 9 0.475

wfPWV after deflating
tfPWV before inflating

0.001 0.274 0.087 -0.195 0.196 0.007 9 0.995
tfPWV after deflating

systolic blood pressure (SBP) and diastolic blood
pressure (DBP), with R = 0.898 and R2 = 0.806.
The regression equation was calculated to be

tfPWV = 0.109 ·XSBP − 0.05 ·XDBP − 4.226 (7)

XSBP represents SBP and XDBP denotes DBP.

Table 4 presents the correlation of wfPWV and tf-
PWV with various physiological parameters and indi-
cates that wfPWV and tfPWV are significantly cor-
related. Several physiological parameters were also
significant. SBP was significantly correlated to wf-
PWV and tfPWV. In addition, after the multiple
regression analysis was conducted, two physiological
parameters were used as the input variables for the
equation. According to the regression model selected
in this study, even though the other parameters could
be surmised to be correlated to PWV, the multiple re-
gression analysis indicated that they were not signif-
icant after these variables were incorporated. More-
over, the other physiological parameters may exhibit
severe collinear relationships, which may influence the
results of the regression analysis.

Table 4: Correlation coefficient table for wfPWV
and tfPWV.

Parameters wfPWV tfPWV

wfPWV 1 0.77**
tfPWV 0.77** 1
Height 0.445 0.354
Weight -0.333 -0.273

Arm length 0.426 0.778*
Shoulder width 0.08 0.092

Waistline -0.699* -0.389
SBP 0.673* 0.728*
DBP -0.34 -0.152

Heart rate -0.252 -0.763
BMI -0.624 -0.43

Body fat -0.648* -0.6
Age -0.104 0.045

Length of wrist to
0.395 0.31

middle finger

4. CONCLUSIONS

In this study, pulse waves were measured from the
finger, indicating that pulse waves can be measured
from peripheral areas of the body in addition to the
radial artery in the wrist. The pulse waves measured
from these two areas were combined with the ECG

to calculate the three types of PWV (i.e., wfPWV,
rfPWV, and tfPWV). Considering the stages of a
cardiac cycle, this study determined that the time
defined by rfPWV was inappropriate for evaluating
PWV. For the statistical analysis, a paired sample t-
test was employed, and temporary blood flow block-
age was shown to have no substantial influence on
the PWV of healthy people. Moreover, a multiple
regression analysis was employed to establish a re-
gression equation that can estimate the two types
which are wfPWV and rfPWV and determine the cor-
relation between the physiological parameters (e.g.,
height and weight) and PWV. Results showed that
the independent variables for the regression equation
of wfPWV are waistline and height (r = 0.893). While
the independent variables for the regression equation
of tfPWV are systolic and diastolic blood pressure (r
= 0.898). In addition, the correlation between other
physiological parameters such as height and PWV
was shown. wfPWV and tfPWV both have signif-
icant correlation (r = 0.770, p <0.01) and are also
associated with waist circumference, systolic blood
pressure, and body fat (r = -0.699, r = 0.673 and r =
-0.648, p <0.05 ). tfPWV and arm length (r = 0.778,
p <0.01), systolic blood pressure and heart rate are
correlated (r = 0.728 and r = -0.763, p <0.05).

During the experiment, action noise strongly influ-
enced signal quality. Thus, reduction or elimination
of action noise is necessary to improve the measure-
ment system. Moreover, in this experiment, only the
PWV of healthy people was measured. Future exper-
iments should incorporate the measurement data of
patients with cardiovascular diseases for comparison
with the data of healthy people in order to increase
the number of reference data that can be applied for
diagnosing peripheral vascular arteriosclerosis.
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ABSTRACT

This paper presents a technique to control the out-
put voltage of series-parallel (SP) topology inductive
power transfer (IPT) system by using only a con-
troller, located on the primary side. This reduces the
cost, size, complexity and loss of the system compared
with conventional IPT dual-side controllers. Asym-
metrical duty cycle control (ADC) of full-bridge in-
verters has been used to control the DC output volt-
age to its designed value. In addition, a zero volt-
age switching (ZVS) operation can be obtained at
all power levels by varying the switching frequency of
the inverter. Theoretical analysis has been performed
through mutual inductance coupling model and ver-
ified by computer simulation. Experimental results
of the circular magnetic structure IPT system with
adjustable air-gap confirm the validity of the pro-
posed controller. The system efficiency is improved
throughout the operation and the improvement be-
comes obvious as the output power is decreased.

Keywords: IPT System, SP Topology, Primary Side
Controller, ADC Control, ZVS Operation

1. INTRODUCTION

Recently, inductive power transfer (IPT) technique
has received much interest and widely adopted. This
technique allows the contactless power transfer from
the source to the load over a relatively large air gap
via magnetic fields. Due to the use of inductive cou-
pling, there is no direct physical and electrical contact
between the electric source and load, which makes
them safer and more convenient compared with the
conventional conductive power transfer. This new
technology has been used successfully in many ap-
plications such as material handling system, public
transport system, EV battery charger, consumer elec-
tronics and medical implantable devices [1-3]. Fig. 1
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shows a typical IPT system. The primary and sec-
ondary compensations are used to compensate the
reactive power required by the coils. By doing that,
the power transfer capability or system efficiency can
be increased. Thus, compensation capacitors may be
connected in series (S) or parallel (P) to the primary
coil, secondary coil, or both coils. The commonly
used compensation topologies are series-series (SS),
series-parallel (SP), parallel-series (PS), and parallel-
parallel (PP) as illustrated in Fig. 2 [4-6]. Par-
allel compensation in a primary side as in PP and
PS requires an additional inductor to form a current
source, which increase the cost and complexity of the
system. The key benefits of the SP topology com-
pared with the SS topology are that the inverter cur-
rent and the voltage stress in primary capacitor are
lower, for the same output voltage [7]. The SP topol-
ogy is selected in this paper.

To control the DC output voltage of the IPT sys-
tem, the secondary side controller is required to con-
trol the switch mode DC-DC converter located on the
load side, also known as the conventional IPT dual-
side controller [8,9] which increases the cost, size,
complexity, and loss of the system. This may cause
excessive heat and cannot be used in many applica-
tions such as implantable medical devices [10]. To
overcome mentioned drawbacks, the output voltage
control of the IPT system using only a controller lo-
cated on the primary side has been introduced with
the SS topology [11-13]. For SP topology, a load
variation may result in the non-ZVS operation if the
fixed frequency control is adopted [14]. The turn-
on switching from the non-ZVS operation unavoid-
ably affects the inverter efficiency. This is due to the
change in the reflected reactance in the primary cir-
cuit, related to the primary resonant frequency. Be-
cause of its simple control and easy implementation,
the ADC control is a common technique chosen in
many full-bridge inverters. However, non-ZVS oper-
ation may occur during the adjustment of the duty
cycle of the inverter voltage.

This paper presents an output voltage control
method of SP topology IPT systems using only the
primary side controller where the variable frequency
ADC control of a full-bridge inverter is applied. The
DC output voltage can be controlled to its designed
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value by adjusting the duty cycle of the inverter volt-
age while the ZVS operation is maintained by varying
the switching frequency. The removal of the DC-DC
converter and controller in the secondary circuit re-
duces the cost, size and complexity of the system.
The efficiency can be improved over the fixed fre-
quency ADC control. Theoretical analysis of the non-
ZVS mode due to load and angle variations has been
performed, and verified by computer simulation and
experimental results.

2. THEORETICAL ANALYSIS

The non-ZVS operation due to the load and alpha
angle (α) variations has been analyzed in this section
based on the mutual inductance coupling model of
the SP topology IPT system. In addition, the mini-
mum switching frequency that achieve ZVS operation
for a given load resistance and α angle has been in-
troduced.

Fig.1: Typical inductive power transfer (IPT) sys-
tem.

Fig.2: Commonly used compensation topologies.

2.1 Mutual inductance coupling model

The commonly used model for IPT system with
mutual inductance coupling model is illustrated in
Fig. 3 (a) [15]. The primary circuit is supplied by a
sinusoidal voltage source (V1). The compensation ca-
pacitors, C1 and C2, are connected in series with the
primary coil and in parallel with the secondary coil,
respectively, to form an SP topology. The coupled
coil has mutual inductance M and self-inductance L1

and L2. The winding resistance of both coils are de-
noted as R1 and R2. RL is the load resistance. The
induced voltage in both coils are shown in series with
the coil’s inductance.

Since R2 ≪ ωL2, the secondary coil impedance
⇀

Z2 ≈ jωL2. Using the source transformation, the
resistance R2 is combined with the load resistance
RL as,

R′
L =

RL(R
2
2 +X2

L2)

R2RL + (R2
2 +X2

L2)
(1)

The system is transformed from Fig. 3 (a) to 3 (b).
At resonant frequency, the load voltage can be ob-
tained by,

⇀

ZL =
M

⇀

I 1R
′
L

L2
(2)

Thus, the secondary current in Fig. 3 (a) is calculated
as,

⇀

I 2 =
jω02M

⇀

I 1 −
⇀

V L

R2 + jω02L2
(3)

Fig.3: Mutual inductance coupling model of the SP
topology IPT system.

The reflected impedance referred to the primary cir-
cuit can be obtained by dividing the primary induced
voltage by the primary current as [15],

⇀

Zr =
−jω02M

⇀

I 2
⇀

I 1

(4)
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Substituting (3) into (4) resulted in,

⇀

Zr =
ω2
02M

2(R2 +R′
L)− jω02M

2(ω2
02L2 −R′

LR2/L2)

R2
2 + ω2

02L
2
2

(5)
From (5), the reflected resistance and capacitance
which are connected in series with the primary wind-
ing as shown in Fig. 3 (c) can be defined in (6) and
(7), respectively.

Rr =
ω2
02M

2(R2 +R′
L)

R2
2 + ω2

02L
2
2

(6)

Xcr =
ω02M

2(ω2
02L2 −R′

LR2/L2)

R2
2 + ω2

02L
2
2

(7)

From Fig. 3 (c), the primary resonant frequency and
the reflected capacitance can be calculated as,

ω01 =
1√

L1

(
c1cr

c1 + cr

) (8)

and,

Cr =
1

ω02Xcr
(9)

From (7) - (9), the load variation affects the value
of the reflected capacitance. This causes the primary
resonant frequency to change. The ZVS and non-ZVS
operating regions are illustrated in Fig. 4. If the
switching frequency (fs) is fixed as indicated by the
solid line, the non-ZVS operation will occur when the
load resistance is decreased. This is the case where
the switching frequency becomes lower than the pri-
mary resonant frequency. In other words, the system
will operate in non-ZVS mode if the load resistance
is decreased from its designed value of 50 Ω. In addi-
tion, the non-ZVS operation is rather sensitive to the
reduction of the load resistance or with the increment
of the magnetic coupling coefficient (k).

2.2 Asymmetrical duty cycle (ADC) control

The ADC control is one of commonly used controls
for a full-bridge inverter. Gate signals and output
voltage waveforms obtained from the ADC control are
shown in Fig. 5. The gate signals VG4 and VG2 are
identical to VG1 and VG3 signals, respectively. Each
pair of the switches operates in the complementary
manner. Thus, the alpha angle (α) of the inverter
output voltage (Vinv) is controlled by adjusting the
duty cycle (D) of VG1. The amplitude and phase
of the fundamental component (v1) of the inverter
output voltage, can be obtained by∣∣∣∣⇀V1

∣∣∣∣ = 4VDC

π
cos
(α
2

)
(10)

and

ϕv1 =
α

2
(11)

where ϕv1 is a phase difference between the inverter
voltage and its fundamental component as shown in
Fig. 5. Taking the rising edge of an inverter volt-
age as a reference, the voltage v1 always leads vinv or
ϕv1 ≥ 0. The primary circuit current is represented
by i1 as shown in Fig. 5 where ϕi1 is a phase dif-
ference compared with the inverter voltage. From (2)
and (10), the relationship between the output voltage
(VL) and the duty cycle (D) of the inverter voltage
can be expressed as,

∣∣∣∣⇀V1

∣∣∣∣ = 4VDCMR′
L cos [(0.5−D)× 180◦]

πL2(R1 +Rr)
(12)

Clearly, the magnitude of the output voltage is at its
maximum at D = 0.5 and decreases with the duty
cycle. By adjusting the duty cycle, the magnitude
of the output voltage can be controlled. From Fig.
3 (c), the input impedance as seen from the voltage
source is calculated as,

Fig.4: Non-ZVS operation due to load variation.

⇀

V in = (R1 +Rr) + j(XL1 −XC1 −Xcr) (13)

The phase angle is obtained by,

θ⇀
Z in

= tan−1

 Im{
⇀

Z in}

Re{
⇀

Z in}

 (14)

In a typical operation, most IPT systems are con-
nected with high quality factor (Q) circuit. The in-
verter voltage and primary current can be approxi-
mated by the fundamental components, (v1) and (i1).
Thus, ϕi1 can be approximately estimated as,

ϕi1 = ϕv1 − θ⇀
Z in

(15)
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Fig.5: Gate signals and output voltage waveform of
the full-bridge inverter with ADC control.

In Fig. 5, the condition for a ZVS operation is that
the primary current lags the inverter voltage or,

ϕi1 ≤ 0 (16)

Fig.6: Non-ZVS operation due to α angle variation.

The plot of ϕi1 against the α angle is shown in
Fig. 6 where the targeted load resistance is at 50 Ω.
As seen from the plot, primary current will lead the
inverter voltage (ϕi1 > 0) when α angle is higher than
0◦ which cause the non-ZVS operation. The phase
difference ϕi1 is increased with the α angle. When the
load resistance is decreased from its designed value,
ϕi1 becomes greater than 0◦ even at α = 0◦. For
a given α angle and load resistance, the minimum
switching frequency that achieve the ZVS condition
(ϕi1 = 0◦) can be calculated as,

fs,min =

A+

√
A2 + 4

{
C1

(
L1 −

M2

L2

)}
4π

[
C1

(
L1 −

M2

L2

)] (17)

and A =
C1M

2RL tan
(α
2

)
L2
2

(18)

As seen from the plot of fs,min against α angle in
Fig. 7, to maintain the ZVS operation, the switching
frequency must be increased from the primary reso-
nant frequency after the α angle is increased. The
fs,min is increased with the α angle. Moreover, high
value of the load tends to require a higher switching
frequency to achieve ZVS operation.

3. VERIFICATION

To verify the proposed control and analysis, a com-
puter simulation is performed. Fig. 8 shows a cir-
cuit used in the simulation consisted of a DC voltage
source, full-bridge inverter, coupled coils, compensa-
tion capacitors and a resistive load. The circuit para-

Fig.7: Minimum switching frequency to achieve a
ZVS operation.

Fig.8: Simulation circuit.
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meters used in the simulation are listed in Table 1.
Simulation waveforms of the IGBT voltage (V G1),
IGBT current (I G1), inverter voltage (V inv) and in-
verter current (I inv) at various load resistance and α
angle are illustrated in Figs. 9 - 13. In Fig. 9, when
the load resistance is at the designed value (50Ω) and
the α angle is set to 0◦, the ZVS operation is achieved.
The primary current is essentially in-phase with the
inverter voltage causing a phase difference ϕi1 to be at
0◦. The system is operated at the primary resonant
frequency. When the load resistance is decreased to 1
Ω while α and fs remain unchanged, the non-ZVS op-
eration occurs as displayed in Fig. 10. The primary
current slightly leads the inverter voltage and ϕi1 be-
comes positive. This is an agreement with the results
shown in Fig. 4. When the angle is increased from 0◦

to 90◦, non-ZVS operation also occurs as illustrated
in Fig. 11. This agrees with the results observed in
Fig. 6. Fig. 12 depicts a non-ZVS operation when
RL is decreased from 50Ω to 10Ω and α is increased
from 0◦ to 135◦ while fs is fixed at 63.5 kHz. By
increasing the switching frequency to 66.68 kHz, as
obtained from (17), the system can be restored to
operate under ZVS condition as shown in Fig. 13.
This verifies the previous theoretical analysis.

Fig.9: Simulation results of a ZVS operation (RL=
50 Ω, α = 0◦ and fs = 63.5 kHz).

Fig.10: Simulation results of a non-ZVS operation
(RL= 1 Ω, α = 0◦ and fs = 63.5 kHz).

4. PROPOSED CONTROLLER

From the previous section, the non-ZVS operation
occurs when the load resistance is decreased from the
designed value or when α angle is increased from 0◦

Fig.11: Simulation results of a non-ZVS operation
(RL= 50 Ω, α = 90◦ and fs = 63.5 kHz).

Fig.12: Simulation results of a non-ZVS operation
(RL= 10 Ω, α = 135◦ and fs = 63.5 kHz).

Fig.13: Simulation results of a ZVS operation (RL=
10 Ω, α = 135◦ and fs = 66.68 kHz).

Fig.14: Overall system of the proposed controller.
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Fig.15: Flowchart for the microcontroller.

while the system is operating at a fixed frequency.
However, by increasing the switching frequency, the
inverter is operated under ZVS mode. Therefore, the
controller proposed in this paper is based on a vari-
able frequency control. Fig. 14 shows the overall
system of the proposed controller. The primary cir-
cuit is supplied by a full-bridge inverter to produce
the high frequency voltage. The induced voltage on
the secondary side is then rectified using a full-wave
rectifier. The aim of the proposed controller is to con-
trol the DC output voltage at the desired value un-
der ZVS mode of operation. The variable frequency
asymmetrical duty cycle (ADC) control of the full-
bridge inverter is used in the proposed method. To
regulate the DC output voltage, the α angle of the
inverter voltage (Vinv) is controlled by adjusting the
duty cycle of the gate signal VG1. The switching
frequency of the inverter circuit is adjusted for the
ZVS operation. As shown in Fig. 14, signals being
fed back to the controller are the DC output voltage
(Vout), inverter current (I inv) and gate signal (VG1).
The phase of the inverter current is obtained by a
zero current detection (ZCD) circuit. The gate signal
VG1 represents the phase of the inverter voltage. The
flowchart of the proposed controller is shown in Fig.
15. The phase difference between the inverter volt-
age and current (ϕi1) is obtained by using an input
capture function of the microcontroller. The analog
to digital function is used to obtain the value of the
DC output voltage (Vout). First, a ZVS condition
(ϕi1 ≤ 0) is checked. If the system is operating under
the non-ZVS mode, the controller will increase the
switching frequency until the ZVS mode is achieved.
Then, output voltage condition is checked. If DC out-
put voltage is lower than the reference voltage (Vref),
the controller increases the duty cycle of VG1 to in-
crease the output voltage. On the other hand, if the

DC output voltage is higher than the reference value,
the controller will decrease the duty cycle of VG1 to
reduce the DC output voltage to the desired value.
The process of the duty cycle adjustment stops when
the output voltage is equal to the reference voltage.

The steps for duty cycle and switching frequency
adjustments, as shown in Fig. 15, are empirically
obtained where the optimum response is taken into
consideration. The switching period of the inverter is
denoted by “T” while “e” is an error from the compar-
ison between the output and reference voltages. Since
the primary quality factor (Q1) is relatively high, its
bandwidth is narrow. The change in frequency is very
sensitive to the phase difference between the inverter
voltage and current (ϕi1). The minimum step of the
switching period variation is chosen at 33.9 ns, which
is the smallest achievable step of the chosen micro-
controller. Larger values of the frequency step may
cause an increase in ϕi1, resulted in sacrificed system
efficiency and output power. To improve the system
response, the changing step for the duty cycle is de-
pendent on the error (e). A large changing step causes
an overshoot in the response. If the changing step is
too small, it may take longer for the response to reach
the steady state.

5. EXPERIMENTAL RESULTS

To validate the proposed controller, an experimen-
tal setup, as shown in Fig. 16, has been implemented.
Experiments of output voltage control due to step
change in reference voltage and air gap have been
performed.

5.1 Design of a coupled coil

The design objective is to send an output power
(Pout) of 200 Watt to a 20 Ohm load resistance (RL)
with

Fig.16: Experimental setup.

90% efficiency (η) from a 30 Volt DC input voltage
(VDC) with the switching frequency (fs) at 63.5 kHz.
The design constraints are:
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Table 1: Measured circuit parameters at 6 cm air-
gap.

Parameters Value
L1 104.1 µH
L2 105.8 µH
M 40.07 µH
k 0.38
R1 0.25Ω
R2 0.25Ω

1) Primary coil is identical to secondary coil (L1 =
L2 and R1 = R2).

2) The system is operating at secondary resonant fre-
quency (fs = f02).

3) Quality factor of the primary circuit is high (Q1

> 10).

From the design objective and constraints, coupled
coils are designed as follows,

At first, the required magnitude of primary current
is calculated from, ∣∣∣∣⇀I 1

∣∣∣∣ = πPout

2ηVDC
(19)

=
π(200)

2(0.9)(30)
= 11.64 A

From (19), the diameter of a conduction wire is se-
lected for the designed current. The required mag-
netic coupling can be obtained by using the calculated∣∣∣∣⇀I 1

∣∣∣∣ as,
k =

√√√√√ 2Pout∣∣∣∣⇀I 1

∣∣∣∣2 RL

(20)

=

√
2(200)

(11.64)2(20)
= 0.384

Next, the minimum value of the primary coil’s in-
ductance for high primary quality factor can be cal-
culated as,

L1,min =
20VDC

π2f02

∣∣∣∣⇀I 1

∣∣∣∣ (21)

=
20(30)

π2(63.5k)(11.64)
= 82.25 µH

The exact value of the coil’s inductance is depen-
dent on the air gap. The more air gap distance, the
greater the inductance needed to achieve the required
magnetic coupling. The maximum value of coil’s re-
sistance with the primary quality factor higher than
10 can be obtained by using the calculated L1,min as,

R1,max =
2(Pout/η − Pout)[∣∣∣∣⇀I 1

∣∣∣∣2 + k2
∣∣∣∣⇀I 1

∣∣∣∣2 (1−RL/2πf02L1,min)

]
(22)

From (22), the calculated value of R1,max is 0.31 Ω.
From all the calculated design values, the coupled coil
can be implemented. Due to the advantage of scal-
able function, the coupled coil with circular magnetic
structure has been used in this paper. The ferrite ar-
rangement has been selected from the highest value of
ferrite utilization as introduced in [16]. The litz-wire
made from 50 of AWG 31 wires is used as the conduc-
tion wire. The primary and secondary coils are made
identical and consist of 16 turns of litz-wire. Each
coil has 12 pieces of ferrite bars attached, as shown
in Fig. 16. The measured circuit parameters at 6
cm air gap are listed in Table 1. The load resistance
used in the experiment is 20 Ω. The secondary reso-
nant frequency is 63.5 kHz. The DC input voltage is
maintained at 30 V.

5.2 Output voltage control

Experimental results of output voltage control un-
der a step change of the reference voltage are shown
in Figs. 17 - 20. For comparison purpose, the results
from both fixed and variable frequency ADC control
are shown in both ZVS and non-ZVS operations. Ex-
perimental results of the DC output voltage control
with a step change in the reference voltage from 63
to 40 V are shown in Figs. 17 and 18, for fixed and
variable frequency ADC control, respectively. At the
beginning of operation, the DC output voltage is set
to 63 V where α = 0◦ and fs = 63.5 kHz. The ZVS
operation is achieved since the primary current is in-
phase with the inverter voltage as shown in Figs. 17
(b) and 18 (b). Then, the reference voltage is changed
to 40 V. The DC output voltage is decreased to 40
V for both fixed and variable frequency ADC control
by automatically decreasing the duty cycle of an in-
verter voltage. In Fig. 17 (c), the non-ZVS operation
occurs as seen from the leading phase of an inverter
current compared with the inverter voltage. In fact,
the α angle is
greater than 0◦ and the switching frequency is fixed.
However, by the use of the proposed variable fre-
quency ADC control, the ZVS operation can be ob-
tained by automatically increasing the switching fre-
quency. This results in a lagging phase of the primary
current as shown in Fig. 18 (c). Figs. 19 and 20 show
the step response of DC output voltage with a step
increase in the reference voltage from 30 to 50 V. At
the beginning of operation where DC output voltage
is set to 30 V, the non-ZVS operation occurs as shown
in Figs. 19 (b) and 20 (b). This is due to α > 0◦ and
fs is fixed at 63.5 kHz. Then, Vref is instantaneously
increased to 50 V. The DC output voltage is increased
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Fig.17: (a) Experimental results of non-ZVS opera-
tion due to output voltage control with fixed frequency
(Step decrease in output voltage reference from 63 to
40 V).
(b)Magnified version of inverter voltage and current

under Vref = 63 V.
(c)Magnified version of inverter voltage and current

under Vref = 40 V.

Fig.18: (a) Experimental results of ZVS operation
due to output voltage control with variable frequency
(Step decrease in output voltage reference from 63 to
40 V).
(b)Magnified version of inverter voltage and current

under Vref = 63 V.
(c)Magnified version of inverter voltage and current

under Vref = 40 V.

Fig.19: (a)Experimental results of non-ZVS opera-
tion due to output voltage control with fixed frequency
(Step increase in output voltage reference from 30 to
50 V).
(b)Magnified version of inverter voltage and current

under Vref = 30 V.
(c)Magnified version of inverter voltage and current

under Vref = 50 V.

Fig.20: (a)Experimental results of ZVS operation
due to output voltage control with variable frequency
(Step increase in output voltage reference from 30 to
50 V).
(b)Magnified version of inverter voltage and current

under Vref = 30 V.
(c)Magnified version of inverter voltage and current

under Vref = 50 V.
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Fig.21: (a)Experimental results of ZVS operation
due to output voltage regulation with variable fre-
quency (Step decrease in air gap from 6 to 4 cm).
(b)Magnified version of inverter voltage and current

under Air gap = 6 cm.
(c)Magnified version of inverter voltage and current

under Air gap = 4 cm.

Fig.22: Experimental results of output voltage re-
sponse when changing step of duty cycle in the mi-
crocontroller is increased.

to 50 V by varying the duty cycle of the inverter volt-
age. The non-ZVS operation is observed in the sys-
tem with fixed frequency ADC control as shown in
Fig. 19 (c). With the proposed variable frequency
ADC control, a ZVS operation can be obtained by
automatically increasing the switching frequency as
seen in Fig. 20 (c).

The change in air gap causes the magnetic cou-
pling (k) to change which results in the output volt-
age variation. However, with the proposed controller,
the output voltage can be regulated. For example, if
the air gap is decreased then, the coupling coefficient

k is increased. This causes the output voltage to be
reduced. From the flowchart in Fig. 15, the duty
cycle must be increased to adjust the output voltage
while keeping the system operation under ZVS mode
through switching frequency variation. The experi-
mental results of DC output voltage regulation for a
case of air gap distance change is shown in Fig. 21.
The reference voltage is set to 30 V. As the coefficient
k is increased from 0.38 to 0.52 by decreasing the air
gap from 6 cm to 4 cm. The output voltage is de-
creased at the beginning. Then, it is restored to 30 V
with ZVS operation by automatically increasing the
duty cycle and the switching frequency. Thus, from
all the results as shown in Figs. 17 - 21, the proposed
controller can be validated.

Fig. 22 shows the output voltage response when
the duty cycle step is increased from 0.02 to 0.2.
The output voltage response has higher overshoot
and longer settling time compared with the results
in Fig. 18. This is due to the inappropriate duty
cycle changing step. As stated earlier, the empirical
method has been used to select the changing step for
simplicity. An optimal controller design and system
stability analysis will be carried out as a future work.

The efficiency comparison of the ADC control with
fixed and variable frequency for the same angle and
output power is shown in Fig. 23. The efficiency of
a variable frequency control is higher than the fixed
frequency control for all α angle due to a lower turn-
on switching loss. With α = 0◦, both controls have
the same efficiency at 74.3%. Once the output power
is decreased, indicated by an increase in the α angle,
the difference becomes obvious. At α = 135◦, the
efficiency of the proposed variable frequency control
is 13.7% higher.

6. CONCLUSION

The output voltage control of the SP topology IPT
system using a primary side controller is proposed in
this paper. The absence of the DC-DC converter and
secondary side controller reduces the cost, size and
complexity of the system. The ADC control method
is implemented on a full-bridge inverter to control
the DC output voltage through the inverter voltage.
In addition to the ZVS operation, the switching fre-
quency of the inverter circuit is also varied. Theoret-
ical analysis of the non-ZVS mode due to load and α
angle variations has been performed based on mutual
inductance coupling

model. Simulation and experimental studies are per-
formed. Experimental results of the DC output volt-
age control due to reference voltage and magnetic
coupling variations validate the proposed controller.
The system efficiency is improved and become ob-
vious as the output power is reduced. The optimal
controller design and system stability analysis will be
carried out in our future work.
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Fig.23: Experimental results of the efficiency com-
parison between fixed and variable frequency control.
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Enhanced Running Spectrum Analysis for
Robust Speech Recognition Under Adverse
Conditions: Case Study on Japanese Speech

George Mufungulwa1 , Hiroshi Tsutsui2 ,

Yoshikazu Miyanaga3 , and Shin-ichi Abe4 , Non-members

ABSTRACT

In real environment, many noises degrade the per-
formance of Automatic Speech Recognition (ASR)
systems. In addition, in case of similar pronuncia-
tions, it is not easy to realize high accuracy of recog-
nition rate. From this point of view, our work envis-
aged an enhanced processing algorithm into speech
modulation spectrum as Running Spectrum Analy-
sis (RSA). It is also adequately applied to observed
speech data. In the envisaged method, a modula-
tion spectrum filtering (MSF) method directly mod-
ifies the observed cepstral modulation spectrum by
Fourier transform of the cepstral time frequency. The
method and experiments carried out for various pass-
bands had favorable results that showed the improve-
ment of about 1-4 % recognition accuracy as com-
pared with current conventional methods.

Keywords: MFCC, HMM, ASR, RSF, RSA

1. INTRODUCTION

The fundamental stages in speech recognition are
speech feature extraction and feature matching. Var-
ious speech features, including ones from linear pre-
diction coding (LPC) [1-4], time-varying linear pre-
diction coding (TVLPC) [5], mel frequency cepstral
coefficients (MFCC) [6-9] among others, have been
used to model speech recognition either singularly or
collectively in improving speech recognition accura-
cies. MFCC, which is based on spectral content of
the signal and can be considered as one of the stan-
dard method for feature extraction [10] is opted for
use in our study.

Speech recognition systems often suffer from mul-
tiple sources of variability due to corrupted speech
signal features [11]. In compensating for distortions,
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most speech recognizers use normalization methods
and noise filtering techniques in conjunction with
voice activity detection (VAD) techniques. Improved
accuracy in noise robust speech recognition can be re-
alized by processing speech using running spectrum
filtering (RSF)[12, 13], for example. The downside, is
high computation costs and high demand on memory.

In recent past, several typical methods relating to
the use of modulation spectrum features for noisy
speech recognition have been developed [14–16]. Run-
ning spectrum analysis (RSA) is not only an effective
technique for reduction of noise on the modulation
spectrum domain (MSD)[17] but it can also be de-
ployed to realize ideal processing [18].

Although running spectrum analysis (RSA) is a
well known method focusing on modulation spec-
trum, it has mostly been applied for automatic
continuous speech recognition [19]. Furthermore,
in speech communication, its application has been
mainly focused on frequency components in the range
of 2-8 Hz because this range contains the domi-
nant components of the amplitude envelope of speech
[20][21]. Modulation frequency band higher than 8 Hz
can be regarded as miscellaneous noise components or
such unnecessary speech components for recognition
as speaker’s characteristics such as tone, pronuncia-
tion, etc [22].

However, this work presented a novel noise-robust
feature extraction framework that leveraged the tech-
nique of RSA on isolated phrase recognition. This
work was envisaged with the goal to enhance RSA for
the purpose of achieving higher recognition accuracy
for both male and female, similar and non-similar pro-
nunciation Japanese speech phrases under noisy con-
ditions. Robust speech features realized using this
method can be required in many applications, in-
cluding modelling for analysis/synthesis and recogni-
tion of isolated utterances with “Listen/Not-Listen”
states. Situations in which this method can be ap-
plied include tasks that require human machine in-
terface such as automatic call processing in telephone
networks and query based information systems such
as voice dictation, stock price quotations, [23] among
others. Authors assume that the proposed method
performance relates with gender just as recognition
accuracy can be influenced by the signal-to-noise ra-
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tio (SNR) which the authors aim to ascertain.
In this study, the work applied running spectrum

analysis (RSA) on modulation spectrum for noise ro-
bust speech recognition of adequately selected fre-
quency components. The noise effect was dealt with
filtering the range of frequency components, 1-7 Hz,
1-15 Hz, 1-35 Hz and 1-40 Hz in the modulation spec-
trum domain. Further, it is argued that the expected
speech recognition accuracy can be improved when
modulation spectrum filtering (MSF) directly modify
the cepstral modulation spectrum (CMS) [16] which
is specifically referred to as the Fourier transform of
the cepstral time sequence.

Although hidden Markov modelling (HMM) based
approaches require training in automatic speech
recognition (ASR) systems, the HMM method has
been widely used. Since there are several noise re-
duction methods and speech enhancement methods
against any noises, almost all of ASR systems using
HMM and noise reduction can show higher accuracy
of speech recognition rate than that given by a con-
ventional standard HMM based ASR.

The rest of the paper is organized as follows. In
Section 2, the proposed system is explained. In Sec-
tion 3, performance of proposed method is evaluated.
In the same section, experimental conditions are ex-
plained and the results stated. Section 4 discusses
the results and in Section 5 which is the conclusion
compares the enhanced RSA over the RSF.

2. PROPOSED SYSTEM

The motivation of this study is to evaluate the ef-
fectiveness of the enhanced running spectrum anal-
ysis (RSA), which is explained later, as it compares
with running spectrum filtering (RSF). RSA is the
processing of speech over modulation spectrum do-
main. Linguistically dominant factors of the speech
signal may occupy different parts of the modulation
spectrum than do some non-linguistics factors such
as steady additive noise [24]. A proper processing
of modulation spectrum of speech may improve qual-
ity of noisy speech. Investigations on possibilities of
the modulation spectrum domain for enhancement of
noisy speech [25][26] support the dominance of modu-
lation spectrum components in the vicinity of 2-8 Hz
in speech communication.

We now explain the effect of noise in running and
modulation spectrum domains.

For standard speech information processing, the
frame concept has been applied. The 256 sample
point length frame is first defined and using this
frame, a short time speech waveform is extracted.
For the short time speech waveform, a speech power
spectrum is calculated as a typical speech analysis.
The frame is shifted with 128 points and then many
short time speech waveforms can be obtained. Run-
ning spectrum is defined as the time trajectory in
frequency domain. It consists of many speech power

spectra given from short time frames. The modu-
lation spectrum is defined as the spectrum in time
varying of short-time running spectrum.

Figures 1(a) and 1(b) show the power spectra of
clean speech and speech with additive white noise at
10 dB SNR for a Japanese phrase /genki/. Both spec-
tra are calculated from short time speech waveforms.
These figures indicate that the dynamic range on a
power spectrum of a noisy speech is smaller than
that of a clean spectrum. In addition, some of the
power spectrum characteristics are unobservable un-
der noisy conditions. Figure 1(c) shows the running
spectrum of clean speech while Figure 1(d) shows the
running spectrum of noisy speech of the same phrase
/genki/. There are three axes, i.e., frequency axis,
frame number axis and power amplitude axis.

When we observe the data on the frame number
axis, the frequency is fixed to a specific value, its data
can be recognized in the time domain. They can be
applied by using fast Fourier transform (FFT). After
such FFT is applied to all frequencies, we can get
new 3-d data in the modulation spectrum domain.
Modulation spectrum of the noisy signal is shown in
Figure 1(f) and the modulation spectrum of the clean
speech is shown in Figure 1(e).

Fig.1: Power spectra of (a) clean speech, and (b)
noisy speech phrase /genki/ with white noise at 10
dB SNR. Running spectrum of (c) clean speech and
(d) noisy speech. Modulation spectrum of (e) clean
speech and (f) noisy speech with RSF
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Figure 2 shows the proposed system for which re-
sults and analysis are presented in Section 3. The
left side of the figure shows the processes for male
speakers while the right side of the same figure shows
processes for female speakers. For each gender case,
two output models for similar pronunciation (SP) and
non similar pronunciation (NSP) respectively are re-
alized. In the proposed system, there are four differ-
ent kinds of filtering in RSA. The optimal filtering of
RSA is applied for male and female speakers, SP and
NSP.

In Figure 2, noisy speech at different signal-to-
noise ratio (SNR) is input into a short-term energy
(STE) based VAD for the purpose of retaining speech
segments with sufficient energy while eliminating seg-
ments classified as noisy as well as silent. As in the
case of training, the speech features are extracted us-
ing the standard MFCC as spectral analysis. A HMM
based automatic speech recognition (ASR) system is
utilized for testing. The gender of speaker (male or
female) as well as the speech type, SP or NSP for each
gender case are decided. This process results in four
outputs; male SP, male NSP, female SP and female
NSP, respectively. For each gender and speech type
combination, the speech signal is passed through a
voice activity detection (VAD) process in order to re-
tain segments with speech activity or segments with
high energy while eliminating segments with back-
ground noise or the ones with less energy prior to
feature extraction.

Figure 3 shows the feature extraction process us-
ing fast Fourier transform (FFT) based MFCC with
running spectrum filtering (RSF) for log spectra as a
noise reduction technique.

In figure 3, it is shown that in order to obtain
mel cepstrum, speech data is initially pre-emphasized
and the pre-emphasized speech waveform in time do-
main is frame-blocked and windowed with a pre-
defined analysis window. Later, fast Fourier trans-
form (FFT) is computed. The magnitude of the out-
put is then weighted by a series of mel filter frequency
responses whose center frequencies and bandwidth
roughly match those of auditory critical band filters
[27]. The FFT bins are later combined so that each
filter has unit weight. From the weighted sums of all
amplitudes of signals, a vector is obtained by loga-
rithmic amplitude compression computation. RSF is
then applied before transforming the result to MFCC
parameter by discrete cosine transform (DCT).

The performance of most if not all speech/audio
processing methods is crucially dependent on the ro-
bustness of the extracted speech features. The ac-
curacy of automatic speech recognition remains one
of the important research challenges [23]. Most cur-
rent feature extraction methods are still vulnerable
against certain noises such as car noise [28].

Figure 4 shows the MFCC feature extraction pro-
cess with running spectrum analysis (RSA). After

spectral analysis, RSA is applied to realize the mod-
ulation spectrum. After which stage the process is
as explained under feature extraction with RSF. In
both cases, the features are trained into HMM, re-
spectively.

In this paper, different types of enhanced RSA
were selected for male and female speakers under
noisy conditions.

During our preliminary study, among the RSA
type (c) and type (f) were found to be better per-
formers for male NSP and for SP respectively. Our
study have also shown that, for example, in the case
of female NSP, RSA with type (h) is better performer
at high noise while type (c) and type (d) perform bet-
ter at low noise. Similarly, for female SP, RSA with
type (c) and type (h) were found to be better per-
formers at high noise while type (d) performed bet-
ter at less noise, respectively. The candidate of results
with male or female speech are selected based on the
maximum likelihood of HMM. Under noisy conditions
different types of RSA show different performance for
male and female speakers.

The proposed RSA differs from the one discussed
in [19], for example. The former focuses on modula-
tion frequency range of 2-8 Hz. However, in this study
we evaluate the performance of several RSA types
shown in Table 1. Table 1 shows 8 RSA passband
specifications whose different sets of values are given
as examples of filtering. In the modulation spectrum,
it is possible to see the frequency range of the power
concentration for each phrase and thereby help to de-
cide which RSA type is most suitable. Each passband
has a low cut-off frequency (LCF), and a high cut-
off frequency (HCF). The difference between the two
frequencies represents the number of frequency com-
ponents over the modulation spectrum domain that
are to be processed. In this way, we aim to deter-
mine the performance of new RSA over that of RSF
by changing parameters such as; i) the number of fre-
quency components (7, 15, 30, or 40 components),
ii) the type of speaker (male or female), and iii) the
signal-to-noise ratio (SNR) (10 dB, 15 dB, or 20 dB).

Table 1: RSA passband specifications
RSA Type LCF (Hz) HCF (Hz)

(a) 1 7
(b) 1 15
(c) 1 35
(d) 1 40
(e) 0.5 7
(f) 0.5 35
(g) 0.1 7
(h) 0.1 35

3. EXPERIMENTAL RESULTS

3.1 Objectives of the Experiments

The first objective of the experiments is to com-
pare the performance of the proposed enhanced RSA
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Fig.2: Proposed system.

Fig.3: Feature extraction with RSF.

to that of RSF on similar and non-similar Japanese
pronunciation phrases. The second objective is to
evaluate how the performance relates to gender. The
main method used for speech enhancement is filter-
ing. We have evaluated the adaptability of our pro-
posed RSA over modulation spectrum and compared
its results to those of RSF. In this study, RSF is em-
ployed to act as the basis for comparing the tendency
and to determine better performing RSA types at the
given SNR for both gender.

3.2 Simulation parameters and conditions of
experiments

Table 2 shows the simulation parameters.

Fig.4: Feature extraction with RSA.

Training sets of 30 male speakers and 30 female
speakers, each speaker uttering 6 similar phrases and
100 Japanese common phrases, respectively, and each
phrase repeated 3 times, are used for the front-end
feature extraction and 32-states isolated phrase hid-
den Markov modeling (HMM) in training. Testing
sets consisting of 10 male speakers and 10 female
speakers (not used in training), with each speaker
uttering 6 similar phrases and 100 Japanese common
phrases and each phrase repeated 3 times respectively
are utilized.

The speech sample is 11.025 KHz and 16-bit
quantization. Frame-by-frame, 38-dimensional FFT
based MFCC feature vectors are extracted after pre-
emphasis and Hanning windowing. In the testing
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Table 2: The condition of speech recognition exper-
iments

Parameter name Parameter value/type
Sampling 11.025 kHz (16-bit)
Frame length 23.2ms (256 samples)
Shift length 11.6ms (128 samples)
Pre emphasis 1−0.97z−1

Windowing Hanning window
Speech bi(i = 1, . . . , 12)
Feature ∆bi(i = 0, . . . , 12),
vectors ∆2bi(i = 0, . . . , 12),
Training Set 30 male , 30 female

3 utterances each
Tested Set 10 male, 10 female,

3 utterance each
Acoustic Model 32-states isolated phrase HMMs
Noise 4 types from NOISEX-92
varieties (white,pink, HF radio channel,

babble)
SNR 10 dB, 15 dB, 20 dB
Filtering RSF, RSA,
methods

stage, 10 dB, 15 dB, and 20 dB of the 4 types of
noises are artificially added to the original speech. We
compare the performance of proposed enhanced RSA
of specified passbands to those by RSF under 4 types
of noises; white, pink, HF channel and babble noises
in MATLAB (R2014a) software. Under the stated
conditions, we measure the average recognition rates
for 10 speakers on RSF and 8 enhanced RSA pass-
band specifications given as Types (a) to Type (h) at
10 dB 15 dB, and 20 dB SNR.

Table 3 shows the average recognition accuracy for
100 Japanese common male speech phrases. Table 4
shows the average recognition accuracy for Japanese
similar pronunciation male speech phrases. Table
5 shows the average recognition accuracy for 100
Japanese common female speech phrases. Table 6
shows the average recognition accuracy for Japanese
similar pronunciation female speech phrases.

3.3 Simulation results and analysis

Analysis is carried out for the Japanese common
and similar phrases databases. We use gender (male
and female) and 4 SNR (at 10 dB, 15 dB, and 20
dB) as variables. Results analysis focuses on the per-
formance of the enhanced RSA types on the vari-
ous acoustic measures. The 4 kinds of noises used
in the experiments are based on Signal Processing
Information Base (SPIB) noise data measured in
field by Speech Research Unit (SRU) at Institute for
Perception-TNO, Netherlands, United Kingdom, un-
der the project number 2589-SAM (Feb. 1990) In this
paper the model formulation is as follows: the model
uses FFT based MFCC coefficients consisting of 38-
dimensional feature vectors. The 38-parameter fea-

ture vector consisting of 12 cepstral coefficients (with-
out the zero-order coefficient) plus the corresponding
13 delta and 13 acceleration coefficients is given by
[b1b2 . . . b12∆b0∆b1 . . .∆b12∆

2b0∆
2b1 . . .∆

2b12] where
bi, ∆bi and ∆2bi, are MFCC, delta MFCC and delta-
delta MFCC, respectively.

3.4 Results Explanations

In Table 3 at 10 dB SNR, RSA with type (c) per-
forms better (76.6 %) compared to RSF (72.5 %). At
15 dB SNR, RSA with type (c) performs better (90.1
%) compared to RSF (87.6 %). RSA with type (c)
performs better (94.9 %) than RSF (92.8 %) at 20
dB SNR.

RSA with type (c) (1 35) performs better than
RSA with type (a). For RSA with type (c), the recog-
nition accuracy results decline (from 76.6 % to 72.6 %
for type (c) and type (f) and (h), respectively) with
increase in bandwidth (for (c)(1 35), (f) (0.5 35), and
(h) (0.1 35)).

Overall, RSA with type (c) (1 35) performs better
at the given SNR.

In Table 4 RSA with type (f) performs better (69
%) than RSF (58 % ) at 10 dB SNR. RSA with types
(f) and (h) perform better (67 %) than RSF (60 %)
at 15 dB SNR. RSA with types (f) and (h) perform
much better (73 %) than RSF (66 %) at 20 dB SNR.

At 10 dB, increase in bandwidth from RSA with
type (f)(0.5 35) to RSA with type (h)(0.1 35) there is
a slight decline in recognition accuracy of 1 % (from
69 % to 68 %). On the other hand, at 15 dB and 20
dB SNR similar increase in bandwidth of RSA with
type (f)(0.5 35) to that of RSA with type (h) (0.1 35)
shows no change in results, both at 67 % and 73 %
respectively.

Overall, RSA with type (f) (0.5 35) performs bet-
ter.

In Table 5 at 10 dB SNR, RSA with type (h) per-
forms better (58.7 %) than RSF (56.3 %). RSA with
type (h) is a better performer (82.7 %) among the new
RSA and is better than RSF (79.9 %) at 15 dB SNR.
RSA with types (c) and (d) are better performers
(91.1 %) among the new RSA and their performance
is better compared to RSF (89.1 %) at 20 dB SNR.

Generally, RSA with a 35 frequency component
range shows a better performance than RSA with a
7 frequency component range.

For RSA with a 35 frequency component range,
the recognition accuracy results increases from 55.8
% to 57.6 % and later to 58.7 % at 10 dB SNR and
from 80.8 % to 82.3 % and later to 82.7 % at 15 dB
SNR for RSA with type (c) (1 35), RSA with type (f)
(0.5 35) and RSA with type (h) (0.1 35),respectively.
At 20 dB SNR, there is a slight decline in accuracy
from 91.1 % to 90.5 % for RSA with type (c) (1 35)
and both RSA with types (f) (0.5 35) and (h) (0.1
35) respectively.

RSA with type (h) (0.1 35) performs better at <
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Table 3: Average recognition accuracy(%) for 100 Japanese common male speech phrases
Avg(%) for 4 Noises
10 dB 15 dB 20 dB

RSF 72.5 87.6 92.8
RSA:Type(a) 69.3 83.5 88.5
RSA:Type(b) 74.0 87.0 91.3
RSA:Type(c) 76.6 90.1 94.9
RSA:Type(d) 76.5 89.9 94.8
RSA:Type(e) 66.4 81.2 86.5
RSA:Type(f) 72.6 87.2 92.7
RSA:Type(g) 66.9 81.2 86.4
RSA:Type(h) 72.6 87.2 92.7

Table 4: Average recognition accuracy(%) for Japanese similar pronunciation male speech phrases
Avg(%) for 4 Noises
10 dB 15 dB 20 dB

RSF 58 60 66
RSA:Type(a) 57 61 61
RSA:Type(b) 63 65 71
RSA:Type(c) 65 66 68
RSA:Type(d) 65 66 70
RSA:Type(e) 62 63 67
RSA:Type(f) 69 67 73
RSA:Type(g) 55 56 61
RSA:Type(h) 68 67 73

Table 5: Average recognition accuracy(%) for 100 Japanese common female speech phrases
Avg(%) for 4 Noises
10 dB 15 dB 20 dB

RSF 56.3 79.9 89.1
RSA:Type(a) 51.5 75.9 84.4
RSA:Type(b) 56.3 80.3 89.4
RSA:Type(c) 55.8 80.8 91.1
RSA:Type(d) 55.3 80.5 91.1
RSA:Type(e) 55.0 80.2 88.2
RSA:Type(f) 57.6 82.3 90.5
RSA:Type(g) 55.5 80.3 88.2
RSA:Type(h) 58.7 82.7 90.5

Table 6: Average recognition accuracy(%) for Japanese similar pronunciation female speech phrases
Avg(%) for 4 Noises
10 dB 15 dB 20 dB

RSF 55 62 71
RSA:Type(a) 60 67 70
RSA:Type(b) 60 67 70
RSA:Type(c) 62 63 73
RSA:Type(d) 58 66 75
RSA:Type(e) 60 62 69
RSA:Type(f) 57 64 69
RSA:Type(g) 62 62 69
RSA:Type(h) 59 64 68

20 dB SNR while RSA with types (c) (1 35) and (d)(1
40) perform better at > 15 dB SNR.

In Table 6 RSA with types (c) and (h) show better
performance (64 %) among RSA schemes and are bet-
ter than RSF (57 %) at 10 dB SNR. At 15 dB SNR,
RSA with type (d) performs better (72 %) than other
RSA schemes and better than RSF (68 %). RSA with
type (d) is a better performer (77 %) among the RSA
schemes and equally performs better than RSF (75 %)
at 20 dB SNR. Generally, RSA with a 35 frequency
component range shows a better performance than

RSA with a 7 frequency component range.
For RSA with a 35 frequency component range,

the recognition accuracy shows a tendency of decline
from 64 % to 62 % at 10 dB SNR and a decline from
71 % to 69 % at 15 dB SNR and from 78 % to 76 %
at 20 dB SNR for RSA with type (c) (1 35) and RSA
with type (f) (0.5 35),respectively.

3.5 Analysis

Conventionally, RSF is a bandpass filter in a sys-
tem that reduces the amplitudes of signal compo-
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nents that lie outside a given frequency range. It
only lets through components within a band of fre-
quencies. Bandpass filters are particularly useful for
analysing the spectral content of signals. The pro-
posed RSA simulates bandpass filtering by processing
selected frequency components in modulation spec-
trum domain.

Experimental results show that the proposed RSA
performs better than conventional RSF. In the case
of Japanese common speech phrases for male speaker
in Table 3, new RSA with type (c) (1 35) produce
better results while for Japanese similar pronuncia-
tion male speech phrases in Table 4, new RSA with
type (f) (0.5 35) show better performance among the
evaluated specifications.

In the case of Japanese common female speech
phrases in Table 5, the proposed RSA with type (h)
(0.1 35) show better results while for Japanese similar
pronunciation female speech phrases in Table 6, the
proposed RSA with type (c) (1 35) and RSA with
type (g) (0.1 7) at 10 dB, the new RSA with type
(a) (1 7) and with type (b) (1 15) at 15 dB, and the
RSA with type (d) at > 15 dB SNR perform better,
respectively.

Based on the experimental results, for male NSP
we found the most effective method to be RSA with
type (c) (1 35) at all SNR under consideration while
for male SP RSA with type (f) (0.5 35) was better at
> 10 dB SNR. In the case of female speaker, the re-
sults indicate that for NSP the most effective method
is RSA with type (h) (0.1 35) at < 20 dB SNR, while
at > 15 dB SNR, RSA with type (d) (1 40) show bet-
ter performance. For SP, RSA with type (h) (0.1 35)
is better at < 15 dB SNR while RSA with type (d)
(1 40) performs better at > 10 dB SNR.

4. DISCUSSION

In this section, we discuss the findings of our ex-
periments. We show the positive contributions in ap-
plying the proposed enhanced RSA types with high
frequency components on isolated speech recognition.
By using a different number of frequency components,
we mimic bandpass filtering to isolate each frequency
region of the signal in turn so that we can measure
the energy in a selected region. The same process is
applied both on male and female speech recognition.
Table 7 shows the average improvement on recogni-
tion accuracy for the better performers at each SNR.

Table 7: Average recognition improvement(%)
Avg improvement(%)
10 dB 15 dB 20 dB

Male, NSP 4.1 2.5 2.1
Male, SP 11 7 7
Female, NSP 2.4 2.8 2.0
Female, SP 7 4 2

Both, the speech type (NSP and SP) and SNR (at
10 dB, 15 dB, and 20 dB ) tend to have an influ-

ence on performance of proposed method hence the
difference in results. The results indicate that pro-
posed enhanced RSA depends on the input signal.
Although in each speaker and speech categories there
is a enhanced RSA type that shows a superior per-
formance. Both the wide band and narrow band per-
form differently on male and female speech phrases.
For instance, male SP has 11 % improvement at 10 dB
compared to 7 % for female SP. Our proposed method
shows improved performance on male SP compared
to female SP (11 %, 7 %, 7 %, versus 7 %, 4 %, 2
%, ) at 10 dB, 15 dB, and 20 dB, respectively. On
the other hand, results for male NSP versus female
NSP are given as (4.1 %, 2.5 % 2.1 % versus 2.4 %,
2.8 %, and 2.0 % ), respectively. It has been observed
that under the experimental conditions, male NSP is
better than female NSP at 10 dB , while female NSP
is slightly better than male NSP at 15 dB.

The accuracy of a speech recognition system can
be defined as the percentage of time that the recog-
nizer correctly identifies an input utterance. Recog-
nition errors can be generally classified as misrecog-
nitions or as nonrecognition errors. The tendency of
differences in recognition accuracy between male and
female can be attributed to many factors including
user characteristics(age, sex), the language (vocabu-
lary size), and the channel and environment (noise),
for example, among many others [29]. The more var-
ied the group of speakers using the system, the more
challenging the recognition process. It is more dif-
ficult for a speaker-independent system to recognize
accurately both male and female speakers.

The most limiting problem of larger vocabulary
sizes is the corresponding decrease in recognizer ac-
curacy. This refers to the total number of differ-
ent phrases the speech recognizer is able to identify.
Therefore, the tendency of differences in recognition
accuracy between the 100 Japanese phrases and the
Japanese similar pronunciation phrases is due to the
differences in sizes of databases. A smaller database
(of similar pronunciation phrases) has an increased
chance of better recognition accuracy compared to a
much larger database (of 100 Japanese phrases), in
this case. In the latter, increased number of mis-
recognitions and false recognitions are often recorded
as a result compared to in the former.

5. CONCLUSION

The paper proposes to use running spectrum anal-
ysis (RSA) with certain passbands for noisy speech
recognition. Performances of speech recognition for
Japanese short phrases are compared with those by
running spectrum filtering (RSF). Experiments are
conducted for various passbands, and the results show
an advantage over RSF method.Filtering is optimized
as in the case of RSA.

Theoretical analysis indicates the proposed RSA
bandpass schemes are less complex to realize and ex-



Enhanced Running Spectrum Analysis for Robust Speech Recognition Under Adverse Conditions: Case Study on Japanese Speech 89

perimental results demonstrate the effectiveness of
the proposed approach in improving the robustness
of automatic isolated phrase recognition.

From the experimental results it has been demon-
strated that the use of RSA with high frequency com-
ponents, particularly the ones in the range of (0.5 35),
for example can be useful in ASR. In this study, RSA
on a 35 frequency component range shows a better
performance than RSA on a 7 frequency component
range used in other related research study. Under
noisy conditions different types of RSA show differ-
ent performance for male and female speakers. It has
also been discovered that in the case of male speakers
system performance is influenced mostly by the RSA
type while that of female speakers, the performance
relies mostly on SNR. In future we plan to evaluate
our proposed method on recognizing children’s speech
and develop a recognition system that can distinguish
between a child voice and that of an elderly person.
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ABSTRACT

Motion estimation is a fundamental and resource
hungry operation in most of the video coding ap-
plications. The most popular method used in any
video coding application is block matching motion es-
timation (BMME). The conventional fast motion esti-
mation algorithm adopts monotonic error surface for
faster computation. However, these search techniques
may trap into local minima resulting in erroneous mo-
tion estimation. To overcome this issue, many evo-
lutionary swarm intelligence based algorithms were
proposed. In this paper, a pattern based motion esti-
mation using Zero motion prejudgment and Quantum
behaved Particle Swarm Optimization (QPSO) algo-
rithm is proposed named as Pattern Based Motion
Estimation (PBME) algorithm. The notion of QPSO
improves the diversity in the search space which en-
hances the search efficiency and helps in reduction of
the computational burden. At the same time, QPSO
needs fewer number of parameters to control. There-
fore the proposed algorithm enhances the estimation
accuracy. An initial search pattern (Hexagonal Based
Search) is being used which speeds up the conver-
gence rate of the algorithm. From the simulation
results, it is found that the proposed method out-
performs the existing fast block matching (BMA) al-
gorithms of the search point reduction by 40%-75%.

Keywords: PSO; QPSO; Motion Estimation; Mo-
tion Vector (MV)

1. INTRODUCTION

The most crucial component of any block based
video coding system is motion estimation. This is
mainly due to the use of temporal redundancy be-
tween progressive frames of video [1]. Consecutive
frames of a video sequence have high correlation be-
tween them. So high coding efficiency can be achieved
in any video coding system, with reduction in tempo-
ral redundancy. Exploitation of temporal redundancy
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between successive frames in a video codec is possi-
ble with motion compensation technique by predict-
ing the current frame from the past frame. Motion
estimation (ME) has a vital role in inter frame pre-
diction. From the available motion estimation tech-
niques, block-matching algorithm (BMA) is consid-
ered to be the most popular one, because of its sim-
plicity and is adopted in most of the video coding
standards namely H.264/AVC and H.265/HEVC [2].
In case of BMA frames are broken down to blocks,
and individual motion vectors are calculated for each
block. Here for each block in the current frame, the
motion estimation process is applied to and the mo-
tion vector, is the best matching block, in the refer-
ence frame. This best matching block becomes the
predictor for the current block. The most accurate
and computationally expensive method is full search
or the exhaustive search because the block- match-
ing is carried out on block by block basis for each
and every blocks [3]. Hence this methods seeks for an
urgent need for reduction in the computational load
while maintaining the quality of the achieved motion
information and to find an optimal solution by cal-
culating all possible candidate blocks in the reference
frame within its search area.

The application areas of video coding includes
fixed and mobile telephony, video conferencing ap-
plication, DVD and HDTV applications [4]. In case
of Block Based Motion Estimation (BBME) frames
are divided into non overlapping blocks, and each
block of the current frame is matched block by block
connected to a search window in the reference frame
based on minimum matching criteria. This can be
either mean absolute difference (MAD) or sum of ab-
solute difference (SAD), etc. The BBME can be re-
garded as a problem of optimization. The full search
algorithm gives the definite optimal solution because
it searches block by block entirely. This method can-
not be used in real life scenario because of large com-
putational burden. To overcome this limitation many
fast search techniques are available in the literature
for various video coding standards like H.26x series,
MPEG series, and HEVC. The vital factors to de-
velop ME algorithms are search pattern, choice of
initial centre and search strategy. These three factors
are used for the calculation of machine performance
and the peak signal to noise ratio (PSNR) [1] of the
algorithm.
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2. RELATED WORKS

To fulfil real-time processing needs in the multime-
dia applications, the speed of ME algorithms needs
to be increased. Therefore faster motion estimation
search methods became popular and are available in
literatures where the research is still thrust provok-
ing to reduce the computational cost of full-search
algorithm. The fast motion estimation methods in-
cludes three-step search (TSS) [5], four-Step search
(FSS), N-step search (NSS) [6], diamond search (DS)
[7], cross diamond search methods (CDS) [8], adap-
tive rood pattern search (ARPS) [9], and hexagonal
search (HEXPBS) [10] etc.

By using these search, techniques will be liable to
be trapped in the local optima on the error surface.
The basic hypothesis behind these search methods
coins from a theme that the block distortion measure
is reduced monotonously if the search points moves
from the utmost point towards the optimum point.
Hence these fast search methods get trapped in lo-
cal best solutions instead of achieving the global best
solution. To overcome the problem of local minima,
various approaches are available in the literature for
the use of a global optimization method for solving
the difficulty of motion estimation. Among available
advanced methods, the genetic algorithm is one of
them. These algorithms are more complex and com-
putationally expensive. Simulated annealing is also
applied adaptively of the search process by choosing
the intense search region. Other algorithms like the
ant bee colony [11] and different evolution algorithms
are also proposed for motion estimation. However few
attempts have been made in the literature for the use
of particle swarm optimization (PSO) for solving the
problem of motion estimation [3, 12, 13, 14]. But
these methods have intense computational complex-
ity and low estimation accuracy as compared to the
other traditional methods. To increase the speed of
the traditional PSO algorithm presented in [3], the
starting point of the particles uses predetermined pat-
tern instead of the random pattern. The initialization
of the particles is either square or diamond pattern
about the centre.

Modified PSO algorithm was proposed in [1] to ful-
fil the requirement of low computational load while
preserving high motion estimation accuracy. To
speed up and also to increase the motion estimation
accuracy various schemes are implemented and ap-
plied to the motion estimation process. The modified
PSO with certain strategies produce remarkable im-
provement regarding both estimation accuracy and
computational efficiency over the state-of-art meth-
ods. But this can be further increased by using more
accurate block matching process which can still lower
the computational complexity. One of the improved
and advanced PSO method for higher accuracy and
low computational complexity is QPSO. This paper
deals with pattern based motion estimation technique

using QPSO and Zero motion prejudgment. QPSO
is used here because a particle remains in the bound
state, which can appear at any point in the entire
search space with definite probability, even if the po-
sition is far away from the learning inclination point.

This QPSO algorithm outperforms the conven-
tional PSO Algorithm due to global convergence and
the quantum system has more states than a linear
system. In the proposed method initially, a video
sequence is given as input followed by extraction of
frames. Each frame is divided into non overlapping
blocks. Before going for motion estimation, zero
motion prejudgment is being performed as a pre-
processing step to check that whether the blocks are
static or in motion. If the blocks are static, then
there is no necessity for finding out motion estima-
tion. This step reduces the computation and saves
memory. Then a predefined or fixed search pattern
namely hexagonal search pattern is used for distri-
bution of the search in the search window and QPSO
algorithm is applied for a faster search in motion esti-
mation process. Here Pbest and Gbest are calculated.
The proposed method saves a lot of memory and at
the same time speeds up the process substantially.

The rest of this paper is organized as follows: Sec-
tion 2 renders materials and methods which talk
about background of the basic motion estimation
technique, evolutionary algorithms like PSO and
QPSO. It also reviews some of the state-of-arts on
the evolutionary approach towards motion estima-
tion. Section-3 focuses on the proposed method for
motion estimation using QPSO and zero motion pre-
judgement. The proposed technique is validated and
verified using various performance measures and met-
rics like Peak Signal to Noise Ratio (PSNR), Mean
Structural Similarity Index (MSSIM), Feature Sim-
ilarity Index (FSIM) and Universal Quality Index
(UQI) which are discussed in Section-4. Finally, the
concluding remarks are presented in the Section-5.

The major contributions of this paper are:

• Motion estimation with evolutionary approach
• Zero motion prejudgement to find out the blocks
which are in motion and non-motion.
• Use of QPSO algorithm with Hexagonal based
pattern for finding motion vector in motion field
with fewer search points

3. MATERIALS AND METHODS

3.1 Motion Estimation

Motion estimation is applied in most of the video
applications scenario namely video compression, seg-
mentation and video tracking. The most popular and
widely accepted algorithm for motion estimation is
the block-matching algorithm (BMA) [15]. In case of
block matching a frame is broken down into various
rectangular blocks and the motion vector for all the
blocks are estimated on block by block basis over a
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Fig.1: Basic H.264 Codec structure.

search range in the reference frame by calculating
the nearest match block of pixels as per the defined
matching criteria mainly sum of square difference
(SSD) or sum of absolute difference (SAD). Motion
estimation can achieve substantial amount of com-
pression by exploiting temporal redundancy which
exists in most of the video sequences.

Various motion estimation methods were discussed
by many researchers for seeking interest in reduction
of computational complexity namely block-matching
algorithm, parametric based models [16], optical ow
models [17] and pel recursive techniques [18]. Block-
matching algorithm seems to be the most popular one
among all the available models. This is because of
the effectiveness and simplicity of the algorithms for
both hardware and software applications. The predic-
tor block is the best matching block where the dis-
placement is given by the translational motion vector
(MV). Hence block-matching can be treated as an op-
timization problem to find the best matching block in
a predefined search space. The full search algorithm
[19] provides an optimal solution on minima matching
error because this algorithm takes for all the candi-
date blocks at a time. But the computational bur-
den is increased substantially which restricts its use
in real-time video application. The sum of absolute
difference can be calculated as

Gray value of (i, j)th pixel in the current frame,
and ft−1(i, j) shows the gray value of (i, j)th pixel
in the previous frame. The displacement vector u, v
of the candidate block with the minimum SAD(u, v)
gives the motion vector. The size of block is N ×N
and u, v are in the range [−ww]. The basic H.264
codec structure is shown in Fig. 1. The basic motion
estimation process using block matching algorithm is
illustrated in Fig. 2.

3.2 Overview of QPSO

In a PSO system, the search area cannot cover
the entire viable region, and global convergence is
not assured. This is the important cause of the
early termination in PSO. To conquer this issue of
PSO, quantum-behaved particle swarm optimization

Fig.2: Block Matching Process.

(QPSO) is proposed [20]. In the QPSO algorithm,
the positioning of a particle is portrayed by its lo-
cal attractor and by probability density function. By
adopting this approach, there is no limit on the tra-
jectory. Further, there is only a single parameter
in QPSO. In modern years, QPSO is successfully
employed to a whole lot of optimization problems,
namely constrained optimization, multi-objective op-
timization,

SAD(u,v) =
N∑
i=1

N∑
j=1

|ft(i, j)− ft−1(i+ u, j + v)| (1)

where −w ≤ u, v ≤ w(u, v) is the distance of the
candidate block to the current block, ft(i, j) implies
the Engineering design, and many more [22].

QPSO, a probabilistic algorithm, was proposed by
Sun, Feng et al. [23]. The detail of the QPSO al-
gorithm is depicted in Algorithm 1. The source of
inspiration in QPSO algorithm is mainly quantum
mechanics of particles and the trajectory analysis of
PSO which was formulated by Clerk and Kennedy in
2002. From the

Trajectory analysis of PSO it can be observed that
every particle in PSO algorithm oscillates around and
converges to local minima or remain in bound state.
But in case of QPSO, the particles are enduring quan-
tum behaviour and be in a bound state. Further, it is
also assumed that the particles are attracted towards
the quantum potential well which is centred on its
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Fig.3: Flowchart for QPSO Algorithm.

local point giving rise to a stochastic update equa-
tion. Later on, mean best position was introduced to
the algorithm to increase the global search capacity
of this QPSO [23]. The flowchart of the QPSO algo-
rithm is shown in Fig. 3. Updating the position of
particles is done as follows

X l
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Ll
k,n

2
ln(

1
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k,n

) (2)
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where φl
k,n is a random number uniformly dis-

tributed (0,1) also
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k,n| ln(
1

ul
k,n
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where β being the contraction-expansion (CE) co-
efficient that is used as a tuning factor for convergence
speed of the algorithm.

The particle positioning is updated according to
the equation

X l
k,n+1 = plk,n ± β|P l

k,n −X l
k,n| ln(

1

ul
k,n

) (6)

Finally, the QPSO equation is given as

X l
k,n+1 = plk,n ± β|mbestln −X l

k,n| ln(
1

ul
k,n

) (7)

range of β is set as 1 and then gradually reduces to 0.5
linearly. The criteria for choosing this β value is by
trial and error method. In our case, the most suitable
value of β is found to be 0.5 for better performance
of the algorithm.

4. PROPOSED METHOD

The proposed method deals with a pattern based
motion estimation technique using QPSO and Zero
motion prejudgment. The flow chart of the proposed
algorithm is given in Fig. 5. Here initially a video
sequence is given as input followed by extraction of
frames. Then these individual frames are partitioned
into non overlapping blocks. The images are parti-
tioned into blocks of 8x8 pixels which are called as
macroblocks. The macro block partition is hierarchi-
cal on the block position, and therefore every macro
block consists of four blocks.

Before going for motion estimation, zero motion
pre-judgement is being performed as a pre-processing
step to check that whether the blocks are static or
in motion. If the blocks are static, then there is no
necessity for finding out motion estimation. This step
reduces the computation and saves memory. Then
after these non-static blocks are considered and then
to it a predefined search pattern namely hexagonal
search pattern is used for distribution of the search in
the search window. Then QPSO algorithm is applied
for a faster search in motion estimation process. Here
Pbest and Gbest are calculated.

The block diagram of the proposed method is
shown in Fig. 4 and it consists of broadly four parts:

1. Pre-processing
2. Zero Motion prejudgement
3. Choice of Fixed Pattern.
4. Efficient search using QPSO

Fig.4: Proposed method using QPSO.
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Algorithm 1: QPSO Algorithm
begin

Initialization of actual positions and the Pbeat positions of all particles; Evaluation of their fitness
value and global best positions G0 and Set n = 0;

while the end point condition is not satisfied do
choose an appropriate value for α;

for i = 1 to M do
Objective function value evaluation f(Xi, n);
Update Pi,n, n and Gni;
for j = 1 to N do
σi,n = rand1(·)
Pi,n = φi,npi,n + (1− φi,n)gn
ui,n+1 = rand2(·);

if rand3(·) < 0.5 then
Xi,n+1 = Pi,n + α|Xi,n − pi,n| ln(1/ui,n+1)

else
Xi,n+1 = pi,n − α|Xi,n − pi,n| ln(1/ui,n+1)
end

end
end

end
Set n+ n+ 1;

end
end

4.1 Pre- Processing

The pre-processing step consists of the following
steps:

1. Conversion of input video to frames
2. Conversion of colour image to gray scale
3. Resizing the image frames
4. Block partitioning

The first step is conversion of the input video data
to number of frames. These frames are converted to
the grayscale images. Then the frames are resized
as per necessity of up sampling or down sampling.
These resized frames are converted to blocks using
block partitioning, which is done by converting the
entire frames to 8×8 blocks.

4.2 Zero motion prejudgement

Successive video frames in a video sequence con-
sists of around 70% of the macro blocks that are
static, which do not require any further search. So to
calculate the static macro blocks the zero motion pre-
judgement (ZMP) mechanism is adopted before the
start of the actual motion estimation process. Due
to this a considerable amount of reduction in compu-
tation is possible, and the left over search becomes
faster and thus saves memory. To check if a block
is stationary or not, the block distortion is measured
and then compared with a predefined threshold value
T. If the distortion value is below the threshold value,
then it is called as stationary block and the search
process is stopped. Thus this resultant motion vec-
tor is (0, 0). The detail process of determining the

threshold value is found in the literature [25].

Fig.5: Flowchart of the proposed algorithm
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Algorithm 2: Proposed PBME using Zero motion Pre-judgement and QPSO
begin

Initialization of actual positions and the Pbest positions of all particles;
for every frame i do

for every macro block j do
zmpc← SAD(Ii−1(j), Ii(j)),;
if zmpc < t then

the macro block (MB) is static
MV = [0, 0]
Continue

else if MBj is in the leftmost column of frame i then
if MBj == 1 then

initial particles are in square pattern
else if MBj is in the bottom right column then

initial particles are in diamond pattern
else
MBj is in the bottom right corner column initial particles are in cross
diamond pattern

end
else

initial particles are in Hexagonal pattern
end

end
end
start the QPSO search
for each iteration time t do

for each particle p do
Evaluate the SAD using equation 1
update Pbest and Gbest

update position
end

end
end

end
end

4.3 Choice of Fixed Pattern: Hexagonal
Based search

An assumption made by Zhu et al. [10] is that
when the distortion within a small neighbourhood
increases monotonically, a circular shaped search
method is more effective for obtaining the highest
search speed uniformly [27]. The triangle or diamond
shape cannot be approximated with circle to that of
the Hexagon. This pattern consists of seven points
being used for the search out of which the centre point
is enclosed by other six points of a Hexagon. Among
the six points, two horizontal points are at a distance
of 2 from the centre and the remaining four points
are at a distance of p=5 from the centre. These six
end points are uniformly distributed around the cen-
tre. Each time the centre point moves to any of the
six points then at that point three new points are
coming out, and the remaining three points are over-
lapped. This search process continues till it comes
to an edge. The hexagonal search pattern and the
motion estimation direction is shown in Fig. 7

Table 1: Video Data Set Configuration.

Sequence Y RES UV RES Freq.
N

CF Class
F

Silent 720×576 360×576 50 300 4:2:2 A

News 720×486 360×486 60 300 4:2:2 A

Akiyo 720×486 360×486 60 300 4:2:2 A

Container 720×486 360×486 60 300 4:2:2 B

Hall
720×486 360×486 60 300 4:2:2 A

Object

Mother
720×480 360×240 60 300 4:2:0 A

Daughter

Foreman 720×576 360×576 50 300 4:2:2 B

Silent 720×576 360×576 50 300 4:2:2 A

Coastguard 720×486 360×486 60 300 4:2:2 B

4.4 Efficient search using QPSO

QPSO based approach is an efficient search tech-
nique as compared to the conventional fast search
techniques because a particle remains in the bound
state, which can be present at any point in the entire
search space with definite probability, even if the po-
sition is far away from the learning inclination point.
Thus in a quantum system, principle of superposition
holds good, and so this system has far more states
than a linear system. Also in a quantum system, a
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Fig.6: Video data set (a) Garden (b) Football (c)
Tennis (d) Clare [26].

Fig.7: Hexagonal Pattern: (a) Large Hexagonal pat-
tern; (b) Small hexagonal pattern; and (c)Example of
a search path locating the motion vector (+4,-4).

particle can be present in any point with a certain
probability distribution as this has no fixed Trajec-
tory [28]. Hence QPSO algorithm has a global conver-
gence property and hence reduces the computational
load resulting in an efficient search method.

5. SIMULATION RESULTS

This section deals with a detail discussion of the
various evaluation parameters which are used to
quantify the effectiveness of the proposed pattern
based QPSO motion estimation algorithm. A de-
tailed comparative performance of the proposed al-
gorithm with the state of the art is presented latter
in this section.

5.1 Experimental Environment

This section deals with the simulation results of
the proposed QPSO based ME compared to those
of the existing conventional algorithms. The simu-
lations are carried out with the standard benchmark
datasets as shown in Table 1. These standard videos
have different formats degrees and types of motion.
They are QCIF: 176×144, CIF: 352×288 and SIF:
352×240. The Clare video is gentle, smooth with low
motion variation, which consist of mostly stationary
blocks. Whereas the Tennis video is complex and
contains medium motion activity. But the sequences
like Garden and Football consist of high motion ac-
tivity, which are dependent on camera panning and
complex motion activity.

5.2 Experimental results and discussion

The input individual frames are partitioned into
macro blocks of size 8×8 with a maximum displace-
ment within the search range of ±7 pixels in both
directions. For the performance comparison of the
proposed method, various conventional search algo-
rithms are simulated and implemented. The motion
displacement ’p’ or the search range has direct im-
pact on both computation complexity and prediction
quality of the block matching technique. A small
p provides poor compensation for areas with faster
motion and thus resulting in poor prediction qual-
ity. On the other hand large ± p results in good
prediction quality, thereby increasing the computa-
tional load since there are (2p+1)2 blocks. A large
p will produce longer MV thus increasing the motion
overhead. So, in general, the maximum permissible
displacement of p=±7 pixels is sufficient for low bit
rate environment.

Table 2: Average PSNR of different methods with
various data sets.

Test VS FS NTSS DS ARPS PSO QPSO
Tennis 25.6 23.85 23.63 23.62 24.68 25.02
Football 18.7 17.53 17.31 17.41 17.91 18.25
Clare 39.8 38.89 38.89 38.88 39.63 39.71
Garden 20.2 18.83 18.24 18.79 19.26 19.51

The simulations are based on the performance in-
dices like PSNR, SSIM, and number of search points.
The simulations were performed on core i7 proces-
sor 3.7 GHz with 4GB RAM. To compare the per-
formance of the proposed method with the standard
existing methods namely FS, TSS, 4SS, ARPS and
DS were implemented. Average value of PSNR and
search points are calculated to provide the statisti-
cal significance of the proposed method. As this is
an iterative process, the permissible total number of
iterations Itmax has to be limited. The simulation re-
sults are carried out with the initial particle position
of a hexagonal based pattern. Table 2 illustrates the
average PSNR value of video frame obtained using
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various methods. From this table, it can be seen that
the FS has maximum PSNR value for all the data
sets. Several experiments were carried out and veri-
fied with all the standard datasets, but here only four
datasets results are included.

The search efficacy is usually calculated by finding
the number of search points used for the estimation
of motion vector. Table 3 shows that the proposed
QPSO algorithm takes the smallest number of aver-
age search points which is in the range of 7.23 to 9.52
as compared to other state of the art. The simula-
tions were tested for all the four data sets as shown
in Fig. 6. Less number of search point reduce the
computational burden which enhances the efficacy of
motion estimation following which video coding effi-
ciency is improved.

It is found that, PSO takes 20 iterations to con-
verge, whereas the proposed motion estimation algo-
rithm converges in only 5 iterations. The comparison
of computation time is presented in Table 6.

Table 3: Average PSNR of different methods with
various data sets.
Algorithms Garden Clare Football Tennis
FS 190.5614 190.5614 190.5614 190.561
NTSS 22.1077 22.2635 22.1451 22.098
DS 11.7323 12.6424 12.6715 15.386
ARPS 10.6322 11.9778 12.7612 16.349
PSO 8.5291 9.6247 10.8664 11.051
Proposed 7.2315 8.3191 9.3214 9.529

Table 4: Average Speed Improvement Rate (SIR).

Average SIR in % Garden Clare Football Tennis
QPSO Over NTSS 67.29 62.63 57.91 56.88
QPSO Over DS 38.36 34.20 26.44 38.07
QPSO Over ARPS 31.98 30.55 26.96 41.71
QPSO Over PSO 15.21 13.57 14.22 13.78

In the proposed scheme, i.e. QPSO based search
algorithm, the state of the particles are described
with the help of only position vector instead of posi-
tion and velocity. Furthermore, from the QPSO al-
gorithm, we can see that, there is only one control
parameter which, makes the realization simpler than
that of the PSO algorithm. QPSO is performing bet-
ter because the number of computations are reduced
by maintaining the same or improving the quality of
the video data. This is mainly due to the mutation
operator that provides diversity in the search space
and thus increases the global search capability.

This technique provides perfect motion estimation
with less computational complexity. This also pro-
vides high accuracy as compared to full search and
diamond search.
Different search technique
FS: The full search algorithm is very easy to imple-
ment, and it give the most accurate result. This is due
to the calculation of all possible displacements within

the search range using block distortion measure. So,
no specific algorithm is necessary, it is merely a 2-D
search.

TSS: As three steps are used to find the best matched
macroblock within the search window of the refer-
ence frame, so the name is three step search. The
steps size of the search window is initially set to half
of the search area. Nine points including the cen-
tre point and eight checking points on the bound-
ary of the search window are selected at each step.
Next, the search centre moves forward to the match-
ing point with the minimum SAD of the first step
and the step size of the second step is reduced by a
factor of two. The stopping criteria is when the step
size comes down to a single pixel, and the optimum
motion vector with the minimum SAD is obtained.

4SS: The four step search algorithm uses nine points
for comparison, and then the points are selected based
on the following algorithm: the search step starts
with a size of 2. MAE is calculated for all the points,
and the point with minimum MAE detected. Now
the centre is moved to the detected point. This is
carried out till it reaches to the boundary and the
step size is reduced to a single pixel point.

ARPS: A rood-shaped search pattern is used, in
which the size of the rood arms have a provision
for adjustment adaptively while searching. The mo-
tion vector of the immediate left neighbouring block
is used to predict the motion vector for the current
block.

DS: Diamond Search uses two search patterns a large
diamond for general-purpose gradient search and a
smaller diamond for final stage improvement. The
approach is very much again similar to the 2-D Log-
arithmic search in that the large diamond pattern at
stage k is cantered on the point with minimum BDM
from stage k-1. When the search remains at the cen-
tre of the pattern, the small diamond pattern is in-
voked to refine the motion vector before termination.

HEXBS: The HEXBS may find motion vector in mo-
tion field with fewer search points than the diamond
search algorithm.

Fig.8: SSIM plot for all the four video sequence.

Larger is the motion vector the more significant
is the speedup gain for this method. The simulation
results verifies the superiority of the proposed method



Pattern Based Motion Estimation using Zero Motion Pre-judgement and Quantum behaved Particle Swarm Optimization 99

to that of the other fast search methods by utilizing
fewer number of search points at the cost of minimum
degradation in distortion. HEXBS also uses fewer
search points each time thereby saves the cost and
hardware size.

Fig.9: Average PSNR plot for all the four video
sequence.

5.3 Comparative analysis

The average speed improvement rate (SIR) is sum-
marized in Table 4 for different algorithms. The SIR
in SIR % is given by

SIR =

(
N2 −NI

N1

)
× 100% (8)

where N2 is the number of search points used in
method 2, while N1 is the number of search points
used in method-1. The results in Table 4 demon-
strate that the proposed method can reduce the num-
ber of search points from 13% to 67% compared to
other block matching algorithms. Fig. 10, 11, 12, 13
display the plots for average PSNR for the all four
data sets on frame by frame basis. The SSIM plot
is depicted in Fig. 8. This plot shows that the re-
construction quality of the frames for QPSO is better
as compared to the other state of the art techniques
including PSO.

Table 5: SSIM comparison of each video sequence.

Methods for
Garden Football Tennis Clare

ME
FS 0.8178 0.8835 0.811 0.7965
NTSS 0.7707 0.8606 0.6838 0.6875
DS 0.7664 0.8533 0.7195 0.7264
ARPS 0.802 0.865 0.7912 0.7632
PSO 0.8095 0.8793 0.7964 0.7813
Proposed 0.8102 0.8825 0.8034 0.7892

Fig. 9 shows the bar plot for the average PSNR for
all the four data sets. This plot shows that the aver-
age PSNR value for the proposed method is higher as
compared to the FS, DS, ARPS and the PSO based
search method. Table 5 shows the SSIM compari-
son, where the proposed method is having good re-
construction as compared to the other methods.. It
is obvious that the SSIM index for FS will be higher,

this is because all blocks are involved in the block
matching process as compared to the other but the
proposed method is having high SSIM index from all
the other methods except full search.

Fig.10: PSNR plot for Garden sequence.

Fig.11: PSNR plot for Football sequence.

Fig.12: PSNR plot for Tennis sequence.

5.4 Complexity Analysis

The computation complexity depends on the time
complexity and the number of operations being car-
ried out. The computation time is discussed in Table
6 and the computational complexity is given in Table
7. From Table 6, it can be seen that the proposed
method takes less time for the computation of mo-
tion vector for all four datasets. The complexity of
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Table 6: Computation time (second) of various motion estimation algorithms.

Video Data set FS NTSS DS ARPS PSO Proposed

Football 3081.26 111.49 64.64 61.96 56.39 38.17

Tennis 3099.05 110.45 53.41 46.5 49.75 32.41

Garden 3062.48 106.27 49.09 40.9 44.87 28.76

Clare 3057.64 104.47 48.41 39.58 42.65 26.73

Fig.13: PSNR plot for Clare sequence.

the proposed method is only 1+ p log p operations
which is very less than the other state of art methods.

Table 7: Computational complexity of various
search methods for motion estimation.

Search Complexity
Method
ES 2*(2p+1)2

TSS [1+8log2(p+1)]

NTSS [1+8log2(p+1)]+8

4SS [18 log2(p+1)/4+9]

ARPS 2*(2*(p+1))

PSO p2

Proposed 1+ p log p

6. CONCLUSIONS

A novel pattern based motion estimation ap-
proach, utilizing QPSO has been proposed in this pa-
per to provide a lower computational burden with
enhanced accuracy. In this scheme a pattern is
predefined (HEXBS) initially followed by evolution-
ary based search techniques using QPSO algorithm.
QPSO is being used here to overcome the problem of
local optima as well as faster computation. The algo-
rithm evades the problem faced by the conventional
PSO. The validation of the proposed algorithm has

been tested with various experiments and conclusions
were inferred. From the experimental results it can
be validated that the proposed approach out performs
the existing conventional methods in terms of PSNR,
SSIM, SIR %, and average number of search points
etc. Various graphical representations are made for
the justification of the proposed method to be supe-
rior as compared to the other reference techniques.

This work can be further extended by going be-
yond this QPSO and using some other variants of
PSO, namely CLPSO, DMS-PSO FIPS, ELPSO,
CPPSO, and GOPSO with an aim to achieve better
block matching with low computational complexity.
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