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\section*{ABSTRACT}
Valve stiction is one of the most common problems on industrial process control loops. The detection and quantification of valve stiction in control loops is therefore important to ensure the high quality of the products and maintain the reliable performance of control loops. This paper presents an algorithm for quantifying valve stiction in control loop based on linear decrease inertia weight particle swarm optimisation to obtain more accurate estimates of stiction parameters. The amount of stiction present in the valve is estimated by identifying parameters of Kano model which is a two-parameter data-driven stiction modelling based on the parallelogram of MV-PV phase plot. Simulation results have demonstrated the efficacy of this algorithm in valve stiction quantification and also its robustness to oscillations due to inappropriate controller tuning and external disturbances. Results are confirmed by application to real process industrial data.
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\section{1. INTRODUCTION}
Valve stiction problem has been known to be one of the main causes of performance deterioration in control loops. Stiction induces oscillations in process variables and cannot be eliminated by controller detuning. Therefore, detecting and quantifying this valve problem is essential to identify the sticky valves so that they can be isolated and repaired before degrading the performance of the control loop and affecting the product quality [1, 2].

In the literature, there are a significant number of methodologies to detect and quantify the valve stiction [3], including the nonlinear analysis [1], model-based methods [4], and the shape analysis [5, 6]. The methods belonging to the nonlinear analysis utilises the fact that the presence of stiction in a control valve introduces nonlinearity in the control loop and often produces non-Gaussian time series. Therefore, the very first step of detecting valve stiction is to analyse whether there is nonlinearity and non-Gaussian data in the control loop. The most-used techniques for detection of valve or process nonlinearity are higher-order statistical methods. In Choudhury et al. [7], a non-Gaussianity index (NGI) and a nonlinearity index (NLI) have been defined using the bicoherence of the signal to quantify the size of the non-Gaussian and nonlinearity in control loops. However, in order to detecting valve stiction the nonlinearity detection technique has to be combined with other methods, typically with ellipse fitting [1].

The shape-based methods have been shown to be reliable for different types of control loops including flow control and level control loops [5]. The shape-based methods use only routine operation data for detecting stiction. The shape is considered from the relationship between controller output (OP) and manipulated variable (MV) in the two-dimensional space. In practice, flow rate is used as MV instead of the valve position if MV is not available. When stiction occurs, it produces a special shape in the phase plot of OP and MV. Based on the obtained shape, a pre-determined stiction metric is calculated to quantify the valve stiction. In Kano et al. [5], stiction is detected by detecting a parallelogram shown in Fig. 1. When stiction occurs, MV stays constant while OP decreases or increases. The degree of stiction can be evaluated by taking the length where MV stays constant into account.
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\caption{Typical MV-OP characteristic of a sticky valve.}
\end{figure}
The main difficulty of using stiction metrics proposed in [5] in practice is that there are several predefined parameters that need to be selected, such as the thresholds for the difference between the maximum and the minimum of OP and MV when stiction occurs. However, there is no systematic way to select appropriate threshold values presented in their work. Moreover, the proposed metrics are unscaled. This makes it hard to gauge how strong the stiction is after the stiction size is quantified in the form of these metrics. In order to address this problem, it might be better to diagnose the valve stiction by directly identifying the stiction parameters which are more physically meaningful.

In this work, we propose a stiction quantification method that incorporates the stiction parameter estimation by particle swarm optimization (PSO) with the two-parameter data-driven stiction modelling. We apply the concept of linear decrease inertia weight in PSO to obtain more accurate estimates. As the identified parameters are the direct measure of the amount of valve stiction, they intuitively provide the interpretation of how strong the stiction is. We show through simulation how the proposed stiction quantification can be carried out and that the algorithm is not affected by controller tuning.

2. STICTION MODELLING & QUANTIFICATION

Consider a typical valve-controlled loop in Fig. 2, where a valve is included between the process and the controller. The controller compares the process variable (PV), for example the level, flow rate, and pressure, to the desired process condition or the set point (SP) and sends the controller output (OP) signal to correctively adjust the manipulated variable (MV) which is the valve travel position in this case (units of % opening), such that the PV well tracks the SP.

A normal valve has the linear relationship between MV and OP. However, in the presence of stiction the relationship is changed to a nonlinear shape as shown in Fig. 3. Stiction describes the situation where the valve’s stem is sticking when small changes are attempted. It occurs when the static friction exceeds the dynamic friction inside the valve [5]. As a consequence, the valve position cannot be changed until OP overcomes the static friction. In presence of stiction, the movement of the position becomes un-smooth and jumpy.

2.1 Stiction Modelling

In the literature, there are 2 major categories of stiction modelling: the physically-based modelling and the data-driven modelling. The physically-based models attempt to describe the friction phenomenon that causes the valve stiction by using the balance of forces and Newton’s second law of motion. Examples are the model equations that describe the sticking or sliding body [8] and dynamic friction model proposed in [9]. For more details, see [2] and references therein. A detailed physically-based stiction model has a major problem to be applied in a real plant because it requires the knowledge of several critical parameters that are difficult to estimate.

Instead of relying on the first principles to model the stiction, data-driven stiction models use extensive collection of data to establish the detection and quantification of the valve stiction. The data-driven modelling requires only a few parameters to identify and has become more favorable in the literature in the recent years. Some of the data-driven models need only one parameter to be identify, such as the stiction model proposed by Stenman [4]. The problem with the one-parameter data-driven model however is that it cannot capture some input-output behaviours, such as the phase plot, of the real sticky valve during the fast stoke test [1].

The two parameter data-driven model has been proposed to more accurately capture the dynamics of the valve stiction. The Choudhury model [10] and the Kano model [5] require two parameters: the J and S parameters which represent the size of the stem slip and the combination of the stickband and deadband, respectively, while the He model [6] describes the valve stiction through the parameters $f_S$ (static friction band) and $f_D$ (kinetic friction band).

Garcia [11] has performed tests according to ISA
standards on several different valve stiction models, including the Choudhury, the Kano, and the He models, under different input signals and with valve with different friction coefficients. He demonstrated that among these three models, the Kano model was the only model that could represent the expected stick-slip phenomenon of the sticky valve. The Kano model also has other advantages, including its ability to cope with both the stochastic and deterministic inputs and to change the degree of stiction according to the direction of the valve movement [5]. Therefore in this work, the Kano model is used to describe and simulate the stiction nonlinearity.

The Kano model describes the valve stiction using the parallelogram of the MV-OP plot, shown in Fig. 3. The deadband and stickband represent the behaviour of the valve when it is not moving through the controller output keeps changing. The magnitude of the deadband and stickband is estimated as the $S$ parameter. The slip jump $J$ presents the abrupt release due to the conversion of potential energy stored in the actuator to kinetic energy.

The magnitudes of $S$ and $J$ determine the characteristics of oscillation caused by valve stiction. The deadband provokes oscillations and reduces performance of the control loops. The magnitudes of $J$ are also crucial to determine the amplitudes and frequencies of limit cycles [1]. Stiction is measured in percent of the controller output necessary to move the valve stem. Generally, 1% of stiction is considered enough to cause performance problems [3].

The algorithm of Kano model can be presented in a flowchart shown in Fig. 4 [5]. The input $u$ and output $y$ of this model are the OP and MV, respectively. The variable $stp = \{0, 1\}$ represents the moving ($stp = 1$) or resting states ($stp = 0$) of the stem, $u_s$ represents the controller output at the moment the valve state changes from moving to resting, and $d = \pm 1$ indicates the direction of frictional force. When the valve stops or changes its direction while its state is moving, $u_s$ is updated and changes its state to the resting state. Then, in the resting state the valve will change its state to moving if i) the valve changes its direction and overcomes the maximum static friction and/or ii) the valve moves in the similar direction and overcomes friction. After the valve changes its state to moving, the valve position is updated via the following equation:

$$y(t) = u(t) - \frac{d(S - J)}{2}$$  \hspace{1cm} (1)

2.2 Stiction Detection Method based on Parallelogram

The stiction detection algorithm, proposed by Kano et al. [5], uses the parallelogram in Fig. 1 to consider the sections where the valve does not change even though the controller output changes.

![Flowchart for the Kano model][1]

The longer such sections are, the stronger the stiction is. The possibility of stiction is estimated as a ratio between the total length of intervals when stiction occurs to total length of all intervals. The stiction size is quantified by calculating the mean of the difference between the maximum and the minimum of the controller output (defined as $\tilde{u}$) when stiction occurs.

Even though this algorithm has been illustrated its success in stiction detection and quantification via both simulation studies and real chemical processes, the main problems are that there is no information on how to optimally tune several parameters, including the thresholds $\varepsilon$, $\varepsilon_u$, and $\varepsilon_y$, and the resulting indicator $\sigma$, which quantifies the degree of stiction, has no direct connection to the parallelogram. Therefore, it is hard to gauge how strong the stiction is once the parameter $\sigma$ is obtained.

To solve these limitations we propose a particle swarm optimization-based technique to directly estimate the stiction parameters $J$ and $S$ which have a more direct interpretation to the valve stiction.

----

[1]: https://example.com/fig4.png
3. PROPOSED METHOD

Particle swarm optimisation (PSO) is a stochastic population-based optimisation method, motivated by social interaction behaviour of bird flocking. The advantages of PSO are its requirements of a few parameters to adjust and easiness in implementation. Moreover, it does not require linearity in the parameters that makes it suitable to the identification nonlinearities properties [12].

In the basic PSO algorithm, \( m \) particles are placed in the \( n \)-dimensional search space. The current position of each particle represents the potential solution of the problem evaluated by a pre-defined fitness function. In every iteration, each particle determines its movement according to the history of its own current and best locations, and the best location obtained so far by any particle in the population (global best particle). The equations for updating velocity and position of each particle are:

\[
v_{id} = v_{id} + c_1 r_1 (p_{id} - x_{id}) + c_2 r_2 (p_{gd} - x_{id}) \tag{2}
\]

\[
x_{id} = x_{id} + v_{id} \tag{3}
\]

where

\[ d = 1, 2, \ldots, n \] represents the dimension.
\[ i = 1, 2, \ldots, m \] represents the particle index, where \( m \) is the size of the swarm.
\[ q \] is the index of the best particle in the swarm.
\[ c_1 \text{ and } c_2 \] are constants, called cognitive and social scaling parameters, respectively.
\[ r_1 \text{ and } r_2 \] are random numbers drawn from a uniform distribution from 0 to 1.
\[ x_i = (x_{i1}, x_{i2}, \ldots, x_{in})^T \] represents the position vector of the \( i \)-th particle.
\[ v_i = (v_{i1}, v_{i2}, \ldots, v_{in})^T \] represents the velocity vector of the \( i \)-th particle.
\[ p_i = (p_{i1}, p_{i2}, \ldots, p_{in})^T \] represents the best previous position of the \( i \)-th particle.

The concept of the inertia weight was introduced in 1998 by Shi and Eberhart [16] and the proposed velocity update equation is:

\[
v_{id} = w v_{id} + c_1 r_1 (p_{id} - x_{id}) + c_2 r_2 (p_{gd} - x_{id}) \tag{4}
\]

where \( w \) is the inertia weight.

The inertia weight is added to balance global exploration and local exploitation of the searching process. A large \( w \) facilitates a global search while a small one facilitates a local search. There have been a number of strategies proposed for adjusting the value of the inertia weight during a course of run, such as adaptive inertia weight strategy [13], chaotic inertia weight [14], and linearly decreasing strategy [15, 16]. According to the results of the comparative study of 15 different inertia weight strategies over five optimisation problems presented in [17], the linear decreasing inertia weight produced the best performance in terms of the minimum error in comparison to other methods.

In the linear decreasing inertia weight, the value of \( w \) is linearly decreased from an initial value \( (w_{\text{max}}) \) to a final value \( (w_{\text{min}}) \) according to the following equation:

\[
w(\text{iter}) = \frac{\text{iter}_{\text{max}} - \text{iter}}{\text{iter}_{\text{max}}} (w_{\text{max}} - w_{\text{min}}) + w_{\text{min}} \tag{5}
\]

where \( \text{iter} \) is the current iteration of the algorithm and \( \text{iter}_{\text{max}} \) is the maximum number of iterations allowed.

In this work, we use the PSO with the linear decreasing inertia weight to estimate the stiction parameters, \( J \) and \( S \), of the control valve. The proposed framework is illustrated in Fig. 5.

**Fig.5:** PSO based parameter estimation procedure.

The algorithms in Fig. 5 is summarised as follows: i) Set up all PSO parameters and initialise the inertia weight to \( w_{\text{max}} \).

ii) Initialise a population array of \( m \) particles with random positions and velocities on two dimensions, representing the parameters \( J \) and \( S \) of the stiction, in the search space.

iii) The fitness function for each particle in the initial population is evaluated. We select the mean squared error (MSE) as the fitness function for determining how well the estimates fit the system. The \( MSE_i \) of estimation for particle \( i \) is defined as

\[
MSE_i = \frac{e_i^T e_i}{N} \tag{6}
\]

where \( e_i \in R^N = y_i - \hat{y}_i \) is error vector of the \( i \)-th particle, \( \hat{y}_i \in R^N = \{\hat{y}_i(1), \hat{y}_i(2), \ldots, \hat{y}_i(N)\} \) is the vector of estimated valve positions obtained from the Kano model, \( y_i \in R^N = \{y_i(1), y_i(2), \ldots, y_i(N)\} \) and is the vector of measured valve positions, and \( N \) is the number of input-output datapoints used in the identification. \( p_{id} \) is set to each initial searching point. The initial best evaluated value among \( p_{id} \) values is set to \( p_g \).

iv) Update the velocity and position of each particle using (4) and (3).

v) Search with new position and the fitness func-
tions are calculated. If the fitness function of each particle is better than the previous \( p_{gd} \), the value is set to \( p_{gd} \). If the best \( p_{gd} \) is better than \( p_{gd} \), the value is set to \( p_{gd} \). All \( p_{gd} \) are stored as the current estimates of \( J \) and \( S \).

vi) Update the inertia weight according to (5).

vii) Repeat from step iv) until the maximum number of iteration is exceeded.

4. SIMULATION EXAMPLES

The following experiments demonstrate the optimal configuration of the proposed stiction quantification method and its performance. The flow control system proposed in [5] is used to represent the industrial control loop. Fig. 6 shows the block diagram of the system.

![Block diagram of the flow control system.](image)

**Fig.6: Block diagram of the flow control system.**

The process transfer function of flow \( G(s) \) is given by

\[
G(s) = \frac{1}{0.2s + 1} \tag{7}
\]

The controller \( C(s) \) is the proportional-integral (PI) controller which is implemented in the following form:

\[
C(s) = K_p \left( 1 + \frac{1}{\tau_i s} \right) \tag{8}
\]

The proportional gain \( (K_p) \) and reset time \( (\tau_i) \) are set to 0.5 and 0.3 min, respectively. The sampling interval for flow control is 0.5 min.

**Table 1: Stiction Parameters used to Evaluate the Proposed Method.**

<table>
<thead>
<tr>
<th>Case</th>
<th>( J(%) )</th>
<th>( S(%) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>No stiction</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Weak stiction</td>
<td>0.3</td>
<td>1</td>
</tr>
<tr>
<td>Strong stiction</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1 summarises all three cases investigated in this study, including the normal case where there is no stiction, the weak stiction where \( J = 0.3\% \) and \( S = 1\% \) and the strong stiction where \( J = 1\% \) and \( S = 5\% \). For each pair of parameter \( \{J, S\} \), we generate the input-output datapoints by simulation to represent the actual data. These data are then used in our stiction quantification procedure to determine the estimates of \( \{J, S\} \) in the performance evaluation process.

It should be noted that generally there is no particular rule of thumb to strictly pinpoint how much stiction would represent each state of valve stiction. In practice, we could consider a valve to be normal even when it exhibits some behaviour of stiction if such magnitude of stiction does not greatly deteriorate the loop performance. However in order to be able to simulate three different states of the valve, in this simulation we selected the magnitudes of \( J \) and \( S \) similar to those in [5] to represent the normal, weak stiction, and strong stiction states. For each stiction case, a band-limited white noise is forced into the control loop as the setpoint to simulate the control loop and 100 sampling points of MV-OP data are used in our algorithm to quantify the stiction parameters \( J \) and \( S \).

**Table 2: Parameters of LDIW-PSO Stiction Estimation.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>9, 25, 49</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>40</td>
</tr>
<tr>
<td>Initial and final inertia weight</td>
<td>( (0.9, 0.4) )</td>
</tr>
<tr>
<td>( c_1 ) and ( c_2 )</td>
<td>2</td>
</tr>
</tbody>
</table>

The parameters of the LDIW-PSO (linear decrease inertia weight-particle swarm optimisation) are listed in Table 2. The initial and final values of the inertia weight are set to 0.9 and 0.4, respectively, according to the suggestion in [16]. The coefficients \( c_1 \) and \( c_2 \) are set to the recommended values of 2. Note that the estimated \( J \) and \( S \) are constrained to be positive, meaning that when negative estimates are obtained, they are set to zero.

In the first experiment, we vary the number of particles or the population size to 9, 25, and 49 to investigate the estimation performance and use it as a guideline to select the appropriate population size for this problem. For each stiction case, 50 trials are carried out and the average MSE of parameter estimation are calculated. Note that this MSE is different from the one we used for calculating the fitness function of PSO in (6) and the MSE of the stiction estimation is defined as:

\[
MSE_{stiction} = \frac{1}{50} \sum_{i=1}^{50} (\theta_i - \hat{\theta}_i)^2 \tag{9}
\]

where \( \theta_i \) and \( \hat{\theta}_i \) represent the actual values and the estimates of the parameters \( \{J, S\} \) at the trial number \( i \), respectively.

From the results of the average MSEs shown in Figs. 7 - 9, it can be clearly seen that the population size of 25 is sufficient for this problem because its MSE values are greatly reduced when compared with the MSE of the population size of 9 and by increasing it to be 49, the performances are not significantly improved, or for the normal case are even degraded. So
the population size of 25 is used for further analyses.

Fig.7: MSE in each population size for normal case.

Fig.8: MSE in each population size for weak stiction case. (a) J estimates (b) S estimates.

Fig.9: MSE in each population size for strong stiction case. (a) J estimates (b) S estimates.

In the next experiment, the LDIW-PSO is compared with the conventional PSO which uses the constant inertia weight. Two constant inertia weights, \( w = 0.9 \) and 0.4, corresponding to the initial and final values of the inertia weight of LDIW-PSO are selected for conventional PSO and the results are compared based on the MSE of the stiction estimation in (9). All PSO variants use the population of 25. Table 3 summarises the results in terms of the MSE from 50 trials. The best result for each test case is shown in bold. In 5 out of 6 stiction parameter values, LDIW-PSO performs as the best approach. Even in the case of \( S = 5 \) where the LDIW-PSO does not perform the best, but its obtained MSE is just slightly smaller than the best one. So it may be concluded that overall the LDIW-PSO outperforms the constant inertia weight scheme.

Table 3: MSE for Each Stiction Case Versus the PSO Variants.

<table>
<thead>
<tr>
<th>Case</th>
<th>MSE</th>
<th>Fixed w=0.4</th>
<th>Fixed w=0.9</th>
<th>LDIW-PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>J=0</td>
<td>1.99E-01</td>
<td>5.91E-04</td>
<td>1.58E-04</td>
<td></td>
</tr>
<tr>
<td>S=0</td>
<td>1.94E-01</td>
<td>5.32E-04</td>
<td>1.54E-04</td>
<td></td>
</tr>
<tr>
<td>J=0.3</td>
<td>5.23E-01</td>
<td>1.57E-02</td>
<td>1.37E-04</td>
<td></td>
</tr>
<tr>
<td>S=1</td>
<td>1.94E-01</td>
<td>5.32E-04</td>
<td>1.54E-04</td>
<td></td>
</tr>
<tr>
<td>J=1</td>
<td>9.84E-04</td>
<td>6.70E-03</td>
<td>8.06E-04</td>
<td></td>
</tr>
<tr>
<td>S=5</td>
<td>1.23E-02</td>
<td>1.23E-02</td>
<td>1.31E-02</td>
<td></td>
</tr>
</tbody>
</table>

In the last experiment, we investigate how the proposed technique performs in detecting oscillation other than stiction. Sources of oscillation commonly present in industrial processes include incorrect controller tuning and periodic external disturbances.

Fig.10: Oscillatory control loop simulated with aggressive tuning without stiction for flow control loop.

A very common scenario of inappropriate controller tuning is when an aggressively tuned controller is applied. In such scenario, the stiction quantification algorithm should be able to confirm that the cause of the oscillation is not valve stiction. We simulate this scenario by deliberately apply an aggressive tuning specification to the flow control loop by setting the integral time to 0.26 min and keeping the proportional gain to the value used in the previous simulations. The measurement noise with variance of 0.01 (SNR around 10) is injected to the measured flow to simulate corrupted data. This setting causes the loop to be oscillating as shown in Fig. 10 even when the valve is free from stiction.

To simulate the loop oscillation due to an external disturbance, a sinusoidal signal with amplitude
of 0.1 and period of 20 min is added to the measured flow. Even when the stiction is absent, the injected disturbance causes a regular oscillation to the process variable as illustrated in Fig. 11.

Fig. 11: Oscillatory control loop simulated with external sinusoidal disturbance without stiction for flow control loop.

To evaluate the robustness of the proposed methodology, the LDIW-PSO is applied to different sources of oscillation for the cases of normal valve, weak stiction, and strong stiction. The values of $J$ and $S$ for all simulated stiction levels are similar to the ones that we used in the previous experiments.

The average estimates of the stiction parameters over 50 runs are summarised in Table 4. It can be seen that for all oscillation cases, the method successfully estimates valve stiction with high accurate quantification. Moreover, in the case of normal valve the proposed method is robust to non-stiction oscillations as the obtained values are zero for both $J$ and $S$, indicating that it can quantify the stiction size correctly.

Table 4: Average Estimates and Standard Deviations (in parentheses) of Different Stiction Levels for Different Sources of Loop Oscillation.

<table>
<thead>
<tr>
<th>Case</th>
<th>Actual J</th>
<th>Actual S</th>
<th>Est. J</th>
<th>Est. S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal + aggressive tuning</td>
<td>0</td>
<td>0</td>
<td>0(0)</td>
<td>0(0)</td>
</tr>
<tr>
<td>Weak stiction + aggressive tuning</td>
<td>0.3</td>
<td>1</td>
<td>0.3105 (0.0237)</td>
<td>1.0105 (0.0237)</td>
</tr>
<tr>
<td>Strong stiction + aggressive tuning</td>
<td>1</td>
<td>5</td>
<td>1.0045 (0.0097)</td>
<td>5.0045 (0.0097)</td>
</tr>
<tr>
<td>Normal + sinusoidal disturbance</td>
<td>0</td>
<td>0</td>
<td>0(0)</td>
<td>0(0)</td>
</tr>
<tr>
<td>Weak stiction + sinusoidal disturbance</td>
<td>0.3</td>
<td>1</td>
<td>0.2998 (0.0042)</td>
<td>0.9998 (0.0042)</td>
</tr>
<tr>
<td>Strong stiction + sinusoidal</td>
<td>1</td>
<td>5</td>
<td>1.0045 (0.0470)</td>
<td>5.0045 (0.0470)</td>
</tr>
</tbody>
</table>

Fig. 12 shows the MV-OP plot of the prediction from the model for normal valve with aggressive tuning as an example. From the figure, we can clearly observe a linear dependence between the estimated manipulated variable and the controller output and there is no sign of any stiction pattern as it should be.

5. APPLICATION TO INDUSTRIAL DATA

The objective of this section is to evaluate the performance of the proposed method when applied to real process industrial valves. A set of data, collected from five valves and provided by a large-scale petrochemical plant in Thailand, were analysed. Valves EX1 - EX4 in Table 5 were selected from normally-operated control loops. Bear in mind that the normal valves considered in this study are not completely free from stiction. Instead, we accept a valve as normal as long as it gives a satisfactory control loop performance. For example, the plot of MV-OP of valve EX1 which is considered as normal clearly shows a non-zero deadband plus side slip. However, as this valve could still perform its control duty with excellent performance it was regarded as normal valve in this study.

Table 5: Industrial Control Valves in This Study.

<table>
<thead>
<tr>
<th>Valve</th>
<th>Size</th>
<th>Valve Type</th>
<th>Control Loop</th>
</tr>
</thead>
<tbody>
<tr>
<td>EX1</td>
<td>1&quot;</td>
<td>Globe</td>
<td>Tank level</td>
</tr>
<tr>
<td>EX2</td>
<td>1.5&quot;</td>
<td>Globe</td>
<td>Tank level</td>
</tr>
<tr>
<td>EX3</td>
<td>4&quot;</td>
<td>Globe</td>
<td>Gas flow</td>
</tr>
<tr>
<td>EX4</td>
<td>10&quot;</td>
<td>Butterfly</td>
<td>Level of a distillation column</td>
</tr>
<tr>
<td>EX5</td>
<td>14&quot;</td>
<td>Ball</td>
<td>Gas flow</td>
</tr>
</tbody>
</table>

Fig. 13: MV-OP plot of valve EX1.
For valve EX5, it was taken from the control loop which exhibited severe oscillations. We suspected that the oscillations in this loop were due to the sticky behaviour of this valve. To confirm the condition of valve EX5, it was completely disassembled and closely examined during the maintenance period. Apparently, as seen in Fig. 14, the clear damage on the surfaces of upper and lower trunnions of the valve was visually evident. Therefore, it can be confirmed that the loop oscillations were indeed a result of stiction in valve EX5.

Fig.14: Damage on the surfaces of (a) upper trunnion (b) lower trunnion of the ball valve EX5.

For each loop, the controller output (OP) and the valve stem travel position (MV) were collected with the sampling interval of 1 second and scaled between 0 to 100%. To illustrate the ability of the proposed method to perform the online valve stiction analysis, we divided the time-series data into sub-windows with window size of 1 hour, corresponding to 3600 data points in each window. 96 samples were extracted from the normal valves (EX1-EX4) and 29 samples from the sticky valve. 68 samples of normal data and 20 samples of abnormal data were randomly selected as training data, while the remaining data were used for testing. The slip jump \( J \) and deadband plus slip band \( S \) of all samples are estimated using the proposed method. To perform the online stiction detection, the estimated \( J \) and \( S \) are compared to a set of predefined thresholds. If any of the estimated \( J \) and \( S \) is greater than its threshold, the sample is classified as faulty and the valve is stuck. Once the valve is defined as a sticky valve, its stiction level can readily be classified into weak or strong stiction by considering the magnitudes of the estimated \( J \) and \( S \). Here, we used two sets of thresholds in order to indicate the stiction levels of the valve as described below:

\[
\text{Stiction index}(i) = \begin{cases} 
\text{normal, if } J_i < J_1 \text{ and } S_i < S_1 \\
\text{weak stiction, if } J_1 \leq J_i < J_2 \text{ or } S_1 \leq S_i < S_2 \\
\text{strong stiction, if } J_i > J_2 \text{ or } S_i > S_2 
\end{cases} 
\]

where Stiction index \( i \) is the verdict of valve stiction for data in window \( i \), \( J_i \) and \( S_i \) are the estimated \( J \) and \( S \) of the data in window \( i \), \( J_1 \) and \( J_2 \) \((J_2 > J_1)\) are the thresholds of slip jump for detecting weak and strong stiction respectively, and \( S_1 \) and \( S_2 \) \((S_2 > S_1)\) are the thresholds of deadband plus slip band for detecting weak and strong stiction respectively.

Obviously, the thresholds influence the robustness of this stiction detection and classification scheme. Unfortunately, from the experience of the authors, there is no single value of threshold that can guarantee to successfully detect stiction of all control loops. In this work, we obtained the thresholds empirically from the training dataset. Specifically, \( J_1 \) and \( S_1 \) were obtained from the maximum values of the estimated \( J \) and \( S \) of the normal samples in the training dataset, while \( J_2 \) and \( S_2 \) were obtained from the minimum values of the estimated \( J \) and \( S \) of the severely sticky valve in this example to represent the lower limits of strong stiction.

Fig.15: Stiction condition zones and estimated \( J \) and \( S \) of the training data.

With \( \{J_1, S_1\} = \{0.53, 2.3\} \) and \( \{J_2, S_2\} = \{0.8, 2.4\} \), we could plot the decision boundaries for normal, weak stiction and strong stiction as shown in Fig. 15 for the training data. To provide a convenient and quick analysis of valve stiction level, the \( J - S \) plot area is divided as a green-yellow-red condition zone. The colours green, yellow, and red specify the zones for normal, weak stiction, and strong stiction. When plotting the estimates of test dataset on the \( J - S \) chart in Fig. 16, we see that the stiction conditions of all samples are correctly predicted.

6. CONCLUSIONS

In this paper, a method for quantification of valve stiction has been proposed. The slip-jump \( J \) and the deadband plus stickband \( S \) could be simultaneously estimated. Stiction parameters were identified accurately through Kano model through MV-OP plot.
with the use of particle swarm optimisation. The linear decrease inertia weight was suggested to be used during the update process of PSO to improve the identification convergence and accuracy. The experimental results clearly show the superiority of the LDIW-PSO over the fixed inertia weight PSO. The comparisons are made in terms of solution accuracy. In addition, the robustness of the proposed method to incorrect controller tuning and external disturbances was demonstrated. The simulations have shown that the estimated parameters obtained from this method can clearly indicate if the oscillation is caused by valve stiction or other problem. Industrial examples have demonstrated the implementation of this technique in an online fashion and confirmed the effectiveness of the proposed stiction quantification method in practice.
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