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ABSTRACT

Ant Colony Optimization (ACO) is a famous technique for solving the Travelling Salesman Problem (TSP). The first implementation of ACO is Ant System. It can be used to solve different combinatorial optimization problems, e.g., TSP, job-shop scheduling, quadratic assignment. However, one of its disadvantages is that it can be easily trapped into local optima. Although there is an attempt by Ant Colony System (ACS) to improve the local optima by introducing local pheromone updating rule, the chance of being trapped into local optima still persists. This paper presents an extension of ACS algorithm by modifying the construction solution phase of the algorithm, the phase that ants move and build their tours, to reduce the duplication of tours produced by ants. This modification forces ants to select unique path which has never been visited by other ants in the current iteration. As a result, the modified ACS can explore more search space than the conventional ACS. The experimental results on five standard benchmarks from TSPLIB show improvements on both the quality and the number of optimal solutions founded.
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1. INTRODUCTION

Ant Colony Optimization (ACO) [1] is a swarm intelligence that simulates behavior of ant colony in nature. Ants have ability to find the shortest path between their anthill and a food source. It uses indirect communication via a chemical substance called pheromone. While searching the path from a nest to a food source, an ant deposits pheromone on a path that it moves through. The pheromone intensity then attracts other ants to follow that path. ACO can be successfully applied to solve computational problem which can be reduced to a task of searching for an optimal tour within a graph, e.g., the Travelling Salesman Problem [2] (TSP.) TSP is a famous NP-hard combinatorial optimization problem. The objective is to find the shortest possible Hamiltonian cycle - the cyclic tour that composes of all cities, each of which is visited exactly once.

According to a survey article by M. Dorigo et al. [3], a list of successful implementations of Ant Colony Optimization is shown in Table 1, in chronological order. Due to the space limitation, some of them related to ACS are mentioned in this paper. The first ACO algorithm is Ant System (AS), published by Dorigo et al. [4]. The major drawback of AS is that, due to its simple pheromone updating mechanism, it can get stuck in local optima easily. There are a number of AS successors trying to overcome this weakness. One of the most successful solutions is Ant Colony System (ACS) [8, 9]. Although it introduces the local pheromone update mechanism which can reduce the chance of local optima, the construction solution phase of ACS is still not perfect.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ant System (AS) [4-6]</td>
<td>1991</td>
</tr>
<tr>
<td>Elitist AS [4, 5]</td>
<td>1992</td>
</tr>
<tr>
<td>Ant Colony System [8, 9]</td>
<td>1996</td>
</tr>
<tr>
<td>Rank-Based AS [13, 14]</td>
<td>1997</td>
</tr>
<tr>
<td>BWAS [16]</td>
<td>2000</td>
</tr>
</tbody>
</table>

Other research works improve the performance of ACS by inserting the exploratory mechanism. Beer et al. [18] introduce the antennation - an analogous process of real ant. It is a method of direct interactions between ants by using their antennae. When ants meet at a node, they share information about the search space. The information is used to force the diversification of ant paths. Malisia and Tizhoosh [19] proposed several extensions of ACS that based on the idea of opposition to expand the area of the solution space. Aljanaby et al. [20] use the concept of multiple colonies for ACS. Each colony has its own pheromone and they are working cooperatively by using an interaction technique that directs each colony to search toward the different areas of search space.

We propose another modified version of ACS by
adding an exploratory mechanism in the solution construction phase to improve both the quality and the quantity of good solutions founded. Since ACS tends to favor exploitation over exploration, it is likely that the algorithm will be trapped in local optima. We introduce the exploratory step that forces ants to expand their search space. When an ant selects the next city for moving to, it is forced to move through a unique edge that has never been visited by any ant, if possible. Moreover, the exploratory step for each ant is restricted in order to prevent an excessive dispersion of search that may cause a bad quality solution. The experimental results on five symmetric TSP benchmarks from TSPLIB [21] show that our proposed method produces better quality of solutions and finds more optimal solutions than conventional ACS and another related method. The rest of this paper is organized as follows. Section 2 introduces the background of ACS. Section 3 describes the details and finds more optimal solutions than conventional ACS and another related method. The rest of this paper is organized as follows. Section 2 introduces the background of ACS. Section 3 describes the details discussed in section 4. Finally, conclusions are provided and the comparisons with other algorithms are discussed in section 4. Finally, conclusions are provided in section 5.

2. ANT COLONY SYSTEM

The conventional ACS algorithm for solving TSP is explained in this section.

Initially, \( m \) ants are randomly distributed to \( n \) cities. They concurrently create their tours (solutions of TSP) by iteratively applying the state transition rule. The conventional ACS algorithm for solving TSP benchmarks from TSPLIB [21] show that our proposed method produces better quality of solutions and finds more optimal solutions than conventional ACS and another related method. The rest of this paper is organized as follows. Section 2 introduces the background of ACS. Section 3 describes the details and comparisons with other algorithms are discussed in section 4. Finally, conclusions are provided in section 5.

2.1 ACS State Transition Rule

When an ant \( k \) is at a city \( r \), it selects the next city \( s \) to move by using the pseudorandom proportional rule as the following equation.

\[
    s = \begin{cases} 
    \arg \max_{u \in J_k(r)} \left( \frac{\tau(r,u) \cdot \eta(r,u)}{\sum_{u' \in J_k(r)} \tau(r,u')} \right)^\beta, & \text{if } q \le q_0 \\
    \text{randomly choose from } J_k(r), & \text{otherwise with probability } p_k(r,s) 
    \end{cases} 
\]  

Where
- \( J_k(r) \) is a set of neighbors of the city \( r \) which an ant \( k \) never moves to,
- \( \tau(r,u) \) is an amount of pheromone on an edge that connects from city \( r \) to city \( u \),
- \( \eta(r,u) \) is a heuristic function (inverse of distance) of an edge that connects from city \( r \) to city \( u \),
- \( \beta \) is a parameter for bias value of heuristic function,
- \( q \) is a uniformly distributed random number in range \([0, 1]\),
- \( q_0 \) is an exploitation probability parameter \((0 \le q_0 \le 1)\).  

In equation (1), when \( q < q_0 \), ant chooses the next city by greedy selection, i.e., it chooses the city that has the largest product between pheromone amount \( \tau \) and heuristic function \( \eta \). Otherwise, it randomly chooses a city from a set of neighborhood \( J_k(r) \) with the probability function \( p_k \), as shown in equation (2). This equation implies that the city which is connected by an edge with a high level of pheromone and a short distance will be more likely to be selected.

\[
    p_k(r,s) = \frac{\tau(r,s)^\beta \cdot \eta(r,s)^\eta}{\sum_{u \in J_k(r)} \tau(r,u)^\beta \cdot \eta(r,u)^\eta}, \text{ if } s \in J_k(r) 
\]  

\( \text{otherwise} \)

2.2 Local Pheromone Updating Rule

During a process of building a tour, an ant moves through an edge and decreases the pheromone level on that edge by the local updating rule as the following equation.

\[
    \tau(r,s) \leftarrow (1 - \rho) \cdot \tau(r,s) + \rho \cdot \tau_0 
\]

Where \( \tau_0 \) is an initial pheromone value and \( \rho \) is an evaporation rate \((0 \le \rho \le 1)\).

2.3 Global Pheromone Updating Rule

After all ants complete their tours, only pheromone on edges of the global best-so-far tour will be increased by the following global updating rule.

\[
    \tau(r,s) \leftarrow (1 - \alpha) \cdot \tau(r,s) + \alpha \cdot \Delta \tau(r,s) 
\]

Where
- \( \Delta \tau(r,s) = \begin{cases} 
    1/L_{gb}, & \text{if } (r,s) \in \text{global best tour} \\
    0, & \text{otherwise} 
    \end{cases} 
\]
- \( \alpha \) is a deposit rate \((0 \le \alpha \le 1)\)
- \( L_{gb} \) is the length of global-best tour

2.4 Summary Procedure of ACS

The steps of ACS algorithm can be summarized in Fig. 1.

\[ \text{Set parameters, Initialize pheromone} \]
\[ \text{Loop } // \text{each loop is called an iteration} \]
\[ \quad \text{Each ant is randomly positioned at a starting city} \]
\[ \quad \text{Loop } // \text{each loop is called a step} \]
\[ \quad \text{Each ant selects the next city by state transition rule (1) and then applies a local pheromone updating rule (3)} \]
\[ \quad \text{Until all ants have built a complete solution} \]
\[ \quad \text{Apply a global pheromone updating rule (4)} \]
\[ \quad \text{Until termination condition is met} \]

**Fig.1:** The Procedure of ACS Algorithm.
3. THE PROPOSED METHOD

In ACS, there are two main factors on an edge that attract ants to move through. The first factor is the heuristic value which was calculated from the distance of an edge. It is hard to improve this factor since the distance of an edge is constant. Another factor is the pheromone level on an edge. The pheromone level is decreased when an edge is visited by an ant, and increased when an edge belongs to the current global best-so-far tour.

According to the state transition rule (1), ACS tends to favor exploitation over exploration. More precisely, the $q_0$ parameter, which represents the probability of greedy selection, is usually defined nearby 1, e.g., 0.9. At the beginning, the pheromone levels of all edges are set to an identical small-positive real number. Therefore, during early iterations, ACS tends to create tours by emphasizing only on the distance of each edge. The tour that composes of edges which have a fairly short distance can be chosen as a sub-optimal solution, which may in turn mislead as the global best-so-far tour. Consequently, the pheromone level along that tour will increase in later iterations. Due to the premature convergence problem of ACS, if there is no ant that can find a better best-so-far tour within a limited number of iterations, all ants tend to generate similar tours. This could lead to a local optima phenomenon.

Our proposed method modifies the solution construction phase of the ACS algorithm which is the phase that an ant starts to choose the next city. The basic idea is to force ants to be more exploratory during the early stage by considering only the distances of all unvisited paths connected to the current city. This modification will expand the area coverage of the search space and reduce the possibility of stagnation in local optima.

3.1 Required Additional Structures

The following additional structures are required before running the proposed method.

I. The Edge’s Flag

Every edge $(j, k)$ has a flag $p_{j,k}$ that keeps the status whether that edge has been passed by any ant or not. The initial value of $p_{j,k}$ is false.

II. The Exploratory Steps

Each ant $a$ has a memory $e_a$ to counts the number of its own exploratory steps. The initial value of $e_a$ is zero.

Fig.3: Ant’s Exploratory Steps.

3.2 Procedure of the Proposed Method

The proposed method can be described by the following algorithm along with the flowchart in Fig.4.
Step 1. The $p$ flags of all edges are reset to false, the exploratory steps (ea) of all ants are reset to zero and all ants are randomly placed to starting cities.

Step 2. If not (ea < $\sigma$) where $\sigma$ is a limit of exploratory steps. Then go to step 6.

Step 3. If there is no $s \in J_a(r)$ such that $p_{r,s} = \text{false}$. Where $r$ is the current city of an ant $a$, $J_a(r)$ is set of neighbors of city $r$ that an ant $a$ has not visited yet.

Then goto step 6.

Step 4. An ant $a$ chooses an edge $(r, s)$ which has the shortest distance.

Step 5. Increase the exploratory steps of an ant $a$ by one (ea = ea + 1) and goto step 7.

Step 6. An ant $a$ chooses the next city by using ACS’s state transition rule (1).

Step 7. Mark $p_{r,s} = \text{true}$, where $(r, s)$ is an edge that an ant $a$ just moves through.

Step 8. Apply local pheromone updating rule (3).

Step 9. Repeat steps 2 to 8 until all ants have completed their tours.

Step 10. Apply global pheromone updating rule (4).

Step 11. Repeat steps 1 to 10 until the termination condition is met.

3.3 Ant’s Move

The state transition rule of the proposed method is different from the conventional ACS. An additional procedure which wraps up the original ACS’s transition rule (1) has been inserted as a new rule (6). It represents steps 2-6 of the procedure in the previous subsection.

$$s = \begin{cases} \arg \max_{u \in I_a(r)} \{[h(r,u)]^2\} & \text{if e_a and I_a(r) } \neq \emptyset \\ \text{choose from ACS state} & \text{otherwise} \end{cases}$$

(6)

Where $I_a(r) = \{u \in J_a(r) : p_{r,u} = \text{false}\}$

This additional procedure provides more explorations to ACS. If the number of exploratory steps does not exceed the limit and there exists available edges that have not been passed by any ant, the ant will choose the edge which has the best heuristic value. Otherwise it will use the conventional ACS state transition rule (1).

Fig. 5 illustrates an example of ant’s decision in case of the number of exploratory steps does not exceed the limit. Suppose that the ant is at city $r$ and there are three available adjacent cities $s$, $t$, and $u$. Since edge $(r, u)$ is already passed by another ant in this iteration, as the flag $p_{r,u}$ was set to be true, the city $u$ is eliminated from available choices. The ant then selects city $t$ as the next city since its distance $d(r, t)$ is shorter than $d(r, s)$.

4. EXPERIMENTS

4.1 Benchmarks

We select five symmetric TSP benchmarks, which have various numbers of cities, from TSPLIB [21]. Table 2 shows the descriptions consisting of name, the number of cities, and the optimal tour length (in real value) of each benchmark.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Number of cities</th>
<th>Optimal Tour Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eil51</td>
<td>51</td>
<td>428.87</td>
</tr>
<tr>
<td>Berlin52</td>
<td>52</td>
<td>7544.37</td>
</tr>
<tr>
<td>Eil76</td>
<td>76</td>
<td>544.37</td>
</tr>
<tr>
<td>KroA100</td>
<td>100</td>
<td>21285.44</td>
</tr>
<tr>
<td>D198</td>
<td>198</td>
<td>15808.65</td>
</tr>
</tbody>
</table>

4.2 Preliminary Runs

Our proposed method has an additional parameter $\sigma$ (exploratory steps limit) that requires an assignment before running. In order to roughly estimate a suitable value of the parameter $\sigma$, we perform the preliminary runs on all benchmarks. These preliminary runs spend less number of iterations and trials than the actual runs.

Table 3: The possible combinations for each key size.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Number of cities</th>
<th>Optimal Tour Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eil51</td>
<td>51</td>
<td>428.87</td>
</tr>
<tr>
<td>Berlin52</td>
<td>52</td>
<td>7544.37</td>
</tr>
<tr>
<td>Eil76</td>
<td>76</td>
<td>544.37</td>
</tr>
<tr>
<td>KroA100</td>
<td>100</td>
<td>21285.44</td>
</tr>
<tr>
<td>D198</td>
<td>198</td>
<td>15808.65</td>
</tr>
</tbody>
</table>

In preliminary process, we run our method for 25 trials, each with 500 iterations for Eil51, Eil76 and Berlin52, and each with 1000 iterations for KroA100. For D198, the setting is 15 trials, each with 1000 iterations. In general, the number of trials and iterations in preliminary run is approximately 10-15 percent of the
### Table 5: ACS Parameters Setting.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Method</th>
<th>Eil51</th>
<th>Berlin52</th>
<th>Eil76</th>
<th>KroA100</th>
<th>D198</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>ACS</td>
<td>431.59</td>
<td>7638.79</td>
<td>553.75</td>
<td>21532.59</td>
<td>16138.39</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>430.00</td>
<td>7626.81</td>
<td>550.37</td>
<td>21423.88</td>
<td>16077.29</td>
</tr>
<tr>
<td>Median</td>
<td>ACS</td>
<td>430.24</td>
<td>7544.37</td>
<td>553.54</td>
<td>21414.80</td>
<td>16112.92</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>428.98</td>
<td>7544.37</td>
<td>550.11</td>
<td>21349.44</td>
<td>16063.86</td>
</tr>
<tr>
<td>Min</td>
<td>ACS</td>
<td>428.87</td>
<td>7544.37</td>
<td>545.95</td>
<td>21285.44</td>
<td>15971.93</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>428.87</td>
<td>7544.37</td>
<td>544.37</td>
<td>21285.44</td>
<td>16063.86</td>
</tr>
<tr>
<td>Max</td>
<td>ACS</td>
<td>439.04</td>
<td>7988.19</td>
<td>568.13</td>
<td>22687.70</td>
<td>16916.18</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>436.73</td>
<td>7944.50</td>
<td>563.44</td>
<td>22308.24</td>
<td>16420.43</td>
</tr>
<tr>
<td>#Optimal found</td>
<td>ACS</td>
<td>5</td>
<td>62</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>12</td>
<td>65</td>
<td>6</td>
<td>15</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 4: ACS Parameters Setting.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>The number of ants</td>
<td>10</td>
</tr>
<tr>
<td>q0</td>
<td>Exploitation probability</td>
<td>0.9</td>
</tr>
<tr>
<td>α</td>
<td>Global update’s parameter</td>
<td>0.1</td>
</tr>
<tr>
<td>ρ</td>
<td>Local update’s parameter</td>
<td>0.1</td>
</tr>
<tr>
<td>β</td>
<td>Weight bias of heuristic function</td>
<td>2</td>
</tr>
<tr>
<td>τ0</td>
<td>Initial pheromone value</td>
<td>(1/(n-L_{nn}))</td>
</tr>
</tbody>
</table>

4.3 Comparisons between Our Proposed Method and the Conventional ACS

The comparison between the proposed method and the conventional ACS algorithm [7] is discussed in this subsection. In order to have a fair comparison, the ACS algorithm and the ACS part in our proposed method are implemented without local search and candidate list.

In actual runs, we execute each algorithm 100 trials, each with 5000 iterations, for Eil51, Eil76, Berlin52 and KroA100. For D198, the number of trials and iterations are 70 and 5000, respectively. Table 5 indicates that the proposed method achieves better quality of solutions in terms of both average and median value of the tour length. Moreover, the number of optimal solutions founded in the proposed method is also more than those of the conventional ACS in all benchmarks, except for the benchmark D198 which neither method reaches the optimal solution.

4.4 Visual Comparisons on the Shortest Tour

In order to perceive the visual comparisons between the conventional ACS and the proposed method, the samples of the shortest tours for all benchmarks are shown in Fig.6-13.

It is worth to note that we draw the shortest tour for each benchmark by choosing the tour serving as the median of the tour lengths among all trials. Both ACS and the proposed method can find the optimal solutions at the median for Eil51 and Berlin52 benchmarks. Therefore, they can share the same shortest tour for both benchmarks, as shown in Fig.6-7.

Since these two benchmarks contain a small number of instances, it is not surprising that both ACS and the proposed method can achieve the optimal solutions at the median.

**Fig.6:** The Shortest Tour of Both Methods on Eil51.

Fig. 8 illustrates the shortest tour of ACS on Eil76 benchmark. Eil76 is a representation of the small-size benchmark which contains 76 cities. It also has an important characteristic for simulating the combinatorial optimization problems, i.e., most neighboring states are separated by similar distance. The conventional ACS achieves a fair tour distance (549.87),
Fig. 7: The Shortest Tour of Both Methods on Berlin52.

Fig. 8: The Shortest Tour of ACS on Eil76.

Fig. 9: The Shortest Tour of the Proposed Method on Eil76.

Fig. 10: The Shortest Tour of ACS on KroA100.

Fig. 11: The Shortest Tour of the Proposed Method on KroA100.

The next benchmark for a visual comparison is KroA100. This benchmark contains 100 cities and has a long optimal tour length (21285.44). The shortest tours of ACS and the proposed method on KroA100 benchmark are shown in Fig. 10 and Fig. 11, respectively. Both methods are competitive; indeed achieve the solutions which are very close to the optimal tour length. KroA100 is considered as the challenging benchmark since it consumes a long running time in finding the optimal solution. As the experimental results shown in Table 5, ACS can find the optimal tour length only 1 time out of 100 trials, while the proposed method produces the optimal solution more often than ACS, i.e., 15 times out of 100 trials.

The last visual comparison is taken on D198 benchmark, as shown in Fig. 12 and 13. D198 benchmark not only contains a larger number of cities, i.e., 198, but also has various kinds of the instance distributions. Besides several groups of instances clustered at the middle-top of the map, there are a number of small groups distributed around, including one instance positioned at faraway place, i.e., the origin. The overview of the shortest tour produced from both ACS and the proposed method look similar except for paths which are in the congested area. In addition, the tour distances of both methods are not significantly different since the distances are approximately close to the optimal tour length which is 15808.65. An interesting fact from this comparison is that the
The proposed method does not make a major distinction to the tour produced by ACS. In fact, it explores a slightly better solution by performing a refined search on paths within the cluster of instances. The exploratory mechanism in the proposed method can improve the performance of ACS very well if a map does not contain an extreme distribution of the cities, e.g., D198. Otherwise their performances will be competitive.

4.5 Comparisons between Our Proposed Method and another ACS Extension

In this subsection, we compare the proposed method with another ACS extension that uses opposition-based approach called Opposite Pheromone per Node (OPN), proposed by Malisia et al. [19]. In order to be a fair comparison, all common parameters, including the number of trials and iterations, used in the proposed method are identical to those used in OPN. Other parameters are same as those used in the previous experiments.

Due to the different machine platform and implementation, we use the median ratio to compare the performance of two methods. The median ratio, in percentage unit, between the ACS-based algorithm \(x\) and conventional ACS is defined in (7), where Optimal is the optimal tour length of a particular benchmark (as shown in Table 2).

\[
\text{MedianRatio}(x) = \frac{\text{Median}(\text{ACS}) - \text{Median}(x)}{\text{Median}(\text{ACS}) - \text{Optimal}} \times 100
\]

(7)

The reason of using median in (7) is that OPN uses median to benchmark their algorithm. Besides the median ratio, we also compare the number of optimal solutions found in addition to the number produced by the conventional ACS, i.e., \#Additional Opt.

Table 6 shows that the proposed method has better performance in terms of median ratio in all benchmarks. Notice that the median ratio of OPN method for D198 is negative because its median is poorly larger than the conventional ACS’s median. Furthermore, the proposed method achieves more additional number of optimal solutions found than OPN in most benchmarks.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Measure</th>
<th>Proposed Method</th>
<th>OPN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eil51</td>
<td>Median Ratio</td>
<td>91.97%</td>
<td>70.49%</td>
</tr>
<tr>
<td></td>
<td>#Additional Opt</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Eil76</td>
<td>Median Ratio</td>
<td>37.40%</td>
<td>28.72%</td>
</tr>
<tr>
<td></td>
<td>#Additional Opt</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>KroA100</td>
<td>Median Ratio</td>
<td>50.53%</td>
<td>41.10%</td>
</tr>
<tr>
<td></td>
<td>#Additional Opt</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>D198</td>
<td>Median Ratio</td>
<td>16.12%</td>
<td>-1.96%</td>
</tr>
<tr>
<td></td>
<td>#Additional Opt</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
5. CONCLUSIONS

Ant Colony System (ACS) is successful nature-inspired algorithm that can be applied to the Travelling Salesman Problem. It imitates the pheromone mechanism of natural ants in order to construct the shortest solution. However, one of its disadvantages is that it has a chance of being trapped into local minima. We proposed the extension of ACS by enhancing the exploratory search. The proposed method forces ants to move differently in the early stage of iterations. A number of additional structures are inserted to memorize the number of exploratory steps, to limit the number of ant’s exploratory steps, and to keep the visiting status for each edge. The experimental results on five symmetric TSPLIB benchmarks indicate better performance of the proposed method over the conventional ACS and OPN. The limitation of the proposed method is that it cannot significantly improve the shortest tour length for the problem which contains an extreme distribution of instances. One of the future works is to create a process which can determine a limit of exploratory steps ($\sigma$) automatically.
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