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ABSTRACT

In this paper, we propose a refinement filter for
depth maps. The filter convolutes an image and a
depth map with a cross computed kernel. We call
the filter joint trilateral filter. Main advantages of
the proposed method are that the filter fits outlines
of objects in the depth map to silhouettes in the im-
age, and the filter reduces Gaussian noise in other
areas. The effects reduce rendering artifacts when a
free viewpoint image is generated by point cloud ren-
dering and depth image based rendering techniques.
Additionally, their computational cost is independent
of depth ranges. Thus we can obtain accurate depth
maps with the lower cost than the conventional ap-
proaches, which require Markov random field based
optimization methods. Experimental results show
that the accuracy of the depth map in edge areas
goes up and its running time decreases. In addition,
the filter improves the accuracy of edges in the depth
map from Kinect sensor. As results, the quality of
the rendering image is improved.

Keywords: Joint Trilateral Filteringn, Stereo
Matching, Depth Mapn, Refinement Filter, Post
FilteringJoint Trilateral Filtering, Stereo Matching,
Depth Map, Refinement Filter, Post Filtering

1. INTRODUCTION

Recently, consumer-level depth sensors, e.g. Mi-
crosoft Kinect [1] and ASUS Xtion [2], are released,
and then image processing methods for depth maps
attract attentions. For example, pose estimation, ob-
ject detection, point cloud, and free viewpoint video
rendering are presented. Especially, the free view-
point image rendering requires high quality depth
maps. The free viewpoint images are synthesized by
the depth image based rendering (DIBR) [3] that de-
mands input images and depth maps.

Depth maps are usually computed by stereo
matching methods. The stereo matching finds corre-
sponding pixels between left and right viewpoint im-
ages. The depth value is calculated by the correspon-
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dence. The stereo matching is constructed from four
steps that are matching cost computation, cost ag-
gregation, depth map computation/optimization and
depth map refinement [4]. The mainstream meth-
ods of stereo matching perform complex optimiza-
tions to improve the accuracy of depth map. The
stereo matching with optimization methods based
on Markov random field, e.g. the semi-global block
matching [5], the belief propagation [6], and the graph
cuts [7], generate accurate depth maps. While the
complex optimization algorithms increase their com-
putation time. In addition, the strong constrains of
the smoothness consistency over the optimizations
obscure local edges of the depth maps.

If we render a novel image by the depth image
based rendering with the ambiguous depth maps,
edges of objects in the composite image will be not
accurate. Thus, it is important for the free viewpoint
image synthesis to use depth maps which are accurate
on the object edge. Therefore, we propose a refine-
ment filter for depth maps. The filter enhances the
accuracy of the depth maps, especially object bound-
aries, while their computational cost keeps low.

We organize the remainder of the paper as follows.
Section 2 presents an overview of related works of this
paper. Section 3 introduces the conventional refine-
ment filter and proposes a novel refinement filter of
depth maps. Section 4 shows the experimental re-
sults. Finally, we conclude this paper in Section 5.

2. RELATED WORKS

Generally speaking, depth maps are noisy. Thus
the depth maps are often filtered by noise reduction
filters. The bilateral filter [8] is one of the candidates,
which can reduce noises with keeping edge shapes.
However, the performance of edge keeping and noise
reduction depends on the image conditions before fil-
tering. When the image is so noisy, the performance
of the noise reduction becomes down dramatically. In
addition, only Gaussian noise can be removed by the
filter, although depth map contains spike and non-
Gaussian noises.

overcomes this problem in a special condition. The
condition is that we can use two images which are cap-
tured at the same viewpoint but have different image
characteristics. References [9, 10] use a non-flash im-
age and a flash image as an input pair. The flash
of camera reduces image noise but changes lighting



108 ECTI TRANSACTIONS ON COMPUTER AND INFORMATION TECHNOLOGY VOL.7, NO.2 November 2013

conditions, e.g. scene lighted by candlelight. The
non-flash image keeps light conditions but contains
large noise. To combine both the pros, these papers
use non-flash images as a filtering target, and a flash
image as a filtering kernel computation target. As the
filtering result, the output image keeps lighting con-
ditions without large noise. A key point of the filter-
ing technique is as follows. It is effective to compute
the filtering kernel by noiseless information instead of
noisy filtering target images.

The knowledge of the joint bilateral filtering is
applied to depth map processing. References [11-
13] propose depth up sampling and super resolution
methods based on the joint bilateral kernel computa-
tion. It is effective for depth maps from depth sensors
because the resolution of the depth map tends to be
low.

Other applications are stereo matching improve-
ment methods [14, 15] and refinement methods of
depth maps [16, 17]. References [14, 15] apply the
joint bilateral filtering to depth estimation. The
stereo cost volume which indicates probabilities of
depth states is filtered by the joint bilateral filter.
The filter uses an input natural view for the ker-
nel computation, and then the accuracy of estimated
depth maps is improved.

The refinement methods of the joint filtering are
proposed in [16, 17]. These papers use depth maps as
filtering targets and stereo image pairs as kernel com-
putation targets. The filter computes filtering kernel
by pixel color information and additional pixel relia-
bility information. The reliability is computed by a
L-R consistency check method [4]. The checking as-
sumes that projected depth information from a left
depth map and a projected right one should have the
same value. If the left and right depth value is incon-
sistent, the pixels in the region are regarded as un-
reliable, and then the reliability becomes low. These
filtering improve the quality of depth maps brilliantly,
however, is not suitable for depth maps from depth
sensors and for real-time computations.

It is because that these methods [16, 17] require
left and right depth maps. When we use a depth
sensor, we can obtain only one depth map. In ad-
dition, these joint bilateral filtering based methods
[11-17] require iteration processes whose conversion
time depends on ranges of depth values. Generally
speaking, the ranges of the depth maps from depth
sensors tend to be higher than the depth map from
the stereo matching methods. For example, Kinect
can capture the depth map with 11-16 bits. Thus
computational costs of the conventional methods of
the joint bilateral refinement tend to be high.

To overcome the weak point, we propose a filter-
ing method which requires only one depth map and
one or two views without iteration processes. We call
the filter reliability based joint trilateral filter. The
proposed filter is designed to refine depth maps well

within one pass processing. There are two key-points

in the method; one is finding reliable pixels and fil-

tering with the reliability as weighs, and the other is

a post-processing for boundary regions, where image

tend to be blurred by the joint bilateral based fil-

tering, to recover and remove that. Main differences
from the conventional approaches are;

1. The proposed refinement filter does not require
iteration processes and does not require left and
right depth maps, only requires one depth map.

2. The proposing post-processing, which rejects ramp
edges and interpolates it, improves accuracy of ob-
ject boundary. The area tends to be blurred by the
kind of the joint bilateral filtering. The rejection
and interpolation method is also used for undeter-
mined depth areas.

3. DEPTH MAP REFINEMENT

Depth estimation processing has the four chains
of which are matching cost computation, cost ag-
gregation, depth map computation/optimization and
depth map refinement, and we focus on the depth
map refinement.

Firstly, we introduce the traditional bilateral fil-
ter and joint bilateral filter in section 3.1. Secondly,
we propose a now filter of the reliability based joint
trilateral filter in section 3.2. Finally, we propose a
post-processing for blurred region and undetermined
regions to reject and interpolate it.

3.1 BILATERAL FILTER AND JOINT BI-
LATERAL FILTER

The proposed filter improves depth maps esti-
mated by the block matching which is the fast but
not so accurate stereo matching. The filter smooths
non-uniform surfaces and corrects edges. We call this
filter reliability based joint trilateral filter.

The reliability based joint trilateral filter is an ex-
tension of the bilateral filter. The bilateral filter is
defined by the following formula in references [8]:

_ 2sen WP, 8)e(p, s) 1
ZSEN w(p, S)C(pa 3)

0, , (1)

where I = input image, O = output image, p = coor-
dinate of attention pixel, s = coordinate of support
pixel, N = aggregation set of support pixels, w =

location weight function, ¢ = color weight function.
Additionally, each weight is Gaussian distribution:

vl = xp (1222,

20,
I, — I,

c(p, 8) = exp (—H pQU ”2> ) (2)
C

(05,00 : const.),
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where || - |l2= L2 norm. In this filter, the weight
of the support pixel becomes large, when the pixel
has a near intensity of the attention pixel and has
a near position of the attention one. Striding edge
parts have small weights due to large intensity differ-
ences. Thus the depth map is smoothed while main-
tains edge parts.

However, if the input depth map has widely incor-
rect values around object boundaries, the edges of the
object are not corrected by the bilateral filter. Thus,
the bilateral filter is extended into the joint bilateral
filter in order to refer to the natural image for exact-
ing edge information. We use an input image for the
color weight computation instead of a depth map.
The joint bilateral filter is defined by the following
formula in references [9, 10]:

D. — ZSEN w(p, s)c(p, 8)Ds
: ZSEN w(p, s)c(p, s)

(3)

where D, and D, are depth value of the attention
and the support pixel, respectively. The kernel of
the color weight are also computed by input image
I jnot computed by D; thus it is possible to remove
noisy pixels while keep edge parts of natural image by
computed color weight using natural image. However,
it is a smoothing filter, ramp edges are occurred by
mixed values in edge area.

3.2 RELIABILITY BASED JOINT TRILAT-
ERAL FILTER

Wherein, we add reliability information of depth
maps as the third weight element to the joint bilat-
eral filter in the proposed joint trilateral filter. The
third weight element has an effect of enhancing joint
bilateral filter and controlling occurred ramp edges.
The reliability in a kernel is mainly calculated by the
differences between the depth value of an attention
pixel and support pixels. The joint trilateral filter is
defined by the follow formula:

_ ZSGN w(pa S)C(p, S)T(p, S)Ds
P Ygen w(p, s)e(p, s)r(p, s)

D,— D
910 e (120~ 2i)

20,
(o : const.),

D

(4)

If a part has a small depth difference, its reliabil-
ity is large. However, when depth of the attention
pixel suffers from a large noise, it makes a problem
to assign the large reliabilities for the support pixels.
Additionally, the boundary parts of the depth map
are not accurate and tend to be blurred. Therefore,
we should to assign the parts as low reliability. Thus,
the reliabilities should be adaptively determined ac-
cording to the following classification approach.

109

The proposed classification approach requires one
depth map on the target view and right and left nat-
ural images. One of which must posit on the target
view and the other is optional view which does not
have to be required. We assume that a depth value
of an ideal result and an intensity of natural image
are close between an attention pixel and a support
pixel in a same object. In addition, we assume that
correspondence pixels in left and right views, which
are connected by the depth map, have close inten-
sities. Therefore, reliable pixels have the following
conditions in the proposed classification approach:

1. Comparing the depth value of the attention pixel

Dé and the support pixel D! in the left depth map.

The difference should be below a threshold a.

1D, = Dillr < e ()

2. Comparing the intensity of the attention pixel I]l)

and the support pixel Ils in the left natural image.
The difference should be below a threshold 5.

I, — 1l < B (6)

3. Comparing the intensity of the support pixel I of
the left natural image and the corresponding pixel
I(S+D!)" of the natural image of then right view-
point. The difference should be below a threshold

.
I = U5 pell <, (7)

where || - 1= L1 norm, and = left viewpoint, r=
right viewpoint.

4. If the above conditions are fulfilled, the reliability
function r becomes valid. Otherwise, it set to 0.
In other words, the reliability function is re-defined
as follows;

r(p, )

_ { exp (—W) (meetcond) (8)
0 (eles).

As a result, depth maps are smoothed while keep-
ing object edges. In addition, the noise of depth maps
is not imparted to the reliability as much as possi-
ble. Moreover, the filter operates at high speed, be-
cause the filter is single pass. The filter consisted of
the carefully selected pixels refines well at one shot.
Figure 1 shows examples of the kernel weight of the
proposed method. The region A and B in the input
image are zoomed up, and then we can see that the
kernel weights are fitted by the image edges except
for unreliable regions.

3.3 POST-PROCESSING FOR OBJECT

BOUNDARY

The joint trilateral filtering corrects depth maps
around edge boundaries. However, the depth maps
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are blurred and ramp edges are generated, when
depth candidates in a kernel is large. The reliabil-
ity based joint trilateral filter has the smaller blurred
region than the conventional joint bilateral filter, but
the blurred region is still remained. Thus we find
the ramp edge and enhance the edge sharply. The
method of removing the ramp edge is as follows. If a
focusing pixel p(x) is a ramp edge part, the relation-
ship between the pixel and neighborhood pixels fills
the following conditions:

abs(p(z — 1) = p(z)) =
abs(p(z) —p(z +1)) =1, 9)
abs(p(z — 1) — p(x + 1)) = 2.

If we find the region, we re-label the region as an
undetermined region, and then the region is interpo-
lated from the neighborhood regions where are de-
termined. The interpolation method is the joint bi-
lateral interpolation based on the joint bilateral up
sampling. Equation of this interpolation method is
almost the same as the joint bilateral filter except for
a set of support pixel. We can use only determined
pixel, thus support pixel set M is a set of valid pixels
in the interpolation. An undetermined depth value
dp at pixel p is interpolated by the following equa-
tion and then we can finally obtain a refined depth
map.

ZSEN ’UJ(p, S)C(pa S)ds
ZSGN w(p’ S)C(p$ S) ’

vt exp (1212,

20,

H%—hh>

20,

d, =
(10)

ey -

(05,0 : const.)

To apply the proposed post-filtering method to the
depth map from Kinect sensor instead of the stereo
matching, there are two problems. One is that Kinect
cannot capture left and right images, and the other
is that the depth map from Kinect has many invalid
regions where depth values are not obtained. The for-
mer is solved by ignoring the reliability assumption of
the v term. The latter is solved by the joint bilateral
interpolation of above of this section. Figure 2 shows
the invalid regions. The region (A) is the occlusion
part of an IR projector and an IR camera, and the
region (B) is the warping hole when the depth map
is registered to the image position. The region (C)
is the saturated area because of sunlight, and the re-
gion (D) is the light reflected area. The region (E) is
a black object which reduces IR light. All regions are
interpolated by the joint bilateral interpolation.

4. EXPERIMENTAL RESULTS

We have two experiments; one is depth estima-
tion experiments and the other is free viewpoint im-
age synthesis experiments. The Middlebury’s data
sets [4] are used for the stereo evaluation. Data set
are Tsukuba (Fig. 3(a)), Venus (Fig. 3(b)), Teddy
(Fig. 3(c)) and Cones (Fig. 3(d)). Image resolutions
of each data set are 384x288 (Tsukuba), 434x383
(Venus), and 450%x375 (Teddy and Cones), respec-
tively.  Competitive methods are block matching
(BM) as a simple stereo matching, semi-global block
matching (SGBM) as an optimized method which has
real-time capability, and the BM with the joint trilat-
eral filter (C-Tri). In addition, the bilateral filter (Bi)
and the median filter (Med) as the refinement filters
for the depth map from the BM are used in order
to reveal advantages of the proposed filter. The free
viewpoint image synthesis is performed by the depth
image based rendering. Depth maps are obtained by
the BM, the SGBM and the BM with the joint tri-
lateral filter. The synthesized free viewpoint images
are compared with pre-captured images by means of
Peak Signal-to-Noise Ratio (PSNR) and Structural
SIMilarity (SSIM) [18]. The SSIM is defined by the
following formula in reference [18]:

(24t pty + C1) (204, + C)
(2 4 p2 + C1) (02 + 02 + C2)

SSIM(x,y) = (11)

where i, 1, are average of x or y, 02, 05 are variance
of x or y, 0y is covariance of x and y, and Cy, Cs are
constant values to stabilize the division with weak de-
nominator. We set (C1, C2)=(7.0756,58.9824) which
are default parameters in reference [18]. In addition,
we experiment on depth maps from Kinect. Com-
pared depth map are without and with joint trilateral
filter. Then, we compare how much correction is the
edge.

The results of the depth estimation are show in Ta-
blel and Fig. 4. The parameters of proposed method
(0s,0c,00,,3,v) are (16.0,61.0,13.4,21,184,1) in
Tsukuba dataset, (30.0,16.5,17.5,14,59,1) in Venus
dataset, (19.0,14.0,255,20,59,2) in Teddy dataset,
(20.0,16.9,24.0,26,75,4) in Cones dataset to maximize
the accuracies. And kernel size is (15x15) in all data
sets. These parameters are decided by heuristics (as
will be described in the next section). The error rate
of the joint trilateral filter is better than the BM for
all data sets in Table 1. The improvements are 2.45%
in Tsukuba, 0.53% in Venus, 0.29% in Teddy and
0.21% in Cones. Especially, the joint trilateral filter
is effective as same as the SGBM with Tsukuba data
set. However, the accuracy of the proposed method
is worse than the one of the SGBM in any data sets.
It is because that the proposed method is categorized
into post filtering, the type of methods depend on an
accuracy of input depth maps. These filters need at
least one pixel which has an exact depth value in the



Depth Map Refinement Using Reliability Based Joint Trilateral Filter 111

'

Inutimage

Window Image (A) Weight of kemel (A)

Window Image (B) Weight of kernel (B)

Fig.1: Visualization of kernel weight; white means
large weight and black small weight.

Depth map

Image

Fig.2: Depth map from Kinect and relative view:
specific invalid depth region are circles.

filter kernel. If there is no pixel of the exact depth
value in the filter kernel it is impossible that the fil-
ter refines error pixels. The depth maps from the
BM have the lower accuracy in the low textured area
than the one from the SGBM. As a result, if the valid
range of the filter is small in the depth map from the
BM, the BM with the proposed filter has less accu-
racy than the one of the SGBM.

Here, we define Relative Improvement Rate (RIR)
in order to indicate how much the joint trilateral filter
is improved from the error rate of the BM. The RIR
is defined as:

RIR — Epy — Ec—1rs
Epm

where Ex— error rate of method X. The RIR has

; (12)

shown a high value of 42.3% in Tsukuba and 25.6%
in Venus (see in Table 2). In addition, the joint tri-
lateral filter is highly effective compared with the bi-
lateral filter and the median filter. Noises have been
eliminated and object edges are more accurate than
the depth map of the BM in Fig.4. However, RIR has
shown the lower value of 4.4% in Teddy and 3.2% in
Cones than Tsukuba and Venus. A difference among
them is the number of gradations of depth. The num-
ber of the gradations of depth is 16 in Tsukuba, 32 in
Venus and 64 in Teddy and Cones.

Thus, we have an additional experiment. We con-
vert the depth ranges which are 16 or 32, and use a
narrow baseline in Teddy data set. In the Table2, a
similar improvement is seen if the number of grada-
tion of depth is similar to Tsukuba and Venus. Here,
AD (Absolute Difference) is a difference between er-
ror rates from the C-Tri and the BM. It says that this
joint trilateral filter is effective when the number of
the gradation of depth is low.

S wrp

(b) {'611115

(¢) teddy

Fig.3: Middlebury’s stereo data sets.

Table 1: FError rate.
Data Set, BM
No.of with BM SGBM Med Bi
gradation C-Tri
Tsukuba,16 2.76 5.82 3.26 3.99 4.14
Venus,32 1.38 2.07 1.00 1.87 1.85
Teddy,64 5.50 6.55 3.26 6.44  6.33
Cones,64 5.42 6.60 3.02 6.45 6.41
(%)

In Table 3, the following is the result of the run-
ning time to get depth maps. The experimental en-
vironment is Intel Core i7-920 2.93GHz with Visual
Studio 2010 Ultimate. Table 3 is shown in the run-
ning time for the BM, the SGBM and the filtering.
The unit is milliseconds. As a result, the BM with the
joint trilateral filter is faster than the SGBM in any
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Table 2: Improvement rate.

Data Set, BM with
No.of C-Tri BM AD RIR
gradation
Tsukuba,16 2.76 5.82 | 3.06 52.6
Venus,32 1.38 2.07 | 0.69 33.3
Teddy,64 5.50 6.55 | 1.05 16.0
Teddy,32 4.62 7.82 | 3.20 40.9
Teddy,16 5.46 14.3 | 8.84 61.8
Cones,32 5.42 6.60 1.18 17.9
(%)
Table 3: Running Time.
Filter Sum of
No.of Gradation BM | C-Tri | BM and | SGBM
C-Tri
16(Tsukuba) 5.8 13.7 19.5 28.9
32(Venus) 9.9 20.7 30.6 56.9
64(Teddy&Cones) | 10.7 | 22.9 33.6 76.8

(ms)

Table 4: Running Time.

Methods | PSNR[dB] SSIM
SGBM 34.50 0.9695
C-Tri 35.60 0.9701
BM 34.82 0.9667

data sets. It is because that proposed method filters
depth map directly and does not have iterating pro-
cess. In addition, our proposed filter is independent
of the number of gradations of the depth map. In
contrast, optimization methods like the SGBM de-
pend on that. Our method only depends on image
size and kernel size, and the SGBM also depends on
these factors. Therefore, the number of gradations
of the depth map become higher, the advantage of
proposed method in the running time becomes larger
than the SGBM (in Table 3).

The results of PSNR and SSIM of the experiments
of the free viewpoint image synthesis are shown in
Fig. 5 and Table 4. In this experiment, Teddy data
set is used. PSNR and SSIM of the free viewpoint
image using the depth map with the joint trilateral
filter are better than using the depth map of the BM
and the SGBM in Table3. The rate of improvement is
about?0.78 dB from the BM. As a result of compar-
ing the synthesized images visually, the object edge
of the composite image of using the BM is some de-
ficient parts. In contrast, these deficient parts are
especially improved in the synthesized image of using
the joint trilateral filter (Fig. 3). There are some de-
ficient parts of the object edge of the composite image
using the SGBM. PSNR difference between the joint
trilateral filter and the SGBM are 1.10 dB. PSNR of
the SGBM is 0.32 dB lower than the BM. The results
of SSIM show similar tendency for all methods.

This is because that there are important and unim-
portant regions in a depth map for the free viewpoint
image synthesis [19]. For example, a high frequency

texture region is important and low one is not. In ad-
dition, an object boundary region is important and a
region far from a boundary is not. The proposed filter
can refine not only pixels on the object boundary but
also one on the low frequency texture region while
the SGBM smooths low textured region and over-
smooths object boundary. Therefore the proposed
method overcomes the SGBM in the context of the
free viewpoint image synthesis. Figure 6 shows the
experimental results from the Kinect depth map. The
non-filtering depth map of getting Kinect has rough
edges. Thus, the edge of composite image of using
it is defectiveness. In contrast, the synthesized im-
age with the filtered depth map has corrected edges.
As a result, the edge of the composite image is more
corrective then the non-filtering it. Figure 7 shows
the depth map from proposed method without ramp
erosion and ramp edge detection results. The results
shows that, ramp edges tend to be emerged at area
where have large depth gaps. After erosion in Fig. 6
(c), ambiguity of ramp edge is removed.

5. DISCUSSION

5.1 RELATIONSHIP AMONG PARAME-
TERS

Here, we explain the detail of parameters setup.
Our proposed filter has seven parameters. These are
the variable of Gaussian sigma o, of space weight,
the variable of Gaussian sigma o, of color weight, the
variable of Gaussian variable o, of reliability weight,
the depth value threshold «, the intensity threshold
B, the LR-Check threshold 7, and the kernel size.
These parameters are able to be classified into four
categories. These are space, color, depth, and LR-
Check categories. So, the Gaussian variable o5 and
the kernel size are in the category of a space, the
Gaussian variable o, and the threshold g are in the
category of a color, the Gaussian variable o, and the
threshold « are in the category of a depth, and the
LR-Check threshold 7 is in the category of LR-Check.

Except for the LR-Check threshold, space, color
and depth categories’ parameters shape truncated
Gaussian distribution;

0 (else), (13)

w(x,o,th) = { exp(

where o is a variable of sigma, and th is threshold val-
ues. For example, in space categories, sigma of space
weight o5 corresponds to o and kernel radius of the
filter corresponds to th, and sigma of color weight o,
corresponds to ¢ and the threshold S corresponds to
th. So we measure a ratio of using Gaussian distri-
bution. The ratio is defined as:
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(The ratio of using Gaussian distribution)

=100.0 (1.0 — exp (”t;f)) (14)

The ratio is usage of Gaussian distribution in each
kernel size or the threshold. If the ratio is very small,
the threshold value is very small or the variable of
Gaussian sigma is very large.

After setting up the optimal parameters shown in
Section 4, we evaluate relativity between sigma and
threshold in each category. When parameters in one
category are evaluated, other categories parameters
are set with the optimal parameters. The kernel size
or threshold in the evaluating category is changed at
regular intervals. At this time, the Gaussian vari-
able of sigma is manually reconfigured at the optimal
point. Then the ratio of using Gaussian distribution
is calculated.

Figure 8 shows the ratio of optimal usage of the
space Gaussian distribution in each kernel size. The
Gaussian ration has small ratio in all data sets. To
keep the ratio small, we should set the parameter of
sigma large. In this case, shape of the kernel becomes
nearly box kernel.

Figure 9 shows the ratio of optimal usage of the
color Gaussian distribution in each intensity thresh-
old. The ratio becomes larger as the threshold be-
comes larger. In addition, the optimal ratio reaches
about 100% in all data sets. When the ratio is about
100%, the optimal variable of Gaussian sigma is con-
stant. In addition, when the ratio is low, all thresh-
olds setting reshape Gaussian distributions to have
higher sigma by lift up that tail of the distribution.
These facts show that the optimal shape of the dis-
tribution is Gaussian distribution, thus the intensity
threshold should be set high with appropriate color
weight parameter. Figure 10 shows the ratio of opti-
mal usage of the depth Gaussian distribution in each
depth threshold. The result has same trend of color
category.

5.2 PARAMETER DEPENDENCY

In this subsection, we evaluate relativity between
error rate and each category. Before the experiment,
all parameters are set optimal, again. When one cat-
egory is evaluated, other categories’ parameters are
fixed.

Figure 11 shows the error rate of each kernel size,
when the Gaussian variable of space weight is set op-
timal percentage. The error rate of a number of data
set, excluding Venus, has a peak position. The kernel
size of the peak position is about 15. There are many
objects in the Tsukuba, Teddy, and Cones dataset.
Thus the kernel size is not so large. However the er-
ror rate of Venus does not have a peak position in the
experiment. It is because that there are only a few
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large objects in Venus, and almost regions are flat.
Thus the kernel size should be set larger, when refin-
ing images like this. The optimal ratio (Fig. 8) at
the optimal point is about 10% in all data sets.

Figure 12 shows the error rate of each color thresh-
old. All data sets have a peak position. The thresh-
old value of the peak position is about 60 to 80 in the
Venus, Teddy, and Cones data sets. But the thresh-
old value of the peak position is about 180 in the
Tsukuba data set. It is because the amount of noise
in color images is different between these data sets.
The Tsukuba data set is recorded by University of
Tsukuba in Japan. On the other hand, the Venus,
Teddy, and Cones data sets are recorded by Middle-
bury College in the United States. So the recording
environment is different in each data set. The vari-
able should be set according to the amount of noise
in the joint image. The optimal ratio (Fig. 9) at the
optimal point is 100% in all data sets.

Figure 13 shows the error rate of each depth
threshold. All data sets have a peak position. The
threshold value of the peak position is about 10 to
30. The optimal threshold value of depth weight is
smaller than color’s it. It is because the depth values
have smaller variance than the color intensity. Vari-
ance of depth values depends on depth map estima-
tion method. Thus when we use unstable depth es-
timation method, we should set larger parameter of
depth categories. The optimal ratio (Fig. 10) at the
optimal point is about 90% to 95% in all data sets.

Figure 14 shows the error rate of each threshold of
LR-Check. All data sets have a peak position, and
the threshold value of the peak position is about 1 to
4. Tt is small range. It is because that if the threshold
value is large, the value makes no sense. Additionally,
if the threshold value is set to 0, the condition of LR~
Check is very hard. So the threshold value of LR-
Check should be set small value, excluding 0.

6. CONCLUSION

In this paper, we proposed a depth map refinement
filter called joint trilateral filter for a free viewpoint
image synthesis and a point cloud rendering.

Experimental results of the depth refinement show
that the error rate of the depth map is reduced up
to 3.06%, and the improvement rate is 52.6% in
Tsukuba. Also, when the number of gradation of the
depth map is low, the accuracy of the joint trilateral
filter is about the same as the SGBM. In addition,
the joint trilateral filter is highly effective compared
with other refinement filters. Moreover, the proposed
filter is independent of the number of gradations of
depth map so that computational cost becomes lower
than the SGBM when the number is large. Therefore
the filter is suitable for real-time application.

Experimental results of the view synthesis show
that PSNR of using the joint trilateral filter is im-
proved by 0.78 dB compared to using the BM, and
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PSNR difference between the joint trilateral filter
and the SGBM are 1.10 dB. The joint trilateral fil-
ter is more effective than optimization method of the
SGBM in the free viewpoint image synthesis because
object edges in the depth maps are corrected. In addi-
tion, it is possible that the joint trilateral filter adapts
depth maps from depth sensors like Kinect.

Our future works are to extend this filter to be in-
dependent of the number of gradations of depth map
and to improve accurate.
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