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ABSTRACT

Lexical functions (LF) model relations between
terms in the lexicon. These relations can be knowl-
edge about the world (Napoleon was an emperor) or
knowledge about the language (<destiny> is synonym
of <fate>). In this article, we show that LF instanci-
ation in texts is useful both for semantic analysis (for
example, resolution of lexical ambiguities or prepo-
sitional attachment and synthesis, i.e. natural lan-
guage generation. We describe the architecture of
a Semantic Lexical Base and the way how LFs are
modeled, detected and used. More precisely, we show
how each LF is modelled using thematic (conceptual
vectors) and lexical (materialised relations between
database objects) information and how we exploit the
results in the base. We also describe how these func-
tions allow the database to be explored continuously
rather than in a discrete way.

1. INTRODUCTION

Many applications in Natural Language Process-
ing, like automatic summarization (AS), information
retrieval (IR) or machinal translation (MT), perform
a semantic analysis (SA) which consists of, among
other things, computing a thematic representation
for the whole text and its components. In our case,
thematic information is computed as a set of con-
ceptual vectors which represent ideas and provide a
quick estimation whether texts or their components
(paragraphs, sentences or words) are part of the same
semantic field, i.e. whether they have anything in
common or not. At least four main problems should
be solved during this step. (1) lexical (word sense)
ambiguity (2) references i.e. anaphora resolution and
identification of the coferents ; (3) prepositional at-
tachments i.e. determination of the governor or head
of the prepositional phrase ; (4) interpretation paths
i.e. compatibility of the various ambiguities.

One way to resolve these different type of ambigui-
ties is to use Lexical Functions (LF). LFs model typi-
cal relations between terms in the lexicon. Such rela-
tions are synonymy, the different types of antonymy,
intensification (“strong fear”, “heavy rain”) or the
typical relation of instrument(<to cut> for <knife-
>, <shovel> for <to dig> ). In this paper, we show
that LFs are needed to model both world knowl-
edge (Napoleon was an emperor) and language spe-
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cific knowledge (<destiny> is synonym of <fate> ). We
will also show the central role this notions plays for
semantic analysis and for resolving various kinds of
ambiguities.

Finally, we present the architecture of a lexical se-
mantic database built to model, detect and exploit
LFs. We show that these LFs need a database com-
posed of three types of lexical objects (LEXICAL
ITEM, ACCEPTION, LEXIE) connected by mate-
rialised links and thematic information (conceptual
vectors). They are automatically built from heteroge-
nous resources like various kind of dictionaries (clas-
sic, synonym or antonym, etc.), thesauri, . . .

We present the construction LF in order to build
conceptual vectors from other conceptual vectors.
For example, an antonymy function allows the con-
ceptual vector of <existence> to be built from the
conceptual vector of <nonexistence> . We present a
neighborhood function allowing the estimation of the
most appropriate word in the case of language gener-
ation. This is based on evaluation LFs which permit
to estimate the relevance of a relation between two
lexical objects. Hence, in our lexical database, rela-
tions are not directly materialised as in Wordnet [8]
or FrameNet [33], they are computed from both the-
matic (conceptual vectors) and lexical (materialised
links1)information. This allow us to explore data in
a continuous way rather than in the classical discrete
way.

2. SEMANTIC ANALYSIS

There are at least four kinds of semantic ambi-
guities which need to be resolved during SA : lexi-
cal ambiguities, references, prepositional attachments
and interpretation paths.

2.1 Lexical Ambiguity

Words can have several meanings. This phe-
nomenon known for ages2 leads to one of the most
important problems in NLP, lexical disambiguation
(also often called Word Sense Disambiguation). It
involves selecting the most appropriate acception of
each word in the text. We define an acception as
a particular meaning of a lexical item acknowledged
and recognized by usage. It is a semantic unit ac-
ceptable in a given language [41]. For example, the
lexical item <mouse> has at least three acceptions:
the nouns referring to the <computer device>, to the
textittexttt¡rodent> and the verb denoting the <hunt-
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ing> of the animal. Unlike lexical items, acceptions
are monosemantic.

Word Sense Disambiguation (WSD), i.e. the task
of resolving lexical ambiguity, is a widely studied
problem in SA [15]. For MT, it is essential to know
which particular meaning is used in the source text
as otherwise the wrong translation is likely to occur.
For example, the English word <river> can be trans-
lated in French as <fleuve> or <rivi‘ere>. It is also
important in information retrieval, as it helps elim-
inating documents which contain only inappropriate
senses of a word with regard to the request, thereby
increasing recall and precision.

2.2 References

Anaphora resolution is the phenomena whereby
a pronoun is properly related to another element of
the text. For example, in “The cat climbed onto the
seat, then it began to sleep.”, “it” refers to “cat” and
not to “seat”. Anaphoric resolution in MT is impor-
tant as it associates pronouns to content nouns. In-
deed, genders often vary according to the language.
Thus, anaphoric resolution can help to translate the
word which supports it. Therefore, in French, “it”can
be translated either as “il” (masculine), as here in our
case, or “elle” (feminine) whereas in German it could
be either “er”, “sie” or “es” since German has three
genders. Note that in German the pronoun would
be “sie” (feminine) and not masculine, as in French
(“Die Katze klaetterte auf den Sitz und (sie) begann
dann zu schlafen”).

Identity is the phenomenon whereby two words
refer to the same entity in real world as “cat” and “an-
imal” in the following two sentences “The cat climbed
onto the chair. The animal began to sleep.”.

2.3 Prepositional Attachment

Prepositional attachment concerns finding the de-
pendence link between a prepositional phrase and
a syntactic head (verb, noun, adjective) [10]. In
“He sees the girl with a telescope.” the prepositional
phrase “with a telescope” can be attached either to
the noun phrase “the girl” or to the verb phrase
“see”. Proper attachment is crucial in MT in partic-
ular. For a language like English, prepositions con-
siderably modify verb meaning. In “The man took a
ferry across the river.”, the most logical attachment
for <across> should be the verb <to take>, which in
French would yield “Lhomme traversa la rivi‘ere en
ferry.”. If it were attached to <ferry> we would ex-
press a different translation “Lhomme pris un ferry
‘a travers la rivi‘ere.”.

2.4 Interpretation Paths

Due to semantic ambiguities, a sentence can have
several interpretations. Such ambiguities occur often,

especially in short texts as they contain less informa-
tion. These ambiguities can be of various sorts, and
they can be introduced on purpose by the author.
The interested reader can find a good discussion and
various examples concerning this phenomenon in [26].
We will show just one example here, “The sentence is
too long.”, which can be interpreted either as a phrase
with a non-trivial length or as a condemnation with
a non-trivial duration.

3. LEXICAL FUNCTIONS

3.1 Lexical andWorld Knowledge

The existence of a distinction between lexical
knowledge (LK) and world knowledge (WK) has been
subject of great debate ever since the beginning of
the 1980s. According to John Haiman [12], there is
no difference between the two, while Wierzbicka [45]
argues that they are completely different. An inter-
esting review can be found in Kornel Banghas disser-
tation thesis [1] with respect to the status of lexical
knowledge versus world knowledge and their respec-
tive roles in the process of interpretation. Here, we
take an intermediary stance, close to Kornel Banghas.
We consider that knowledge can be divided into three
categories: (1) WK which is not directly lexicalised,
hence, which is not LK. For example, someone may
know some facts concerning geography (location of
New York), history (How and when did JFK die?)
or everyday life (current price of the latest Ferrari).
However, none of this information is lexicalised. The
information can only be expressed via statements;
(2) WK which is directly lexicalised. For example,
the sentence “During monsoon season, Penang has
heavy rain” is the expression of the fact in the real
world that there is a certain amount of rain falling in
Penang during Monsoon lexicalised as <heavy> ; (3)
some LK which cannot be considered as lexicalisation
of WK. This is the case for grammatical gender in
languages like French and German. Thus, the French
lexical items ,voiture- (<car>) and <piscine> (<swim-
ming pool> ) are feminine, yet there is no slightest
correlation between the grammatical gender of these
words and the objects they stand for.

3.2 LF for Linguistic Knowledge (LFLK)

LFLK are similar to Melcuks LF [23]. They model
LFs which correspond to linguistic knowledge. One
must be aware of the fact that these functions also
represent a state of the world, but this state is repre-
sented by a particular, but arbitrary (synchronically)
item in the language. Thus, the sentence “John had
a strong fear” corresponds to the real world situation
describing the intense fear experienced by John, and
is lexicalised by the magnitude LF Magn and one of
its values, <strong>. There are two kinds of LFLK,
paradigmatics which formalise classical semantic rela-
tions (synonymy, antonymy, . . . ) and syntagmatics
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which formalise collocations, “combinations of lexi-
cal items which prevail on others without any obvious
logical reason.” [29]. In the first category we have:
• synonymy (Syn) which characterises different
forms with the same meaning due only to use
and without any direct relationship to real-
ity.Syn(<plane> )={<airplane>, <aeroplane>, ...};
• antonymies (Anti ) which concern items whose
semantic features are symetric relatively to an
axis [39].Anti(<life> ) = {<death>, ...};Anti (<hot>)
={<cold>, ...}
• generics (Gener) which correspond to substi-
tution hypernyms i.e. terms of the hierar-
chy which are preferred to others as reference
by use. To take an example, we do not say
“The vehicle has landed but” “the aircraft has
landed”, hence Gener(<plane> )={<aircraft>}but not
Gener(<plane>)6={<vehicle>}.This function is differ-
ent from hypernymy where where Hyper(<plane> )=
{<aircraft>,<vehicle> }

Concerning the syntagmatic LF, we have,
• adjectival LF like intensification (Magn) or
confirmation (Ver).Magn(<tea> )={<strong>}; Magn
(texttt¡rain> )={<heavy>};Ver(<agreement> )=<good>,
{<positive>, ...}
• collective Mult(<dog>)={<pack>} and its opposite
Sing Sing(<rice> )={<grain>}

3.3 LF for the World Knowledge (LFWK)

LFWK allow the modelling of knowledge about the
world. The following LFWKs are examples :
• hypernymy (Hyper) which is the class hypernymy
contrary to Gener which is the substitution hyper-
nymy. As already mentioned, the world knowledge
“a chair is a seat ” is retranscribed in language by
the fact that <seat> is a hypernym of <chair> which
is a LK. Hyper(<plane>)={<aircraft>,<vehicle>, ...; }
• its opposite relation, hyponymy. Hyponymy can
be seen as the transcription in language of the
property that a class is a subclass of another.
Hypo (<aircraft> )={<plane> }, Hypo (<vehicle >)
={<plane> ,<car>, <boat>};
• instance(Inst) : Inst(<writer> )={<Ernest Hem-
ingway >, <Victor Hugo>, . . .},Ints(<house> )={<
Tornado>,<Black>,...};
• its opposite relation, Class : ClassClass(<Ernest
Hemingway > )={<writer>, <American>, . . . } ,Inst
(<Black> )= {<horse>,. . . };
• meronymy (Mero), the part-of relation and
its opposite holonymy (Holo). Mero(<plane> )=
{<fuselage>, <wing>,. . . };
• verbal relations as instrument (Instr) which links
an action to its typical instrument (Instr)(<to
dig> )= {<pick>,. . . } Instr(<to write> )=
{<pen>,<keyboard>,. . . } the agent relation (agt)
which links an action to its typical agent and patient
which links an action to its typical patient influenced
by it. agt(<to eat> )= <cat> ; pt(<cat> )= <food>.

3.4 Using of Lexical Functions

3.4.1 For Applications
Machine translation is certainly the main applica-

tion for lexical functions. Indeed, Igor Melcuk in-
troduced them in the early 60s to resolve some MT
problems. He was then looking for “a simple method
allowing to avoid thousands of tedious tests necessary
for a computer in order to find the russian equiva-
lents of English lexemes. . . ” [23]. He noticed
a phenomena common to most languages and well-
known by translators : some terms are associated
with others, whereas their direct equivalents are not
used to mark a similar idea. Thus, we speak of “grosse
fi‘evre” in French, but not of ∗ “big fever” in English,
where “high fever” will be used instead. Likewise, in
Spanish we say<fiebre> <alta> or <mucha> but not
<gran>. These phenomena are modelled by what is
called lexical functions. They can be applied to any
language in the same manner and are considered as
universal. In MT, LF can be used as an interlingua
i.e. as an intermediate language like in [14].

Information Retrieval can be divided into two
phases. The first one, documents indexing consists of
building a computational representation for each doc-
ument. The second one, the search phase, consists of
transforming the request into a similar representation
and to extract the closest documents according to the
given criteria. LFs can be useful to find synonymy
of values. For example, we can imagine that the text
representation does not directly refer to text segments
like “a high fear” or “crushing majority” but rather
to Magn(<fear> ) and Magn(<majority). Then, doc-
uments with “a high fear” or “a strong fear” and
“crushing majority” or “landslide majority” would
be more easily found than with simple distributional
techniques used in systems like SMART [35] or Latent
Semantic Analysis [6].

3.4.2 For Applications
LFs can provide some clues which can help in the

various tasks discribed in section 2..
Lexical Disambiguation : The two types of LFs

can help us:
- LFLK :to identify the syntagmatic relations be-

tween two words or at least to estimate its exis-
tence can help to identify the possible meanings for
the corresponding lexical item. Thus, in “At the
time of his recent election to the senate, Mr Smith
obtained a crushing majority.” <majority> can be
partly disambiguated thanks to the LF Magn. In-
deed, we can consider that <majority> expresses a
notion of age (some kind of adulthood), the pro-
portional superiority in terms of vote or assem-
bly, yet only Magn(majority/vote) =<crushing> and
Magn(majority/assembly) = <crushing> exist. In the
same vein, synonyms or generics can indirectly con-
tribute to the clarification via identity relation.
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- LFWK :These functions formalise world relations
which can exist between the terms. Hence, informa-
tion such as “Renault has connection with cars” or
“Napoleon was an emperor” (the man at the head
of a state and not the penguin) may contribute to
lexical disambiguation. Clarification can be achieved
here again, though indirectly, by disambiguating the
identity relations thanks to hypernymy or instantia-
tion.

Identity Relations Identification : These re-
lations are partly supported by equivalent terms in
context. They can be synonyms but also hypernyms.
Knowing or identifying these relations in a text can
thus be a determining element for the meaning recon-
struction.

Prepositional Attachments : collocation infor-
mation which are described with some LFLK (like
the adjectival functions) can contribute to resolving
prepositional attachments. A Web based method was
tested in [10] where a large corpus was created to au-
tomatically extract lexical and statistical information
on attachments to deduce the most probable ones in
dependency syntactic analysis.

4. LF MODELLING : LEXICAL AND THE-
MATIC INFORMATION

4.1 Conceptual Vectors

4.1.1 Principle and Thematic Distance
We represent thematic aspects of textual segments

(documents, paragraph, phrases, etc) by conceptual
vectors. Vectors have long been used in informa-
tion retrieval [34], for meaning representation in the
LSI model [6] and for latent semantic analysis (LSA)
studies in psycholinguistics. In computational lin-
guistics, [4] proposed a formalism for the projection
of the linguistic notion of semantic field in a vecto-
rial space. Our model is inspired by this approach.
Given a set of elementary concepts, it is possible
to build vectors (conceptual vectors) and to asso-
ciate them to any linguistic object. This vector ap-
proach is based on known mathematical properties.
It is thus possible to apply well founded formal ma-
nipulations associated to reasonable linguistic inter-
pretations. Concepts are defined from a thesaurus
(in our prototype applied to French, we used the
Larousse thesaurus [19] where 873 concepts are iden-
tified) to compare it with the thousand defined in
Rogets thesaurus [16]). Let Cbe a finite set of n
concepts, a conceptual vector V is a linear combi-
naison of elementsciof C. For a meaning A, a vec-
tor V(A) is the description (in extension) of activa-
tions of all concepts of C. For example, the different
meanings of <door> could be projected on the follow-
ing concepts (the CONCEPTdintensitycc is ordered
by decreasing values):V(<door> )= (OPENINGd0.8c,
BARRIERd0.7c,LIMITd0.65c, PROXIMITYd 0.6 c,
EXTERIOR d0.4c, INTERIOR d0.39c, . . .

Comparison between conceptual vectors is based
on angular distance. For two conceptual vectors
A and B,DA(A,B) = arccos(Sim(A,B)) where Sim

is Sim(X,Y) =cos(
︷ ︸︸ ︷
X, Y )= =XY

‖X‖×‖Y ‖ Intuitively, this
function constitutes an evaluation of the thematic
proximity and measures the angle between the two
vectors. We would generally consider that, for
a distanceDA(A,B) ≤ π

4 (45◦), A and B are the-
matically close and share many concepts. For
DA(A,B)≥≤ π

4 , the thematic proximity between A
and B would be considered as loose. Around≤ π

2 ,
they have no relation. DA is a real distance function.
It verifies the properties of reflexivity, symmetry and
triangular inequality. We have, for example, the fol-
lowing angles (values are in radian and degrees).

DA(V(<tit> ) , V(<tit> ))=0 (0◦)
DA(V(<tit>), V(<bird> ))=0.55 (31◦)
DA(V(<tit> ), V(<sparrow> ))=0.35 (20◦)
DA(V(<tit> ), V(<train> ))=1.28 (73◦)
DA(V(<tit> ), V(<insect> ))=0.57 (32◦)
The first one has a straightforward interpretation,

as a <tit> cannot be closer to anything else than to
itself. The second and the third are not very sur-
prising either since a <tit> is a kind of <sparrow>
which is a kind of <bird>. A ,<tit> has not much in
common with a <train>, which explains the large an-
gle between them. One may wonder why <tit> and
<insect>, are rather close with only 32◦ between them.
If we scrutinise the definition of <tit> from which
its vector is computed (Insectivourous passerine bird
with colorful feather.) perhaps the interpretation of
these values would seem clearer. Indeed, the thematic
distance is by no way an ontological distance.

4.1.2 Limitation of Conceptual Vectors

4.1.2.a Limitation of Conceptual Vectors For LF De-
tectionAs shown in [2], distances computed on vectors
are influenced by shared components and/or distinct
components. Angular distance is a good tool for our
aims because of its mathematical characteristics, its
simplicity to understand and to linguistically inter-
pret and ultimately allow it efficient implementation.
Whatever chosen distance, used on this kind of vec-
tors (represanting ideas and not term occurences), the
smaller the distance, the bigger the number of lexical
objects in the same semantic field (Rastier uses the
term isotopy for this[31]).

In the framework of semantic analysis as outlined
here, we use angular distance to take advantage of
mutual information carried by conceptual vectors in
order to make disambiguate words pertaining to the
same or closely related semantic fields. Thus, “Zi-
dane scored a goal.” can be disambiguated thanks to
common ideas concerning sport, while “The lawyer
pleads at the court.” can be disambiguated thanks to
those of justice. Furthermore, vectors allow to attach



Modelling, Detection and Exploitation of Lexical Functions for Analysis 101

properly prepositions due to knowledge about vision.
For example, the prepositional phrase “with a tele-
scope” would be attached to the verb “saw” in the
sentence “He saw the girl with the telescope.”.

On the contrary, conceptual vectors cannot be
used to disambiguate terms pertaining to different
semantic fields. Actually, an analysis solely based
on them might lead to misinterpretation. For exam-
ple, the French noun <avocat> has two meanings. It
is the equivalent of <lawyer> and the equivalent of
the fruit<avocado>. In the French sentence “Lavocat
a mange un fruit.”, “The lawyer has eaten a fruit”,
<to eat> and <fruit> convey the idea of <food>, hence
the interpretation computed by conceptual vectors for
,avocat- will be <avocado>. It would have been good
to realize that “a lawyer is a human” and “a human
eats”, yet this is not possible by using only conceptual
vectors. They are simply not sufficient to exploit the
instanciation of LFs in texts, however, a lexical net-
work can help to overcome these shortcomings. These
kind of limitations have been shown in experiments
for the semantic analysis using ant algorithms in [17].

4.1.2.b For LF Modelling.
We have shown in several publications that such

a hybrid approach is needed for LF Modelling. For
paradigmatic LFs, [40] used it for the three types of
antonyms and [18] for generics and hypernyms.

For syntagmatic LF modelling, it seems difficult
to model seemingly arbitrary collocations (as they do
not have a common theme) with conceptual vectors.

4.2 Lexical Networks

4.2.1 Principles
Natural language processing has used lexical net-

works for more than fourty years, with Ross Quillians
work going back to the end of the sixties [30]. Au-
thors differ concerning the network type and the way
to use them. Some authors use directly graph mi-
crostructures (cliques, hubs) while others use them
indirectly through similarity operations and/or acti-
vation of nodes (neural networks, pagerank).

The types of networks depends on entities chosen
for nodes (lexical items, meanings, concepts) and on
lexical relations chosen for edges. We can consider
two families of lexical networks : (1) semantic lexical
networks such as Quillans [5], or, more recently, [43],
WordNet [8], [7], where nodes correspond to lexical
items, concepts or meanings and, usually, there are
several kind of edges to qualify a relation (synonymy,
antonymy, hypernymy, . . . ); (2) distributional lexi-
cal networks such as [44] where two terms are linked
with an edge provided they cooccur in a corpus. In
this kind of network there is only one type of edge.

For semantic analysis, lexical networks are used
only for lexical disambiguation. On the other hand,
Jean Veronis, for example, showed that distributional

networks are small worlds and used this property to
find every possible meaning for a word [44]. He made
partitions on graphs to extract the different compo-
nents organised around a hub, a central node to which
are linked terms used in a same context. For a se-
mantic analysis, these components are exploited while
searching for the partition containing the words in the
co-text of the target term.

The direct exploitation of the graph structure is
also used with semantic network as in [42], follow-
ing works of [28]. Only synonymy edges are used,
their function being to look for cliques around the
target word. In the given disambiguation examples,
the complementary use of distributional data allows
to guess the privileged meaning of an adjective de-
pending on the noun to which it is related to.

With regard to the indirect use of the structure of
the graph, it is done step by step by mutual activa-
tions and excitation of the nodes to cause compatible
solution to emerge. [43], for example, use a technique
inspired by “neural networks” on a graph made from
dictionaries definitions while [24] built a network with
words of a sentence and their possible meanings and
edges weighted according to a similarity between def-
initions. Excitation of nodes is done with a pagerank
[3] algorithm.

Very few authors use edge labels in their experi-
ments. We have found only [27] who uses the Leacock
and Chodorow measure [21] on WordNet based on is-
a relations.

4.2.2 Limits of Lexical Networks
All these methods help to solve only one of the

problems mentionned in section 3,.i.e. lexical am-
biguity. They provide a way to make a preference
concerning the meaning of each word of a text taken
individually. This last feature makes it impossible to
even obtain the compatible paths of interpretation.
By their very nature, it is hard to imagine how to ex-
tend the above mentioned methods in order to solve
at least one of the other problems. Indeed, they all
consider that the important information to be found
in the networks lie only in the node, whereas in real-
ity they also lie in the edges. However, as mentionned
in part 3.4.2, to find the relations between items in
a statement can contribute to the resolution of other
types of ambiguity (e.g. lexical ambiguity).

Of course, this last comment has to be considered
with respect to the specifically used networks. In the
previous examples, none present both paradigmatic
and syntagmatic information as the network we man-
age to build. Nevertheless, some research converges
towards this idea. Syntagmatic information is cru-
cially lacking in a network like WordNet. This phe-
nomenon is known as the tennis problem. The lex-
ical item <racket> is in one area while <court> and
<player> are in others. Of course this is true, no mat-
ter what field chosen. Syntagmatic and paradigmatic
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relations are essential for natural and flexible access
to the words and their meaning. Michael Zock and
Olivier Ferret have made a very interesting proposal
in this respect [9].

4.3 Hybrid Representation of Meaning : Mix-
ing Conceptual Vectors and Lexical Net-
work

While lexical networks offer unquestionable pre-
cision, their recall is poor. It is difficult to repre-
sent all possible relations between all terms. Indeed,
how can we represent the fact that two terms are
in the same semantic field? They may be absent
from the network, because they are not connected
by “traditional” arcs. Introducing arcs of the type
“semantic field” is also problematic for us, because
of two reasons, implied by the fuzzy and flexible na-
ture of this relation: (1) the first one is related to
the database creators understanding concerning this
relation: when do two synsets belong to the same se-
mantic field? In an unfavourable case there would be
very few arcs, while in the extreme, opposite case we
could have an explosion of arcs; (2) the second and
more fundamental problem is related to the represen-
tation itself. How could a fuzzy relation, the essence
of a continuous field, be represented by discrete ele-
ments?

Thus, the continuous domain offered by conceptual
vectors provides flexibilities that the discrete domain
offered by the networks cannot. They enable us to
see connections between words including less common
ones. A network, on the other hand, cannot do so, no
matter how common the ideas are. Conceptual vec-
tors and thematic distance can correct the weak recall
inherent to lexical networks. This being so, concep-
tual vectors and lexical networks complemente each
other, they are complementary tools: the weaknesses
of one are alleviated by the strenght of the other.

4.4 Automatic Construction of a Semantic
Lexical Database

In order to model, detect and exploit lexical func-
tions for a semantic analysis, we need to build a
database which allows to represent the meaning of
as many words as possible. We call this database,
semantic lexical Database (SLB). Let us present here
quickly what kind of lexical objects are stored in the
database, how they are linked and how the database
is built. Our approach grounded on the following six
hypotheses. For details, consult [38].

The first hypothesis, hybrid representation of
meaning based on a mixture of thematic (conceptual
vector) and lexical approach (relations) is the conse-
quence of the ideas developed in section 4.3. Meaning
is represented in the database by lexical objects, com-
posed of a conceptual vector and lexical information
like morphology, frequency concerning usage, lexical

relations, etc. Each term of the lexicon is represented
as a lexical object called LEXICAL ITEM.

A lexical item is a pointer concerning the partic-
ular meaning it can take in a text. To represent
these meanings, our database stores one lexical object
called ACCEPTIONS for each (hypothesis II, Inter-
nal semantic relations of a lexical item).

In classical dictionnaries like Larousse [20] or
Robert [32] for French, there are about 80000 terms,
most of which are polysemous. In our experience on
French, dealing with more than 120000 entries, the
polysemy rate is about 55%. For polysemous terms,
there is an average of 5 definitions for each entry,
hence we would have to index about 400000 ACCEP-
TIONS, which would be unreasonable to be done
manually. Hypothesis III is the automatic genera-
tion of the ACCEPTIONS. This automation is done
by bootstrapping from a reduced core of manually
indexed ACCEPTIONS (approximately one thou-
sand) and from information extracted from heteroge-
neous sources like traditional dictionaries, synonyms,
antonyms dictionaries, Web sites, . . .A third kind of
lexical object is defined by this hypothesis: a LEXIE
gathers all information extractable from a definition.

The fourth hypothesis is to use a multi-source anal-
ysis in order to overcome the shortcomings of defini-
tions (coverage of the lexicon, metalanguage).

The fifth hypothesis which allows the regular up-
date of the base as well as the stabilization of the
data is the idea of permanent learning.

The last hypothesis, is the double loop. It has
been presented in previous publications [37] [40] [38],
namely that not only a conceptual vector database
could be improved by using conceptual vectors ob-
tained by the lexical functions, but also that the re-
sults of these same functions are clearly improved by
the use of lexical information and the corresponding
vectors. Hence, not only do the functions improve,
but their results, exploited by the method of train-
ing, can be used for new vector construction. The
entire system grows richer by the contribution of the
functions which themselves grow richer due to their
contribution to the whole system.

Following this idea, we have developed a multi-
agent system in order to build this database.

4.5 Modelling of Lexical Functions

4.5.1 Construction Lexical Functions
Construction LFs allow to build conceptual vec-

tors from ohers. We saw in section 3.4.2 that LFs can
help in semantic analysis. We will illustrate it here
with an example on antonymy LFs. Let us consider
the term<unsuitable> “which is not suitable”, a def-
inition extracted from the French dictionary [20] for
the term. It is obvious, that it is not enough to find
the correct ACCEPTION of the adjective<suitable>,
in order to obtain an adequate conceptual vector.
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In this particular case, a construction lexical func-
tion of antonymy is necessary as we need to build an
antonym vector from <suitable>. Likewise, in the case
of the analysis of a synonym dictionary, we will build
the vector of a synonym thanks to a construction lex-
ical function of synonymy

4.5.2 Evaluation Lexical Functions

Evaluation LFs measure the relevance of a lexical
relation between several terms. These LFs have dif-
ferents roles in our lexical database :
• for relevance evaluation, to allow evaluation of the
global relevance of the database by checking the cor-
respondence between links existing in language com-
pared to those existing in the base;
• for analysis, to allow the ACCEPTION selection
to evaluate whether two items in a text can be con-
nected by a particular relation;
• for generation, to help in finding the best lexical
item to use in a particular situation, i.e. item with
the best evaluation according to a lexical function.

4.5.3 Thematic and Lexical Characteristic of
LF

4.5.3.a Relations of both Thematic and Lexical Char-
acteristic. This types of relations can be partly mod-
elled with thematic information (conceptual vectors)
which require to be supplemented by lexical informa-
tion as we have shown with antonymy [39] and to a
lesser extent with synonymy [38] and hypernymy [18].

Relations of both thematic and lexical character-
istic exist with the two types of LFs :
• LF for linguistic knowledge : They correspond
to Melčuks paradigmatics. They are synonyms,
antonyms and generics whose modelling for concep-
tual vectors is the same as hypernyms;
• LF for world knowledge : They are hypernymy,
lhyponymy, instance and the class function.

4.5.3.b RRelations of a purely Lexical Characteris-
tic.These relations cannot be represented using the-
matic information. We distinguish between:
• LF for linguistic knowledge : apart from synonymy,
antonymy and generics, all the LFLK are purely lex-
ical. They correspond, according to the typology of
[29], to the syntagmatic LF which model collocations
which are, as previously mentioned, “combinations of
lexical items which prevail on others without sign of
logical reason.”. As there does not seem to be any
logical reason for these relations, their nature being
purely lexical.
• LF for world knowledge: a majority of the LFWK
are purely lexical. For example, if we consider the
meronymy relation, nothing in the theme of the
items<hand> and <finger>, nor anything concerning
<mast> and <boat> allows anyone to guess that fin-

ger is part of the hand while mast is part of the boat.
In a similar vein, no linguistic information allows to
predict that <shovel> is a typical instrument for per-
forming the action of <digging> (relation Instr), or,
that the place where sport activities are typically car-
ried out is a <stadium> or a <gymnasium> (relation
loc).

5. GENERALITIES ABOUT THE NET-
WORK

As we saw, the meaning representation of the lex-
ical objects in the semantic lexical base uses partly
relational nature information (cf. section 4.3). In the
same way, whole or part of the modeling of a LF al-
ways requires explicitly specifying its relation in the
semantic lexical base (cf. section 4.5.3). These re-
lations are thus stored in the semantic lexical base.
However, construction hypotheses of the semantic
lexical database (SLB), the acquisition of these ex-
plicited relations is done automatically and thus can-
not be boolean in nature. This is why we use Valued
Lexical Relations (VLR).

5.1 Valued Lexical Relations

In traditional semantic networks, an arc links two
nodes if a semantic relation exists between the two
terms which correspond to them. Thus, one finds
a meronymy relation between <leg> and <body> or
an antonymy relation between <brother> and <sister>
while there should be none between <elephant> and
<sister> or between <leg> and <to steal>.

The valued lexical relations (VLR) are not boolean
and have a value which expresses the probability
of existence of a relation between two lexical ob-
jects (LEXICAL ITEMS, ACCEPTIONS, LEXIES).
Thus, a VLR < is a relation which gives, for two lex-
ical objects, a value between 0 and 1:

< : σ2 → [0, 1] (1)

where σ is the set of the LEXICAL OBJECTS.
The closer the value is to 1, the more likely is the ex-
istence of the relation between the two items, and sy-
metrically, the closer the value to 0, the less likely the
existence of the relationship between the two items.
If the value is 0, we can consider that the relation does
simply not hold between the two terms. For exam-
ple, one can consider thatRAnti(<elephant>,<sister> )
= 0 or that RMero(<leg>,<plane> ) = 0 but
RAnti(<brother>,<sister> ) and RMero(<leg>,<body> )
should be close to 1.

Figure 1 presents an example of a valued lexical
network. It is clear that in our base, links with a
zero value are not explicitly specified,unlike the one
between <leg> and <plane> which is present as in this
example.
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Fig.1: EXAMPLE OF VALUED LEXICAL NET-
WORK

5.2 Why use VLR in our approach?

5.2.1 VLR between LEXICAL ITEMS.
According to hypothesis IV, known as multi-source

analysis, as a maximum number of sources is used
to build lexical objects of the semantic lexical base.
Hence, we can use traditional dictionaries, as well as
semantic relation dictionaries or corpora like the Web.

The relations extracted from these sources are, of
course, of unequal quality. Extraction from tradi-
tional dictionaries or specialized dictionaries of syn-
onymy or antonymy is easy and of suitable quality,
because attested already by lexicographers. Auto-
matic extraction from corpora is much more prob-
lematic, though it has become the object of much re-
search [13], [25], [5]. Thus, while one might consider
information as quasi-foolproof if it comes from dictio-
naries, one cannot do the same if it is automatically
extracted from a corpus. Weighting can be helpful to
quantify the relevance of the discovered link.

5.2.2 VLR between ACCEPTIONS.
To be rigorously exact, one should not say that

two terms are related but rather that two of their
acceptions are related. It would thus be necessary
that the lexical objects ACCEPTIONS are connected
by VLR.

According to hypothesis III, objects construction
of the lexical base is done automatically. Thus, it is
by an automatic way that the majority of the links
will be created. Uncertainties related to these auto-
matic creations make necessary the use of VLR.

5.2.3 VLR between different lexical objects.
Our approach is based on a three-level hierarchy:

LEXIES which correspond to the meaning of a term
based on a particular source, ACCEPTIONS which
gather information concerning the different LEXIES

having the same meaning, and finally the LEXICAL
ITEMS which gather all information concerning the
ACCEPTIONS of this specific term. Network con-
struction is made not only automatically from a sin-
gle source (hypothesis III), but from several sources
(hypothesis IV) and continuously (hypothesis V) to
ensure that the base become coherent due to the re-
peated crossings of various information sources while
at the end dubious, idealized, only ACCEPTIONS
should be connected. Hence, VLR can connect var-
ious lexical objects, including ones of different type,
during the network construction. One can find infor-
mation which makes it possible to connect a LEXI-
CAL ITEM resulting from a dictionary with others
from the same dictionary, or some LEXIES with some
LEXICAL ITEMS, with some ACCEPTIONS, etc.
None of these are entirely foolproof, this is why it is
wise to use VLRs.

Figure 2 presents an example of a lexical network
with LEXICAL ITEMS and ACCEPTIONS.

6. LFS MODELLING

6.1 Construction and Evaluation LFs

6.1.1 Construction LFs

We have shown in section 4.5.3 the thematic and
lexical characteristics of the LF. Creation of construc-
tion lexical function depends on this characteristic.
• relations of both thematic and lexical characteris-
tic, we have shown that it is indeed possible to create
such functions for synonymy [38] and antonymy [39].
For hypernymy and holonymy, it acts at the same ti
me a difficult and useless operation. Indeed, we com-
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Fig.2: EXAMPLE OF LEXICAL NETWORK IN
OUR LSB

pute conceptual vectors thanks to dictonaries which
use aristotelian definitions i.e. in genus (the hyper-
nym) and differentiae (differences between hypernym
and hyponym) which is exactly what could be done
by a hypernymy function. A complete demonstration
can be found in [38];
• for relations of purely lexical kind, such fonctions
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are impossible and useless to create.

6.1.2 Evaluation LF

An evaluation lexical function is a function which
measures the relevance of the corresponding relation
between two lexical objects. The value range lies be-
tween 0 andπ

2 to be compatible with the evaluation
LFs already presented (synonymy and antonymy) and
with the thematic distance in order to ease the cal-
culations using these tools.

A lexical function f rlation between the lexical ob-
jects x and y according to the lexical objects z1, . . .
, zm has the following characteristics :

σ2 × σm →
[
0, π

2

]
: x, y, z1, ..., zm → f =

F(x, y, z1, ..., zm) (2)

where σ is the set of lexical objects.
For relations of a purely lexical characteristic, the

only information that we are likely to have is the exis-
tence probability of the relations on which the lexical
object is dependent. We will consider that the eval-
uation is function of the probability of the relation.

Evaluation LF for relations of both thematic and
lexical character are different according to the rela-
tions. We only mention them briefly here since we
have examined them previously. For synonymy and
antonymy, we thus showed that evaluation LFs based
on the vectors and the lexical objects exist. On the
contrary, for hypernymy, hyponymy and also instance
or generic (which are close to the firsts), the creation
of such a function is impossible [18] [38]. Here also, we
consider, as for purely lexical characteristic functions,
that the evaluation is function of relation probability
if it exists.

Thus, we consider for all LF other than synonymy
or antonymy that the corresponding evaluation LF is
computed by using the following formula :

f =π
2 Rf (3)

This is the linear transformation from the interval
[0, 1], that one of VLR, to the interval

[
0, π

2

]
, that

of evaluation LFs. This passage is linear since it is
based on the assumption that the more likely the re-
lation the more important the corresponding VLR

6.1.2 Evaluation LF
- It is important to note that we clearly make a dis-

tinction between the explicit links in the LSB and the
evaluation of a relation between objects (with evalu-
ation LFs). We use the former combined, for some
relations, with conceptual vectors to compute the lat-
ter;

- it is not because some LFs do not use conceptual
vectors for modelling of their FLA that their VLR is
not computed using conceptual vectors. For example,

we can use conceptual vectors to make a decision con-
cerning the preference between the ACCEPTIONS
mouse/animal and mouse/ computer for the hyper-
nymy VLR between the lexical items <mouse> and
<rodent> because mouse/animal and <rodent> share
ideas about animals.

6.2 Neighbourhoud

6.2.1 Principle

The neighborhood function V is the function
which returns the n closest LEXICAL OBJECTS to
a lexical object x according to a ELF f and the lexi-
cal objects u1, . . . , um :

F× σmIN → σn:
f,x,u1..., um, n → E = V(f, x, u1, ..., um) (4)
where F is the set of evaluation lexical functions

and s the set of lexical objects. The function V is
defined by :

|V (f, x, u1, ..., um)|= n,
∀y∈ V (f, x, u1..., um),∀y/∈ V (f, x, u1..., um), (5)
f (x,y, . . . ,um) ≤ f (x, z,u1, ..., um)

Neighborhood functions can be used for learning to
check the overall relevance of the semantic base or to
find the more appropriate word to use for a statement.
Thus, they give us new tools to access words through
a proximity notion to add to those described in [45]
and issued from psycholinguistic considerations like
form, part of speech, navigation in a huge associa-
tive network. They allow to navigate in a continuous
way rather than in a discrete way as this is commonly
done in semantic networks.

6.2.2 Examples

We consider here that the generalization of the
neighbourhoud function can take as argument the
thematic distance DA which is not a LF :

V (Anti,<death>, 7)=(<life> 0.4) (<killer> 0.449)
(<murderer> 0.467) (<blood sucker> 0.471) (<strige>
0.471) (<to die> 0.484) (<to live> 0.486)

V (DA, <death>, 7)=(<death> 0) (<murdered>
0.367) (<killer> 0.377) (<age of life> 0.481) (<tyran-
nicide> 0.516) (<to kill> 0.579) (<dead> 0.582)

7. APPLICATION FOR FRENCH

We have implemented BLEXISMA (Base LEX-
icale Semantique Multi-agent, multi-agent semantic
lexical database), a multi-agent architecture which fo-
cuses on the integration of all functionalities to create,
enhance and exploit one or several Semantic Lexical
Database. Our first experiment was on French. The
database contained about 121 000 LEXICAL ITEMS,
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276 000 ACCEPTIONS, 842 000 LEXIES and 503 000
VLR (essentially antonymy and synonymy).

This experiment shows that the developpement of
a such base is possible. It has been used for semantic
analysis using ant algorithms which allow the reso-
lution of some of the problems presented in section
2.[36]. We showed how it is possible to model lexi-
cal functions: construction LF to exploit synonymy
and antonymy dictionaries and evaluation LFs based
on VLR automatically built. Grounded on these last
function a neighborhood can be performed for all LFs.

8. CONCLUSIONS AND PERSPECTIVES

We have presented in this article a Lexical Seman-
tic Database which permits to model, detect and ex-
ploit Lexical Functions. We have presented its ar-
chitecture composed of three types of lexical objects
(LEXICAL ITEM, ACCEPTION, LEXIE) linked by
materialised relations (VLR). They are automatically
built from heterogenous resources like dictionaries,
thesaurus, synonymy and antonymy dictionaries. We
presented construction LFs to build conceptual vec-
tors from these sources, evaluation LF to estimate the
relevance of a relation between lexical objects and the
neighborhood function which allows the database to
be explored continuously rather than in a classic dis-
crete way.

The database presented here allows the use of LF
for both analysis and generation. Unlike classic se-
mantic databases (Wordnet, MindNet or Cyc), rela-
tions between terms are not only in the links but also
in thematic aspects (conceptual vectors) and can be
interpreted only through lexical functions.

We are currently following the same principle to
develop a multilingual project between French, En-
glish and Malay. As in Papillon [22], the idea is to
etablish links between axies (interlingual acceptions).
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