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ABSTRACT Article information:
An ontology is a widely used knowledge base for representing domain
knowledge. Developing a knowledge-representing ontology is di�cult, as it
requires both domain and engineering expertise. Yet, such ontologies are
essential for enabling intelligent systems to comprehend real-world knowl-
edge through structured concept networks. In the Thai context, ontology
research remains limited due to the scarcity of structured resources, stan-
dardized schemas, and annotated corpora for automatic knowledge extrac-
tion. This study addresses this gap by proposing a pattern-based method-
ology for ontology generation and instance extraction from Thai semi-
structured medicine data, providing an alternative to resource-intensive
deep-learning methods. The proposed approach identi�es patterns of col-
located Thai text and builds a collocation tree of word sequences, in which
shared sequences represent ontological properties and variable sequences
represent instance values. The method was applied to two complemen-
tary Thai medicine datasets, namely I-Med (a hospital dispensing-record
database) and Pobpad (a public health-information website), to generate
and integrate ontology components. These templates were transformed
into ontological properties and converted into RDF/OWL format to pro-
duce a standard ontology usable for querying and reasoning. The generated
ontology achieved high performance (Precision = 0.97, Recall = 0.90, F1
= 0.91) and received favorable assessments from domain experts. The re-
sults indicate that the proposed approach can e�ectively extract structured
knowledge from Thai semi-structured text and produce a reliable ontol-
ogy suitable for medical knowledge representation, providing a data-driven
foundation for future Thai intelligent systems.
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1. INTRODUCTION

In computer science and information science, an
ontology is a formal knowledge model that captures
concepts, relationships, and de�nitions within one or
more domains [1�6]. Ontologies have been developed
in many �elds to organise information into explicit
structures that limit complexity and enable shared
understanding. A well-designed ontology facilitates
knowledge exchange between humans and systems,
separates domain knowledge from operational pro-

cedures, and provides the foundation for intelligent
applications such as semantic web systems, expert
systems, and question-answering platforms [1][2][7].
Because of these bene�ts, domain experts in various
�elds have continually sought to develop ontologies
for use as core knowledge bases.

Ontology engineering can be broadly categorised
into two approaches: manual and automatic devel-
opment. Manual ontology engineering relies on the
collaboration of domain experts and ontology engi-
neers to ensure semantic accuracy and domain cover-
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age. While reliable, this process is labour-intensive,
subject to expert interpretation, and difficult to scale.
Moreover, manual ontologies often serve only as ab-
stract schemas that require additional instantiation
to become usable in practical applications.

Automatic ontology generation, on the other hand,
replaces expert-driven modelling with information ex-
traction from textual or structured sources [14]. Most
existing automatic approaches construct lightweight
hierarchical structures that express taxonomic rela-
tions but contain limited semantic properties [14–19].
Consequently, such ontologies are suitable for tasks
like classification or navigation but insufficient for
reasoning or knowledge-based applications that re-
quire rich relational semantics. Despite progress in
automation, developing a knowledge-representing on-
tology that captures both conceptual hierarchies and
interrelated properties remains a challenge, particu-
larly in low-resource languages such as Thai. Struc-
tured knowledge sources and annotated corpora are
scarce, and linguistic ambiguity further complicates
text-based extraction. In recent years, several stud-
ies have shifted focus from full ontology construction
to ontology enrichment, where existing schemas are
expanded through automatic instance or relation ex-
traction. These approaches help improve ontology
usability but still rely on predefined structures and
extensive labelled data. To address these challenges,
this research proposes a pattern-based methodology
for generating ontology schema and instances from
semi-structured Thai textual data. The method aims
to reduce expert workload by automatically deriv-
ing both conceptual relations and individual instances
from public Thai medicine datasets, providing a foun-
dation for scalable and semantically rich knowledge
representation in the medical domain.

2. BACKGROUND AND REVIEW

Ontology construction has evolved through two
primary lines of research: manual ontology engi-
neering and automatic ontology generation. Manual
ontology engineering, supported by editors such as
Protégé [8][9] and reasoning tools [10][11], has long
been the dominant approach because it ensures se-
mantic precision and domain validity, resulting in
what is often termed a knowledge-representing or
heavy-weight ontology [5][12][13]. However, the pro-
cess is costly, time-consuming, and highly dependent
on human expertise. Differences in how experts con-
ceptualise domains often lead to multiple versions of
ontologies that are inconsistent or difficult to reuse.
Consequently, researchers have explored automation
to increase scalability and consistency in ontology cre-
ation.

2.1 Automatic Ontology Generation

Automatic ontology generation replaces manual
modelling with algorithmic extraction of concepts,

relations, and instances from unstructured or semi-
structured data [14]. Early studies typically focused
on producing lightweight ontologies, represented as
hierarchical trees of parent–child relations. Such
structures enable classification and navigation but
contain few semantic properties beyond taxonomic
links [14–19]. Although this form of ontology is suf-
ficient for indexing or clustering tasks, it lacks the
expressive relations required for inference or intelli-
gent reasoning in knowledge-based systems.

Some large-scale projects, such as YAGO (Yet
Another Great Ontology) [20] and BabelNet [21],
have demonstrated that richer, property-based on-
tologies can be automatically produced by exploit-
ing structured web content. YAGO integrates lexi-
cal hierarchies from WordNet with factual data from
Wikipedia infoboxes, generating millions of entities
and relations in a knowledge-representing ontology.
The success of YAGO depends on predefined extrac-
tion rules and the availability of structured patterns
within Wikipedia, which limits its generalisability to
other domains. The produced ontology has been
adopted in several intelligent applications, including
the DeepQA project [22], natural-language question-
answering systems [23], and personalised search plat-
forms [24]. Similarly, BabelNet combines multilingual
lexical resources and encyclopaedic data to form a se-
mantic network connecting words and concepts across
languages. Both approaches rely on structured, high-
resource corpora that are not readily available in
many specialised or local domains.

2.2 Ontology Enrichment and Modern Ap-
proaches

As research advanced, attention shifted from build-
ing complete ontologies to ontology enrichment, in
which existing schemas are expanded by automati-
cally extracting new instances or relations. Enrich-
ment aims to maintain consistency with the base on-
tology while increasing coverage and usability. In par-
allel, deep-learning-based ontology extraction meth-
ods [25–27] have been developed to learn latent se-
mantic structures from large text corpora. These
models can detect hierarchical relations and hidden
dependencies between concepts but typically require
extensive annotated data and domain-specific cor-
pora to train effectively.

More recently, large language models (LLMs) have
shown potential in supporting ontology enrichment
and relation extraction. For example, LLMs4OL [28]
evaluates several large language models on zero-shot
ontology-learning tasks such as taxonomy discovery
and relation extraction. Although LLMs can assist
ontology engineers, they still require large annotated
corpora and careful fine-tuning to achieve reliable re-
sults. Similarly, [29] introduced a semi-automatic
methodology for constructing medical ontologies with
limited expert input, demonstrating that functional
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structures can emerge even when expertise is scarce.
In the Thai-language context, [30] applied large

language models to extract entities and relations from
Thai corporate documents for enriching a financial-
product ontology. Their method successfully iden-
tified class members and property values based on
predefined prompts but assumed that an ontology
schema already existed. These works illustrate that
ontology enrichment has become an important direc-
tion in knowledge engineering, yet they also reveal
the persistent difficulty of applying such techniques
in low-resource languages.

2.3 Challenges in the Thai Context

Automatic ontology generation and enrichment re-
main particularly challenging in the Thai language.
The scarcity of structured Thai knowledge graphs
and standard ontologies in RDF or OWL format
limits the use of existing embedding or completion
models. Moreover, Thai exhibits linguistic charac-
teristics such as the absence of explicit word bound-
aries, high ambiguity, and flexible syntax, all of which
complicate reliable relation extraction. Prior studies
have therefore focused mainly on entity recognition
or instance-level extraction rather than complete on-
tology construction.

A further difficulty lies in the available Thai data,
which are mostly unorganised, inconsistent in for-
mat, and often unverified by domain specialists. Such
conditions increase the risk of incorporating incom-
plete or inaccurate information into a knowledge-
representing ontology. When extraction processes
rely directly on semi-structured or user-generated
web content, errors or redundancies can propagate
into the generated schema or instances. These issues
underline the importance of human validation and
controlled data selection when applying automatic
ontology generation in the Thai context.

From these observations, it is evident that al-
though ontology generation and enrichment have ad-
vanced globally, most existing frameworks depend on
high-resource environments and structured data. For
Thai and other low-resource languages, there remains
a need for a more practical approach capable of build-
ing relation-rich, data-driven ontologies directly from
semi-structured textual resources. The present work
addresses this gap by introducing a pattern-based
method that learns conceptual structures and prop-
erty relations from publicly available Thai medical
data, enabling the automatic creation of both ontol-
ogy schema and populated instances without exten-
sive human intervention.

3. A METHODOLOGY FOR ONTOLOGY
AND INSTANCE EXTRACTION USING
TEXT PATTERN

This work proposes a methodology that can ex-
tract knowledge from semi-structured information

given in a knowledge-providing semi-structured text
documents and portal web into a form of knowledge-
representing ontology. Since an ontology alone is a
schema representing blueprint of knowledge to define
concepts and relation, it does not contain real data
and cannot be solely used in an application. Hence,
instances (aka. individuals) are required to extract
and aligned to the ontology to represent real data or
world object of the concepts. This work is designed
to include developing a knowledge-representing on-
tology and extracting instances and their properties.
To form a proper ontology, the main components to
collect are concepts as ontological classes, axioms (in
a form of relation constraints between classes to de-
note real world knowledge) and instances. Each com-
ponent is handled separately with different methods
and is combined for a complete ontology. An overview
of the methodology is illustrated in Figure 1.

Fig.1: The workflow of the ontology generation and
instance extraction.

The proposed workflow mirrors the reasoning pro-
cess typically performed in human knowledge en-
gineering, where experts analyse information pat-
terns, identify conceptual relations, and formalise
them into structured ontology components. In this
study, the term semi-structured data refers to de-
scriptive textual information that exhibits recurring
linguistic or sectional patterns but lacks a formal
schema—typified by informational entries such as
medicine descriptions, agricultural guidelines, or pub-
lic advisory sheets. These data often contain implicit
relationships between concepts (for example, “ –

– ” (drug – usage – therapeutic effect),
“ – ” (crop – cultivation method)) presented
in short, labelled sections. The method targets this
category of pattern-regular, semi-structured descrip-
tive data rather than formally structured (e.g., XML
or JSON) or completely unstructured free text.

The data preparation stage standardises the tex-
tual input and removes redundant symbols. Pattern
extraction then identifies recurring lexical and po-
sitional structures that express semantic relations.
These patterns are analysed in property detection
and classification, where the system distinguishes be-
tween object properties (relations between concepts)
and data properties (attributes with literal values).
Class generation and instance assignment formalise
the recognised entities into ontology schema and pop-
ulated instances, while post-processing ensures struc-
tural consistency and removes duplicates.

This modular design allows each component to be
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reused or extended for other Thai semi-structured de-
scriptive data that share similar linguistic and struc-
tural characteristics. The method operates on recur-
rent linguistic and structural patterns rather than
on predefined domain vocabularies, allowing it to
be adapted to other Thai semi-structured datasets
with similar textual characteristics. The data sources
shown in Figure 1 (I-Med and Pobpad) represent the
applied domain used in this study to demonstrate the
method. They serve as examples of semi-structured
Thai text. Comparable datasets with similar struc-
tural characteristics could replace them without al-
tering the underlying workflow.

3.1 Data Preparation

This work applies a Thai semi-structured dataset
as an input to generate ontological components. The
semi-structure in this work refers to a text loosely
organized by a topic. Still, the information within
is an open text without structure and predetermined
annotation, such as text information in a table. The
data can be in the form of a roll-based table or a
type-based table.

In this research, the selected data sources are medi-
cation data from medicine dispensing record database
in a hospital (I-med) and content from Pobpad web-
site [31]. The data from the I-med is in the roll-based
table style as shown in Figure 2-Top, while the Pob-
pad provides the data in type-based table style as
illustrated in Figure 2-Bottom. The content data are
mainly given in Thai, but the name of the drug is
given in English in the I-med and English with Thai
in parentheses (or inverse as Thai with English in
parentheses) in Pobpad. For content, the I-med gives
information about drug instruction in a phrase-based
consecutive Thai text in which provides to how-to
consume or use the drug effectively. The informa-
tion in the I-med includes administration route, unit-
consumption amount, time and duration, and condi-
tion for using. On the other hand, the information
from the Pobpad data set gives separated information
in each field, but the information may contain several
information chunks without notation and symbol to
boundary the chunks. There are many types of in-
formation provided in Pobpad data, but most of the
data are unstructured data; thus, we select the spe-
cific data provided in the table form to be used in this
research.

The data are thus processed for preparation to-
wards text processing as follows. Initially, text cleans-
ing is processed to handle text data. In this part, the
aim to cleanse the marking or symbol with little to
none meaning off the data so the data can be pro-
cessed easier in the later parts. To make the precise
results, we split the data of the drug name and con-
tent data for tackling differently. The drug names are
mostly given in English while some may attach with
Thai name in parentheses. Non-words that have no

semantic meaning including under-scroll are replaced
with the white-space, and trademark and symbolic
notations are removed. The capitalised letter in a
drug name is transformed into lower case for consis-
tency. With the different nature in information, drug
names of I-Med are not purely the generic name of a
medicine but also include their dose and extra infor-
mation such as abbreviation of dosage form, brand of
the drug provider, and incomprehensible marker. For
example, the drug name ‘DoxyCycline 20 mg ( )
cap ’ contains a drug generic name ‘doxycycline’
with dosage of ‘20 milligram (mg)’, and extra infor-
mation including ‘cap’ referring capsule dosage form,
‘ ’ and ‘ ’ for incomprehensible marker. On
the other hand, the drug name given in the Pobpad
provides only the generic name of a medicine. We
then decide to keep the name and dosage amount of
the data from I-med since other information parts
are not consistent and referable. In terms of dosage,
several representations of the same measurement are
seen throughout the data.

Fig.2: Explanation of chunking of information with
literal English translation; top is from the hospital
database and bottom is from the PobPad website.

For content data, symbols for separation including
comma (,), vertical bar (|), and slash (/) are unified
into the single symbol as commas. Misspellings and
typos are handled manually. In addition, the drug
entries with unreadable content and blank content
are removed from the data set. The content part in
both data sets composes of Thai text in a form of
phrases or consequence of words. So, it requires ap-
plying automated text tokenisation to define a word
boundary. This work applies an automatic word seg-
mentation tool [32] from the Language and Semantic
Technology Laboratory, NECTEC. The tool was ap-
plied with a customized dictionary containing medical
and pharmaceutical terminology to improve segmen-
tation accuracy and reduce out-of-vocabulary issues.
The segmentation parameters were set to use the de-
fault dictionary-based matching depth, with a max-
imum word length of 20 characters, and forced dic-
tionary entries were added for medical dosage units
(e.g., “ ”, “ ”, “ ”, “ ”) and common
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instruction verbs. The 20-character threshold is a de-
fault parameter of the Thai word-segmentation tool.
It defines the maximum character length that the seg-
menter treats as a single lexical unit during tokeni-
sation, since Thai words are typically short. The pa-
rameter can be adjusted if applied to other languages
or segmentation tools with different lexical-length dis-
tributions. Manual post-validation was performed to
correct boundary errors and compound-word misseg-
mentations. Among many available tools, this seg-
mentation tool is suitable for this task since it is im-
plemented for concept-based words rather than short
word forms and allows additional terms to be inserted
as a forced dictionary to prevent unknown-word er-
rors. Furthermore, manual validation is performed
to correct misspelling and incorrect word segmenta-
tion results. Last, unification data is a process to
find common individuals of the different data style.
In this part, the name of the given drug is matched
into one pool to contain data from both sources. The
name of the drug is the main indicator for unifying
the data. Since most of the data share English name
of the drug, the English name is used for matching
from the two datasets. However, the dose information
attached after the name is ignored in this matching
process. After all processes, the data from the two
datasets can be mapped into one larger dataset and
are ready to be extracted for instance and ontology
generation as demonstrated in Table 1.

4. DATA-DRIVEN APPROACH TO ON-
TOLOGY GENERATION USING TEM-
PLATE

The proposed method focuses on finding the pat-
terns of Thai text word sequences and extract the in-
formation regarding sharing words and unique words.
The sharing word sequences are considered as tem-
plates while the unique words which are possibly var-
ied from instances are kept as variables. For forming
into an ontology, the obtained templates are trans-
formed into ontological properties indicating attribu-
tive relations of concepts, and the variables are con-
sidered for the value of each relation to the given in-
dividuals.

4.1 Template and Variation Extraction

A crucial component in a functional ontology to
represent domain knowledge is the properties of a
concept. There can be many details given in texts.
From observation, same types of detail are commonly
expressed similarly with certain clue words or pat-
tern of words. This can be used to denote a property
of an ontology class if the detail is given to several
concepts under the same class. In this process, we
want to find properties and concept range of proper-
ties from text. The main idea of the method to find
a list of templates that are commonly shared in data
entries. Templates are a sequence of words with some

Table 1: Examples of integrated data from the two
datasets to extend medication information.

different lexical values among them. Template [33] is
a technique to find common word sequences in a nat-
ural language for a task of finding word pattern. For
example, please consider the given data in Figure 3.

Fig.3: Sharing and different patterns in a similar
text.

The example shows that there are some common
lexical items with some different lexical items among
the data entries. The same content thus can be used
as a pattern template, and the difference is what
makes data individually unique. Based on the idea
of an ontology, this identifies the property and its in-
dividual value of the property of concepts they belong
to. Furthermore, the conceptual entities that share
the same set of properties can be considered as they
are in the same conceptual class. Hence, we can take
the idea to determine ontology properties accordingly.

The algorithm GatherColloationTree takes a set of
words from all text data in the same field to construct
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a tree of word collocations based on the given word
sequences by adding more words of the same pattern
to the tree. The result of the collocation tree is a list
of filtered words in collocation. The collocation word
is considered with the attempt of the possible daugh-
ter words using the function AddToPatternTree. The
possible alternatives of words from other text data are
tested. If the words cannot be added to the existing
tree branch, the new branch is generated for the new
daughter words of that parent node using the func-
tion AddChildTree. The words are kept in order as
they are in the original text data. The result will
be a set of the longest recurrent word sequences. In
the function AddToPatternTree, the current words in
consideration are tested for adding to the tree Pat-
tern by combining with each child of the current node
of the tree. The function Sequence performs the com-
bination test between the two sequences for possible
combination. The Pattern considers the current word
to be subsequent daughters or add a new daughter.
Hence, each of collocation is recursively tested for
combination with the nodes of the tree and filtered
from the root node to the leaf branches. Last, the
function CombinePatterns creates and returns a new
node by combining the words from both the colloca-
tions to be added.

For examples, please consider the following Thai
word sequences.

•
•
•
•
•
•
The algorithms then generate pattern trees of word

sequences of these six texts are given in Figure 4.

Fig.4: Generated Pattern Tree and resulting tem-
plates and variables.

The trees take words in collocation to generate
branches once there are different lexical forms in the
same sequence. The frequency of the appearance is
also recorded. The method takes the word sequence
from left to right. Thus, the generated trees are
based on the initial words of the sentence. The found
patterns then are considered as the templates. The
words in the branches of these patterns are kept as
variables. The templates and variables are the core
information gained from the data. These templates
then can be used to generate a property for an ontol-
ogy, and the variables which are individually related
to instances can be used as property values regarding
template-based property.

4.2 Detecting Property

To recognise ontological properties at the schema
level, the obtained templates are considered. The ob-
tained templates then are listed and grouped based
on similarity of the templates. The number of allowed
variables is the number of properties to be given to
the item.

To group the templates, we consider the core verb
of the template. Words in templates are then tagged
with Thai simple Part-of-speech (POS) [34]. Since
this work focuses on the verb, only verbs in the tem-
plate are tagged. The most left verb then is consid-
ered as the core verb of the text. To semantically han-
dle synonymous verbs, Lexitron [35]: an electronic
Thai-English dictionary is used as the reference dic-
tionary to provide a list of synonyms to align the
same meaning verbs and nouns. The words with the
same meaning thus are equivalently treated as the
same word. However, the dictionary may not con-
tain all the existing words in the dataset, especially
those compound words; hence, such unknown words

 รับประทาน|ครั� งละ| 1 |เมด็|หลงัอาหาร| เชา้,กลางวนั,เยน็ 
รับประทาน|ครั� งละ| 1 |เมด็|หลงัอาหาร| เชา้,เยน็

รับประทาน|ครั� งละ| 1 |เมด็|ก่อนอาหาร| เชา้,เยน็
รับประทาน|ครั� งละ| 1 |เมด็| ทุก|4|ชั�วโมง  
รับประทาน|ครั� งละ| 2 |เมด็|หลงัอาหาร  เชา้,กลางวนั,เยน็ 
รับประทาน|ครั� งละ| 1 |เมด็| ทุก|12|ชั�วโมง  
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are added to include them in alignment. With the
synonym sets, the templates can be grouped based
on the same meaning of the core action. To further
the grouping, the commonness within templates is
considered. For this case, if templates are a subset
of another template, they are merged into the longer
one.

After grouping the similar templates, number of
templates should significantly be reduced to represent
only different conceptual meanings. For this part, we
begin to divide information into template groups as
a possible property of the concept. The number of
variable slots in a template then is considered as a
number of assigned properties, for example the tem-
plate ‘ [x1] [x2] [x3]’ which has 3
variable slots will produce 3 properties as follows.

• property] 1: [x1]
• property] 2: [x2]
• property] 3: [x3]

As an ontology standard, each property must have
a different unique name for a referring namespace.
With that in mind, we take words in templates into
account for naming the property name. The core verb
of the template and the referred variable slot with
left unique words are taken as the temporary prop-
erty name. The generated temporary name may or
may not be understandable since it only takes sur-
rounding word to form a name. Still, it should serve
the purposed on differentiating the referring name of
an ontology component for later usage. In fact, the
temporary name should be properly named later by
human for better understanding of the given relation.
Unfortunately, the proper automatic naming method
that can represent meaning of the relation is very
hard even for a human.

Once the properties are obtained, another essential
factor of property relations is their type. According
to common ontology components, there are two types
of ontological property including object property (aka
part-of relation) and data property (aka attribute-of
relation. Although these two property types are both
relations to connect classes across the tree, they have
a different specification setting and usage.

The object property (OP) is a relation that relates
two classes with the roles of domain and range. Based
on the aforementioned triple in Section 3.1, the do-
main role plays the subject role of the relation, and
the range role plays the object role of the relation.
In the case of the OP, the allowed component is only
ontological class. the range class can be a class in any
hierarchical level in an ontology tree including univer-
sal root node, intermediate node, and leaf node. The
designated node in a non-leaf level thus includes all
classes from its child nodes as possible range of the
OP. However, setting the range class to the universal
root node is not common and favoured in an ontology
design because it can be inferred that anything in the
ontology can be a range of the relation in which is not

sensible for knowledge representation.
For data property (PP), the relation is to relate

a class as a domain to data. The data can also be
unspecific or specified using the standard data type
such as string, integer, float, boolean, and date/time
according to W3C standard [36][37]. The PP is a re-
lation that aims to link a class to non-semantic con-
cept information, namely date and time, measurable
value and individual given name. The value of PP
hence can be indefinite unlike range of OP that can
be limitedly defined into hierarchical concepts. With
the specification of data type, the data value can be
used accordingly such as number comparison for the
numerical data type including integer and float, and
regular expression matching for the string data type.
However, in case of specified data type and the data
value are not compatible, it will result in error reason-
ing or reasoning shut down when applying to infer-
ence engine due to finding inconsistency in specified
data type.

With the above specification, deciding the prop-
erty type can take the given variables into account.
There are three aspects for consideration. First is
the data type of variables itself if they are a group
of short text information, long text information, nu-
merical value, and mix of several types. Second is
the definiteness of the variables if the possible values
are greater than certain number of variables. Third,
the frequency of words in a text is amendable. The
decision to assign a property type can be visualised
as shown in Figure 5.

The decision is made based on the decision node.
For determining short or long text, the count of
strings of the text is used. However, Thai text in-
cludes several string styles including the lower and
upper symbol to denote tone and vowel. Thus, the
counting excludes such alphabet and only count for
consonant alphabets only. This work applies the
count of 20 strings as criterion for those lower than 20
string is short text and the reset as long text. More-
over, for word frequency for word grouping, the fre-
quency of words is counted to find if the words are
statistically distributed for the same variable slot. If
the words are common, they can be used as ontolog-
ical classes representing concepts of entities. With
the entire processes in this part, property lists with a
specific type and domain-range relation are assigned.
These properties then will help to determine classes
and hierarchical tree.

4.3 Determining Class

An ontological class plays the main role of a core
component in an ontology. It is a component that is
formed into a hierarchical tree and where properties
belong to. Moreover, it is a conceptual representa-
tion of instances. For a man-made ontology, classes
are determined by gathering relevant concepts in a
domain and judged by knowledge engineer experts

รับประทานครั� งละ เมด็

 รับประทานครั� งละ เมด็
รับประทาน

รับประทาน
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Fig.5: Decision flowchart to assign property type.

to determine hierarchical tree by which concept is
generalisation for superclass and which concepts are
specification for subclass. Unfortunately, this work
which is in an automated data-driven approach can-
not achieve that.

To determine classes and class hierarchy, there are
two cases in this work. First, the classes obtained
through the object property decision process. Sec-
ond, the class is needed for instances to attach to.
For the former, the obtained classes from the pre-
vious processes are those from the object property
(OP) assignment. The range classes from template-
based property are initially differentiated from vari-
able slots. Please consider the example in Figure 6.

Fig.6: Examples of class grouping for subclass as-
signment.

For the latter, instances (each roll of the data in
which are the list of individual drugs in this work)
require the class to attach too. Initially, the class
is generated with temporary name to keep the in-
stances. Additionally, if the source dataset provides
the categorisation of the instances, the categorisation
can be applied to create a list of subclasses follow-
ing the provided tree. Unfortunately, the selected
datasets in this work do not give the such tree-based
categorization; thus, only single class is created in this
process. Once the classes from both cases are gener-
ated, a universal root node called ‘entity’ to connect
all classes in generated to relate all orphan classes
(class that has no parent class assigned to it) as their
superclass.

4.4 Assigning Instances and Their Value

Instances are necessary for an ontology to be prac-
tically usable. Instances are mapped to a class to in-
herit their property for values of each attribute to be
provided. In this work, an instance is a unique input
item of the extracted information. From the com-
bined dataset, the instances of this work are drug
name with dose. The drug name is used for an in-
stance name representing drug individual. The in-
stances are assigned to the ‘Class to collect instances’,
and they inherit properties of both OP and PP from
the generated schema. Since each instance has its
own property value, variables from its own data are
then assigned for the value of property accordingly.

Since the ‘Class to collect instances’ has many
properties from all the templates to serve for all pos-
sible details of the instances, it is allowed to have
missing property values and to keep only the existing
details from the data in this stage. The value from
the variable then is assigned according to its variable
slot. If there are more than 1 variables for the slot,
duplication of the property is allowed to separately
store the value with the same property relation. Let
take ‘amoxycillin’ and ‘omeprazole’ drug as an exam-
ple from Table 1. The drugs inherit property schema
and get the values according to data as shown in Fig-
ure 7.

Fig.7: Instances and their property value from de-
tected variables.

According to the data, some properties have 2 val-
ues including ‘ [x3]’ of the instance ‘amoxy-
cillin 500mg’, and ‘ ’ of the instance ‘omepra-
zole 20 mg’. Hence, the properties are doubled to
keep the values separately. This assists on making the
instances more suitable for query and using with rea-
soning/inference since the split data are not needed
to be processed again using string matching or regu-
lar expression to tackle the data. Furthermore, they
are the range class of object property relation, and
they can be easily counted for statistics.

With values, instances thus show attributive differ-
ences between them. The more properties they have,

รับประทาน
ประเภท
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the more informative they become. It is possible that
some properties of an instance are missing, and the
information may be not given from the source since
the proposed method is a data-driven approach and
take information solely from the text data. In such
case, the property and its value are not stored within
the instance and may affect ontology performance.

4.5 Post-process for Improving Ontology
Comprehensibility and Usage

At the current state, there are some temporary
names in the generated ontology schema. The tem-
porary names though do not affect the structural rep-
resentation of the ontology or its usage in application.
However, the temporary naming does not incur the
real meaning of the classes and the relations, and they
are not interoperable to humans who may use and val-
idate the ontology. In addition, after converting the
name into standard ontology formats such as OWL
[36] and RDF [37], the names are thus used across the
ontology for a URI reference and visualisation. Thus,
it is necessary to handle the naming properly in this
state.

The name of classes and relations is supposed
to be unique and semantically represent the actual
meaning. This however cannot be handled automati-
cally and requires great understanding of the domain
knowledge. Hence, manual naming should be done
to fulfill the part. The name change must be unique
among all ontological components including class, re-
lation, and instance.

Last, the ontology components are in triple form;
thus, we apply OWL API [38] to convert the gener-
ated ontology into OWL/RDF format for standard-
ising and usability in ontology editor tools such as
Protégé. In the ontology editor, it allows the ontol-
ogy to be queried using SPARQL and inferred using
SWRL for testing the ontology.

5. RESULTS

This section provides results of the proposed
method. First, the generated ontology and its related
components are reported. Second, an evaluation us-
ing ontology for querying is performed.

5.1 Result of Ontology Generation Method

The Thai semi-structured text for extracting on-
tology and instances was collected from two sources:
I-Med, which provides hospital prescription and dis-
pensing records, and Pobpad, which provides public
health information about medicines. A total of 456
medicines were found to appear in both sources and
were used as raw data for ontology and instance ex-
traction.

After training the ontology model using the pro-
posed pattern-based method, the resulting ontology
was generated and analysed in terms of its schema

components and instances. According to standard
ontology components, the produced ontology con-
tains six main class trees representing the core con-
ceptual groups in the medicine domain. These classes
cover medicine ( ), usage condition ( ), time ( ),
administration time ( ), administration ( ), and
drug type ( ). Figure 8 shows the tree structure
of these classes.

Fig.8: Tree structure of classes in the obtained on-
tology.

With the classes, the properties get the object
to belong to. Object properties are to connect two
classes as domain and range. The domain refers to a
class that owns the property relation (subject) while
the range refers to a class and its subclass to be an
object of the property relation. Aside from an ob-
ject property connecting classes, a data property to
connect a class as subject to a datatype as object is
generated. Both object and data properties belong
to the main class ‘ ’ which is the class for instances
to attach to. Hence, the properties are inheritable by
the instances for storing the value gained as variables.
The generated ontology includes five object proper-
ties and eleven data properties that together describe
the relations between medicines and their attributes.

The object properties define conceptual relations
among ontology classes, including:
1. [ ] subject (hasAdministration) [ ] object
2. [ ] subject
3. [ ] subject

   (usagePeriod) [ ] object
(timeOfAdministration) [ ] object

4. [ ] subject (conditionOfUse) [ ] object
5. [ ] subject (hasDrugType) [ ] object

The data properties capture literal or quantitative
attributes attached to medicine instances, including:
1. [ ] subject  x (take x tablets per dose)

[integer] object
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2. [ ] subject x (take x capsules per
dose) [integer] object

3. [ ] subject x (instill x drops) [integer]
object

4. [ ] subject  x (take x teaspoons
per dose) [integer] object

5. [ ] subject x (take every x hours)
[string] object

6. [ ] subject x (mix x sachets with water)
[integer] object

7. [ ] subject x (mix with x glasses of
water) [integer] object

8. [ ] subject x (inject x cc per
dose) [integer] object

9. [ ] subject x (inject x units per dose)
[integer] object

10. [ ] subject     x  (take x milligrams
per dose) [integer] object

11. [ ] subject (hasTherapeuticGroup) [string]
object
For the instances, we exemplify the extracted

detail to show the property values in a form of
OWL/RDF which includes marked-up annotation.
The example of the RDF formatted instance of the
‘paracetamol 500 mg’ tablet from the dataset is given
in Figure 9.

Fig.9: Obtained Instances representing ‘paracetamol
500 mg’ tablet from the dataset.

In this example, the instance paracetamol 500 mg
is linked through the object property (hasAd-
ministration) to (oral use), indicating the
administration method. The property (us-
agePeriod) connects the instance to 4 6
(every 4 to 6 hours) under the class , describing
the dosage interval. The data property X

(take X tablets per dose) carries an integer value
of 1, meaning that one tablet is taken each time. An-
other data property, (hasTherapeuticGroup),
provides a literal string value “ (pain
relief and fever reduction group)” to indicate its ther-
apeutic category. The instance also connects via the
object property (conditionOfUse) to
(when symptoms appear), specifying the usage con-
text. Notably, the property (hasDrugType) is
linked to two object values, (prescription
drug) and (over-the-counter drug). In
RDF representation, a property that has multiple ob-

jects is recorded as two separate property relations,
each linking the same subject to a different object, to
maintain clarity and reasoning accuracy.

5.2 Evaluation of using the ontology in query-
ing

We asked three pharmacist experts to provide
searching conditions as queries for the ontology af-
ter introducing its structure and properties so that
they understood which attributes could be used as
criteria. Although the number of experts was lim-
ited to three, they were carefully selected for their
dual expertise in pharmacy and data-driven knowl-
edge systems, which is rare in the Thai context. Each
expert is highly experienced in the pharmaceutical
domain, well-familiar with the detailed structure of
the underlying data sources and possesses a clear un-
derstanding of what an ontology is and how ontology-
based reasoning operates. This combination of qual-
ifications ensured that the evaluation focused on the
correctness, completeness, and usability of the gen-
erated ontology rather than on statistical generaliza-
tion. The three experts collaboratively designed a to-
tal of twenty representative queries to cover different
usage scenarios of medicine retrieval, and each expert
then evaluated the query results independently, pro-
viding separate precision, recall, and F1-score assess-
ments for objectivity. Examples of SPARQL queries
used in the evaluation are shown below.

The SPARQL query shown above aims to retrieve
all medicines that belong to the “ ” (pre-
scription drugs) and have the therapeutic property of
“ ” (proton pump inhibitor) group. In
this query, the variable ?drug represents the medicine
instances to be retrieved, while ?type refers to their
corresponding drug type. The triple pattern specifies
that the queried drugs must have an object property
linking them to the individual : under
the class tree of drug types. The subsequent triple
associates the same drug with its therapeutic group
through a data property, which stores literal string
values such as “ ”. Consequently, the
query is a multi-criteria retrieval for selecting
prescription-only drugs within a therapeutic property
of proton pump inhibitor.

For measuring the query performance, a confusion
matrix was applied to calculate Precision (P), Recall
(R), and F-measure (F1). In the confusion matrix,
a true positive (TP) represents a retrieved medicine
that correctly matches the query, a false positive (FP)
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represents a retrieved medicine that does not belong
to the query, and a false negative (FN) represents a
medicine that should be retrieved but is missing from
the result. The values of P, R, and F1 were then com-
puted from these counts to evaluate retrieval accu-
racy. The evaluation was conducted using twenty rep-
resentative queries (n = 20), and the results, grouped
by ontology aspect composition, are summarized in
Table 2.

Table 2: Evaluation results of twenty SPARQL
queries grouped by ontology aspect composition.

Aspect / n Precision Recall F1-score
Combination (P) (R) (F1)
Administration 2 1.00 0.97 0.98
Time 4 1.00 0.96 0.98
Condition 2 1.00 0.99 0.99
Frequency 1 1.00 0.89 0.94
Group 1 1.00 1.00 1.00
Administration 4 0.97 0.96 0.96
+ Time
Group + Time 2 0.91 0.63 0.74
Group + 2 0.90 0.70 0.79
Condition
Administration 2 0.97 0.90 0.93
+ Condition +
Frequency
Average 0.97 0.90 0.91

Overall, the ontology achieved an average Preci-
sion of 0.97, Recall of 0.90, and F1-score of 0.91,
demonstrating high retrieval accuracy and consis-
tent reasoning performance. Queries involving a sin-
gle ontology aspect such as administration, time, or
condition produced the best performance, with F1-
scores between 0.98 and 0.99. These results con-
firm that individual relations are well defined and
reliably extracted. Multi-aspect queries that com-
bine two or more properties, such as administration
with time or group with condition, showed lower re-
call due to overlapping expressions and deeper rea-
soning paths across ontology branches. Some com-
plex queries also suffered from a higher number of
false negatives, which occurred when the requested
criteria were not explicitly provided in the source
data, resulting in incomplete retrieval and lower recall
scores. Despite these variations, precision remained
high across all aspect combinations, indicating that
the ontology structure effectively captures semantic
relationships and supports reliable retrieval even for
complex query compositions.

6. DISCUSSION

6.1 Implications of Data-Driven Ontology
Generation

This study is primarily demonstrative in nature,
aiming to show that a knowledge-representing ontol-
ogy can be generated directly from semi-structured
Thai text without relying on annotated corpora

or predefined schema. Most existing ontology-
generation frameworks, such as Text2Onto, On-
toMiner, or YAGO, were developed for structured
or resource-rich environments and are designed ei-
ther to construct lightweight taxonomies or to enrich
existing ontologies. Their objectives, data formats,
and processing assumptions therefore differ funda-
mentally from those of the present study. Conse-
quently, the proposed methodology is not directly
comparable to existing frameworks, as their inputs
and intended outputs operate at different ontology
levels and desired outputs. Instead, this work is a
methodological demonstration showing that pattern-
based extraction can automatically derive both ontol-
ogy schema and instances from Thai semi-structured
descriptive data, illustrating the applicability of the
approach within comparable contexts.

The proposed pattern-based approach demon-
strates that ontology schema and instances can be
generated effectively from semi-structured Thai tex-
tual data. By relying on the lexical method syn-
tactic patterns instead of annotated corpora, the
method automatically constructs a relation-rich on-
tology suitable for domain analysis and semantic
querying. The obtained ontology illustrates how
semi-structured content can be transformed into for-
mal knowledge without relying on deep linguistic re-
sources.

The results indicate that pattern-based generation
achieves a practical level of relational coverage, cap-
turing both conceptual hierarchies and instance-level
properties that reflect actual usage in the dataset.
The observed performance supports the viability of
pattern-based modelling as a resource-efficient al-
ternative to machine-learning-based ontology extrac-
tion, particularly for low-resource languages. How-
ever, the automatically generated ontology still func-
tions as a preliminary model rather than a fully
expert-validated one. Its primary value lies in pro-
viding a structured foundation that can be expanded,
merged, or refined through subsequent human super-
vision.

6.2 Limitations and Data Dependency

As a data-driven process, the ontology’s complete-
ness and accuracy depend on the quality and repre-
sentativeness of the source data. The extraction rules
can only capture relations explicitly stated in the in-
put; therefore, knowledge that does not appear in the
data remains absent. This limitation was reflected in
the uneven distribution of extracted relations and the
occasional sparsity of certain classes. When larger
and more diverse data were provided, the ontology
became richer but also more prone to inconsistency,
revealing the trade-off between coverage and preci-
sion.

Another important limitation lies in Thai word
segmentation, which remains inherently ambiguous
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in compound expressions and domain-specific termi-
nology. Although this study employed Lexeme Tok-
enizer with a customised medical dictionary and man-
ual verification to mitigate such errors, segmentation
quality still affects template extraction accuracy. Al-
ternative approaches that minimise reliance on ex-
plicit segmentation—such as character-based or sub-
word neural models—have shown promise in recent
research. However, these methods typically require
large, annotated corpora and substantial computa-
tional resources, making them less compatible with
the semi-structured and low-resource nature of the
data targeted in this study. Consequently, the cur-
rent dictionary-based approach remains practical for
this domain, while future work may explore hybrid
or lightweight neural models once suitable Thai re-
sources become available.

Another concern arises from the characteristics of
Thai descriptive data. Publicly available Thai texts
are often unorganised, lack a consistent structure, and
are rarely verified by domain experts. Consequently,
errors, redundancy, or colloquial phrasing may prop-
agate into the generated ontology. Thai linguistic
ambiguity further complicates the process, as many
words share identical forms across different meanings.
Such ambiguity affects both class naming and prop-
erty extraction, occasionally resulting in overlapping
or generalised relations. The pattern-based method
mitigates some of these issues through contextual rule
design, yet semantic drift still occurs when terms are
polysemous or loosely used in the source material.

6.3 Human Post-Processing and Validation

Although the ontology can be generated auto-
matically, human involvement remains essential for
achieving semantic completeness and domain accu-
racy. The current methodology cannot fully substi-
tute the analytical reasoning and contextual judge-
ment provided by ontology engineers and medical spe-
cialists. Expert review is required to refine class hier-
archies, adjust property naming, and verify the logi-
cal consistency of relations. This step is particularly
important for medical information, where subtle dif-
ferences in terminology may alter interpretation or
usage.

Human post-processing also plays a crucial role
in transforming the automatically generated struc-
ture into a truly knowledge-representing ontology.
Through manual validation, ambiguous or duplicated
elements can be resolved, and concept definitions can
be standardised to improve interoperability with ex-
isting ontologies. In this respect, automation and
expertise are complementary rather than competing
forces. The proposed method significantly reduces
the initial workload by producing an initial ontology
from semi-structured data, while experts focus their
effort on semantic refinement instead of exhaustive
manual construction. Once validated, the generated

ontology provides a reliable base schema for further
ontology enrichment, which may be performed either
manually by experts or automatically when appropri-
ate resources are available. This flexibility ensures
that the ontology can continue to evolve through
successive layers of enrichment—whether by domain-
driven expansion or algorithmic extraction—while
maintaining a coherent structure and semantic ac-
curacy. To further mitigate the problem of miss-
ing or incomplete relations, future work may explore
ontology-completion or knowledge-graph-completion
techniques to enrich the dataset automatically when
suitable external resources become available.

7. CONCLUSIONS

This work aims to assist and partially automate
the knowledge-extraction process to reduce the work-
load of human experts. Since domain-specific textual
data are often organized in table-like structures with
recurring linguistic patterns, this research exploits
these repetitive word patterns to detect both shared
and unique components in Thai semi-structured text
for ontology generation. The central idea is that
shared linguistic patterns form property templates,
while variable parts become instance values, allow-
ing automatic derivation of both conceptual proper-
ties and individual instances. For computational use,
post-processing steps including semantic naming of
classes and relations and conversion to RDF/OWL
syntax were applied for standardization and interop-
erability.

The targeted data in this study are Thai drug in-
structions and usage information. Two complemen-
tary datasets, I-Med (clinical prescription records)
and Pobpad (public drug information), were inte-
grated for ontology and instance extraction. The re-
sulting ontology comprises six main concept trees, five
object properties, eleven data properties, and 456 in-
stances. When evaluated through SPARQL queries
designed by domain experts, the ontology achieved
an average Precision of 0.97, Recall of 0.90, and F1-
score of 0.91, confirming its accuracy and usability.

The main contribution of this research is a pattern-
based method for ontology generation and instance
extraction from Thai semi-structured medicine data.
The findings demonstrate that data-driven template
extraction can effectively produce a reliable ontology
without heavy manual modeling. The method re-
duces expert workload and provides a scalable foun-
dation for semantic querying and knowledge retrieval
in Thai medical and health information systems.

DISCLAIMER

The ontology and instance extraction methodology
presented in this study were developed for research
purposes to demonstrate automated knowledge mod-
eling in the medical domain. The generated ontology
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does not serve as a substitute for professional medi-
cal advice, diagnosis, or treatment. All outputs and
inferences derived from the ontology must be verified
and approved by qualified medical experts or relevant
authorities before any clinical or operational applica-
tion. The authors assume no liability for any misuse
or interpretation of the ontology beyond its intended
research scope.
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[8] Protégé, “A free, open-source ontology edi-
tor and framework for building intelligent sys-
tems,” [Online]. Available: https://protege.

stanford.edu. [Accessed: Jan. 6, 2020].
[9] K. Kozaki, Y. Kitamura, M. Ikeda and R.

Mizoguchi, “Hozo: An environment for build-
ing/using ontologies based on a fundamental

consideration of ‘role’ and ‘relationship’,” in
Proc. 13th Int. Conf. Knowledge Engineering
and Knowledge Management (EKAW 2002),
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