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ABSTRACT Article information:
Social media platforms generate vast streams of emotionally rich textual
data, o�ering valuable opportunities for critical applications, including
mental health assessment and the analysis of collective public sentiment.
However, detecting emotions in noisy and multilingual content remains
challenging, particularly for under-resourced varieties such as dialects.
Moreover, supervised learning techniques strongly depend on the avail-
ability of manually annotated corpora, whose creation requires substantial
human e�ort and domain expertise. In contrast, unsupervised methods,
while avoiding the need for human intervention, often lack su�cient ro-
bustness when confronted with the variability and complexity of natural
language across diverse linguistic and cultural contexts. We present an en-
semble clustering framework that automatically generates emotion labels
from Twitter data, without human intervention. Our approach incorpo-
rates three emoji-handling strategies in the preprocessing step, enabling
diverse semantic representations of emojis. We applied the BERT embed-
dings combined with PCA for dimensionality reduction within the same
experimental framework. An ensemble clustering strategy integrating K-
Means, Agglomerative clustering, and Gaussian Mixture Models (GMM) is
adopted using multiple ensemble con�gurations. Experimental evaluation
conducted on 10017 English tweets and 4134 Arabic tweets demonstrates
that the proposed method achieves a silhouette score of 0.808 on English
data using K-Means with Agglomerative and K-Means with GMM ensem-
ble con�gurations. For Arabic data, silhouette scores of 0.728 and 0.718 are
obtained using English and Arabic keywords, respectively. Emoji seman-
tic integration enhances ensemble clustering performance, suggesting its
importance for contextual disambiguation. The proposed framework pro-
vides a scalable solution for emotion detection in low-resource languages,
enabling language-aware applications in multilingual contexts, particularly
within linguistically diverse and multilingual populations.
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1. INTRODUCTION

In recent years, social media platforms have be-
come pivotal channels through which individuals
communicate their thoughts, experiences, and ex-
press a wide range of emotions. These platforms gen-
erate vast and continuously evolving streams of tex-
tual data, characterized by substantial linguistic vari-
ability and rich emotional content. Leveraging this
data through advanced arti�cial intelligence (AI) and

machine learning (ML) techniques has enabled new
developments in computational social science, digital
health, and a�ective computing. Among the various
applications, detecting and interpreting emotions re-
mains particularly important for understanding user
behavior and interaction patterns. Emotion detec-
tion from social media [1, 2] contributes to a deeper
understanding of online discourse and supports the
development of emotion-aware systems for personal-
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ized services, mental health monitoring, and real-time
public sentiment analysis.

Emotion detection, also referred to as emotion
recognition, constitutes a critical task within the
broader field of affective computing [3] and natural
language understanding. It involves the automatic
identification and categorization of emotional expres-
sions across multiple data modalities, including text,
images, audio, and video, based on established emo-
tion models [4], ranging from discrete emotions such
as joy, anger, sadness, and fear to more complex affec-
tive dimensions. Within the textual modality, emo-
tion recognition depends on the analysis of semantic,
syntactic, and contextual cues that are often subtle
and highly variable across users and domains.

Advances in natural language processing (NLP),
alongside machine learning and deep neural architec-
tures, have driven the development of advanced mod-
els for inferring emotional content from unstructured
text with improved accuracy. These models leverage
linguistic representations, including contextual em-
beddings and attention mechanisms, to extract affec-
tive signals from large-scale textual data. Text-based
emotion detection plays an important role in various
real-world applications, such as consumer behavior
analysis, digital mental health assessment, crisis mon-
itoring, and emotion-aware conversational agents. In
particular, integrating emotion recognition into social
media analytics [5] provides insights into public sen-
timent, user engagement patterns, and population-
level affective trends.

Emotion detection from textual data [6] funda-
mentally relies on the availability of robust and well-
trained machine learning models. However, the ef-
fectiveness of such models is highly dependent on
the quality and scale of labeled datasets. Construct-
ing such datasets is especially challenging for under-
resourced languages and dialects, including the Alge-
rian dialect, where manual annotation remains both
time-consuming and labor-intensive. To address this
limitation, this work focuses on the automatic label-
ing of emotion-related data, aiming to generate high-
quality corpora while reducing the need for exten-
sive human annotation. To achieve this objective,
we relied on unsupervised learning techniques, par-
ticularly clustering methods, which provide a viable
alternative for tasks where labeled data is scarce or
unavailable and manual annotation is impractical or
costly.

Clustering in isolation often proves insufficient to
adequately capture the intrinsic complexity and vari-
ability of real-world data, particularly when select-
ing a single optimal algorithm. Individual cluster-
ing methods, including k-means and DBSCAN, ex-
hibit algorithm-specific biases and limitations that
may adversely affect result consistency and quality.
Consequently, reliance on a single clustering tech-
nique is insufficient for achieving robust performance

across diverse datasets. To address these shortcom-
ings, we adopt an ensemble clustering approach. En-
semble clustering, also referred to as cluster ensemble
or consensus clustering [7, 8, 9, 10], is a technique
that combines multiple base clustering results into
a single, unified partition. The fundamental princi-
ple consists of leveraging the diversity across multi-
ple clustering algorithms, as well as repeated execu-
tions of the same algorithm with different parameter
configurations, to obtain a consensus clustering that
exhibits enhanced stability, accuracy, and robustness
to noise and initialization effects. This aggregation
can be achieved using various consensus functions,
including co-association matrices, graph-based meth-
ods, and voting schemes. By integrating multiple per-
spectives on the data, ensemble clustering mitigates
the weaknesses of individual algorithms and enhances
the overall reliability and interpretability of the clus-
tering outcome. In the context of text-based emotion
detection, this strategy enables more coherent group-
ings of emotionally relevant content, even when emo-
tional expressions are subtle or context-dependent.

This work contributes to the expanding body of re-
search in multilingual contexts by illustrating the ef-
fectiveness of ensemble clustering as a bridging mech-
anism between unstructured textual data and super-
vised learning frameworks. By leveraging algorith-
mic diversity and semantic mapping, the proposed
methodology enables the development of scalable,
language-adaptive, emotion-aware systems without
relying on resource-intensive manual annotation pro-
cesses.

The resulting datasets are annotated based on the
Ekman emotional model [4], which defines six funda-
mental emotion categories: happiness, sadness, fear,
disgust, anger, and surprise. To construct these la-
beled corpora, we employ ensemble clustering tech-
niques that integrate multiple clustering algorithms,
thereby enabling the generation of emotion-consistent
clusters suitable for downstream supervised learning
tasks. This methodology is evaluated on both En-
glish and Arabic textual datasets, with particular
attention to the Algerian dialect. The main char-
acteristic of the Algerian dialect is its multilingual
nature, namely the simultaneous use of several lan-
guages within a single sentence to convey an idea.
This phenomenon is characterized by the integration
of linguistic elements from Algerian Arabic, French,
Spanish, and Turkish. To address this constraint,
transformer-based large language model (LLM) ar-
chitectures, including BERT, were employed during
data preprocessing to facilitate a more precise and nu-
anced analysis of emotional content in text. BERT, a
transformer-based model, is pre-trained on an exten-
sive multilingual dataset via self-supervised learning.
By learning directly from raw text without human
labeling, it can effectively exploit large volumes of
publicly available data.
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Unsupervised learning techniques provide an effec-
tive alternative for labelling textual data while min-
imizing human intervention. Within this framework,
our primary contribution lies in leveraging an en-
semble clustering approach to automatically annotate
Twitter data for emotion detection, using the six ba-
sic emotions defined by Ekman as labels. Within the
employed ensemble clustering framework, our contri-
bution lies in the generation mechanism across three
distinct levels: (i) the object representation level,
achieved through the use of diverse emoji representa-
tions; (ii) the clustering algorithm level, via the ap-
plication of multiple algorithms in various combina-
tions; and (iii) the parameter initialization level, in-
volving the configuration of different parameters for
each algorithm and algorithmic combination. The au-
tomatic annotation of tweets with emotional labels re-
sults in labeled datasets for both Arabic and English.
These resulting datasets form a robust foundation for
training supervised models designed to achieve accu-
rate emotion detection.

The remainder of this paper is organized as follows.
Section 2 presents the background and related works
of the study. Section 3 details the proposed method-
ology. Section 4 reports and discusses the results.
Finally, Section 5 concludes the paper and outlines
future work.

2. RELATED WORKS

Emotion detection from textual data [6, 11, 12] has
emerged as a core task in affective computing and
natural language understanding, attracting increas-
ing attention across disciplines such as computational
linguistics, psychology, and human-computer inter-
action. Overall, it involves the application of natu-
ral language processing and machine learning tech-
niques to identify and classify the emotional states
conveyed in written language. In this context, sev-
eral approaches have been explored in the literature
[13, 14, 15, 16, 17]. Explicit emotions are commonly
identified through keyword-based methods [18, 19,
20, 21, 22], which rely on the direct occurrence of
emotionally salient terms. In contrast, the recogni-
tion of implicit emotions [19], which are not overtly
expressed in text, has driven the adoption of more ad-
vanced strategies. These include rule-based methods
[23, 24] based on predefined affective lexicons (e.g.,
the NRC Emotion Lexicon [25] and WordNet-Affect
[26]) as well as supervised learning models that treat
emotion detection as a multiclass classification task
[1, 2, 27, 28, 29, 30, 31, 32] using labeled datasets [15,
33]. Recent advances have introduced deep learning
architectures [1, 2, 15, 27, 28, 29], including convolu-
tional neural networks (CNNs) [34], recurrent neural
networks (RNNs) [35], and transformer-based models
(e.g., BERT and RoBERTa) [36, 37, 38], enabling the
capture of contextual and semantic nuances in textual
data. Due to the limitations of individual approaches,

hybrid methods [39, 40] that combine the previously
discussed techniques are employed to enhance the ac-
curacy and robustness of emotion detection.

Although successful, these methods typically re-
quire large annotated corpora, limiting their applica-
bility in low-resource and dialect-rich environments,
such as Arabic dialects. To address this challenge,
researchers have employed lexicon-based approaches
adapted to Arabic (e.g., ArSEL [41]), as well as
translation-based projection methods, in which emo-
tion labels from English are transferred to Arabic text
[42]. However, these strategies often suffer from se-
mantic drift, idiomatic mismatch, and limited cover-
age when applied to informal and noisy texts, par-
ticularly those found on social media. This challenge
has prompted researchers to explore weakly super-
vised [43, 44] and semi-supervised [45, 46]. The au-
thors in [47] proposed a dialect-aware framework for
Arabic dialect and emotion classification that com-
bines customized preprocessing, fast Text-DBSCAN
clustering for building dialect-specific emotion lexi-
cons, and AraBERT-based classification. The pro-
posed approach achieved high accuracy in dialect
identification and consistently improved emotion de-
tection compared with general models. The results
demonstrate that incorporating dialectal context sig-
nificantly enhances performance, thereby establish-
ing a new benchmark for Arabic NLP. Only a limited
number of studies have explored the use of clustering
techniques to uncover emotional structures in unla-
beled text corpora, particularly in scenarios where
annotation is unavailable. These approaches have
been applied to short texts, such as tweets and user
comments, to identify groups expressing similar emo-
tional content. When combined with semantic fea-
tures, such as vector embeddings or affective term
frequencies, clustering methods have demonstrated
potential for organizing emotional information and
reducing the need for manual labeling.

In [48], an unsupervised ensemble clustering ap-
proach is proposed for emotion detection on mul-
tilingual Twitter data, integrating emoji semantics
and emotion-related keywords. Using BERT embed-
dings and multiple clustering algorithms, the pro-
posed method demonstrated improved performance,
particularly when combining emoji maps and key-
words, on both Arabic and English datasets. The
results highlight the effectiveness of emoji-aware clus-
tering in enhancing emotion detection in short, noisy
texts without human intervention.

In [49], a lightweight clustering-based approach is
introduced to identify nuanced emotional expressions
in social message streams without relying on prede-
fined emotion categories. In contrast to traditional
supervised models, the approach employs unsuper-
vised clustering techniques to capture subtle emo-
tional variations.

In [50], the authors enhance emotion-based text
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classification by integrating fuzzy entropy into the
Fuzzy C-Means (FCM) clustering process. This hy-
brid approach enables more flexible and accurate
grouping of emotionally similar content, particularly
in cases involving ambiguity or overlapping emotional
states. The incorporation of fuzzy entropy improves
cluster separability and supports a more nuanced in-
terpretation of emotional expressions.

In [51], tweets related to Anies Baswedan’s In-
donesian presidential candidacy were analyzed using
Agglomerative Hierarchical Clustering. After prepro-
cessing and TF-IDF vectorization, ten clusters were
identified, distinguishing informational content from
opinions. The results showed predominantly positive
emotions, particularly excitement and anticipation,
with limited expressions of doubt, highlighting the ef-
fectiveness of hierarchical clustering in capturing top-
ical and affective dimensions in political social media
data.

While existing research has explored clustering
and, more recently, ensemble clustering for emotion
detection, most studies have focused on high-resource
languages, with limited attention given to Arabic,
particularly dialectal varieties such as Algerian Ara-
bic. The authors in [52] introduced an unsupervised
sentiment analysis approach that combines contex-
tual enrichment via SentiWordNet with an ensemble
clustering framework featuring improved k-means ini-
tialization.

Furthermore, the challenge of generating labeled
datasets without manual annotation remains unre-
solved mainly in this context. Existing research has
primarily focused on English or other high-resource
languages, leaving a gap in scalable solutions for emo-
tion detection in multilingual and under-resourced
settings. Our work builds on this line of research by
extending ensemble-based approaches to multilingual
and dialect-rich Arabic social media data, addressing
both the scarcity of labeled resources and the com-
plexity of linguistic variation.

3. METHODOLOGY

Emotion detection from textual data constitutes
a comprehensive and methodologically rigorous pro-
cess that encompasses successive stages, including
data acquisition, text preprocessing, feature extrac-
tion, and the application of advanced machine learn-
ing algorithms to achieve reliable emotion classifica-
tion.

The figure presented below illustrates the sequen-
tial architecture of the proposed framework, detailing
the flow of data from initial collection through pre-
processing to the emotion inference phase.

This schematic representation illustrates the
methodological coherence of the proposed approach
and emphasizes the integration of diverse natural lan-
guage processing techniques with affective computing
strategies. The resulting pipeline ensures scalability

Fig.1: Methodology Pipeline.

and adaptability, facilitating the effective processing
of heterogeneous textual inputs and the accurate ex-
traction of emotional signals.

3.1 Data collection

The corpus used in this study comprises two com-
plementary datasets. The first dataset was col-
lected via the Twitter API and consists of approx-
imately 4134 Arabic tweets derived from real-time,
user-generated textual data. In parallel, the second
dataset was sourced from Kaggle and consists of a
publicly available corpus containing 10017 English
tweets. The characteristics of textual data play a crit-
ical role in determining the accuracy and effectiveness
of emotion detection, particularly given the linguistic
and structural differences between the English and
Arabic datasets. The following table summarizes the
key characteristics of the datasets used in this study.

Table 1: Key Features of the corpus.
Futures Arabic English

Dataset Dataset
Total number of Tweets 4134 10017
Number of Tweets with 919 2257
Emojis
Number of Tweets 3215 7760
without Emojis
Total number of Words 24964 131265
Total number of Emojis 3023 4806
Percentage of Emojis 12.11% 3.66%
compared to words

This dual-sourcing strategy establishes a robust
basis for the construction of a heterogeneous and
multilingual corpus, ensuring both representativeness
and diversity, which in turn improves the interpreta-
tion of emotions derived from short textual data.

While the English dataset obtained from Kaggle is
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partially pre-processed, the Arabic dataset collected
via an API is raw and inherently noisier. Despite
this disparity, both datasets were processed using an
identical preprocessing and cleaning pipeline to en-
sure consistency. This initial difference may affect
the distribution of linguistic patterns as well as the
level of preprocessing required.

3.2 Data preprocessing

Before initiating the automatic labeling process,
the raw textual data underwent a structured prepro-
cessing workflow designed to clean, normalize, and
prepare the input for reliable label assignment. This
step is essential for ensuring semantic clarity and min-
imizing noise-related inconsistencies, which are par-
ticularly prevalent in informal, user-generated con-
tent, especially in short texts such as tweets. By
standardizing the data, the preprocessing phase facil-
itates more accurate and context-aware emotion an-
notation in subsequent stages. This phase includes
several sub-phases, which are described below.

3.2.1 Duplicate Letter Normalization

This step addresses the overuse of repeated char-
acters by reducing sequences of identical letters to a
maximum of two consecutive instances, thereby con-
tributing to lexical normalization and reducing noise
in the textual data.

3.2.2 Text Cleaning

This process involves the removal of special char-
acters, punctuation marks, numerical digits, URLs,
user mentions, stock tickers, and obsolete retweet in-
dicators. For Arabic textual data, additional cleaning
operations include the removal of diacritics, elongated
characters, and Arabic-specific punctuation, such as
question marks, to preserve the integrity and unifor-
mity of the dataset.

Several further operations are applied to the tex-
tual data, notably:
Hashtag Processing: Hashtags, typically consist-
ing of alphanumeric characters and, in some cases,
emojis, and prefixed with the “]” symbol, function as
metadata that categorize content and enhance its dis-
coverability on social media platforms. Considering
that the textual components of hashtags frequently
encapsulate significant semantic and emotional con-
tent, this step required the removal of the “]” symbol,
while retaining the associated terms.
Text Formatting: this step aims to standardize the
structure of the textual input by eliminating new-
line characters, replacing underscores with whites-
pace, and removing redundant spaces. These oper-
ations contribute to a cleaner and more uniform text
format, thereby facilitating reliable tokenization and
subsequent processing stages.
Lowercasing: converting all text to lowercase en-
sures lexical uniformity and prevents the model from

treating identical words with different capitalizations
as distinct tokens. This normalization step helps re-
duce vocabulary sparsity and ensures more consistent
feature representation.

3.3 Embedding with the BERT model

To process English textual data, we utilize BERT
(Bidirectional Encoder Representations from Trans-
formers), a deep contextual language model based on
the Transformer encoder architecture. These tasks
enable the model to learn bidirectional contextual
representations, effectively capturing linguistic de-
pendencies from both preceding and succeeding to-
kens.

Within the proposed methodology, BERT is em-
ployed to generate contextualized embeddings from
raw textual inputs. These embeddings capture the
contextual semantics of words as well as their inter-
dependencies within a sentence. Token identifiers (to-
ken IDs) serve as model inputs, allowing each token
to be mapped to its corresponding vector represen-
tation. The resulting outputs are contextualized em-
beddings that encode fine-grained linguistic informa-
tion derived from the surrounding context.

The representations generated by BERT are
general-purpose and can be effectively fine-tuned for
a wide range of downstream tasks, including emotion
detection. These dense representations encode rich
syntactic and semantic information, which is crucial
for accurately identifying emotions in short and in-
formal texts, such as those commonly encountered
on social media platforms.

The output shape of the BERT model is (4134,
768) for Arabic data and (10017, 768) for En-
glish data, where each row corresponds to a high-
dimensional vector representation of a text instance.
While rich in semantic information, these high-
dimensional embeddings introduce computational
and performance challenges in downstream cluster-
ing tasks due to the curse of dimensionality. To ad-
dress this issue, we employed Principal Component
Analysis (PCA) as a dimensionality reduction tech-
nique. In our case, PCA projects the original feature
space onto a two-dimensional subspace that preserves
most of the data variance, thereby retaining the most
informative structures. By reducing tweet embed-
dings to two principal components, this approach pro-
duces a more compact and tractable representation,
facilitating more efficient and meaningful clustering

3.4 Ensemble Clustering

In this study, an ensemble clustering approach is
employed to enhance the robustness and stability of
the final clustering solution. Ensemble clustering,
also referred to as consensus clustering, aggregates
multiple base clusterings generated using different al-
gorithms, random initializations, or data subspaces
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into a single consolidated partition. This strategy
mitigates the inherent variability and sensitivity of
individual clustering methods by leveraging the col-
lective information captured across diverse cluster-
ing solutions. As illustrated in the figure below, the
ensemble clustering process comprises two principal
phases: (1) the generation of base clustering parti-
tions and (2) the consensus phase, during which these
partitions are integrated into a single unified solution.

Fig.2: Ensemble clustering Process [10].

3.4.1 The generation mechanism

Generation is the first step in the clustering en-
semble process; in this step, the set of clusterings to
be combined is generated. This phase involves gener-
ating a diverse set of base partitions by applying one
or more clustering algorithms to the same dataset.
The different generation strategies are illustrated in
the figure below. This research focuses on applying
clustering to different object representations and us-
ing different clustering algorithms, as well as multi-
ple runs of the same algorithm with varied initial-
izations or parameter settings. Based on the foun-
dational work presented in [48], the proposed model
is designed to contribute across multiple stages of
the clustering process. This includes enhancements
in the generation of base clusterings, the selection of
diverse representations, and the aggregation strategy
used for consensus formation. By systematically ad-
dressing these distinct phases, the proposed approach
improves the robustness and adaptability of the en-
semble clustering framework to the complexities in-
herent in emotion detection tasks.

Fig.3: Generation Mechanisms tasks [10].

In different object representation: the removal
of emojis is not considered an optimal strategy for
emotion detection tasks. In the mechanism defined

in [48], particular attention is given to the joint han-
dling of emojis and keywords to enhance the emo-
tional analysis of textual data. By simultaneously ad-
dressing these two semantic components, the method
aims to achieve a more nuanced and comprehensive
interpretation of the emotions conveyed in Arabic and
English text. Accordingly, the proposed approach
incorporates three techniques for processing emojis,
aiming to maximize their contribution to the accurate
identification of emotions embedded in textual con-
tent. The first technique consists of replacing emo-
jis with their textual descriptions using a specialized
package. The second technique consists of group-
ing emojis that convey the same emotion into a sin-
gle representative emoji using an emoji map derived
from multiple sources. Two representation strate-
gies are then applied to model the six basic emotions
by replacing the resulting emoji either with its cor-
responding meaning or with its textual description.
The third technique consists of extracting and dupli-
cating emojis while preserving their order, followed
by a classification step that groups them into prede-
fined categories based on the closest matching target
emoji. The resulting data are stored in a structured
dictionary for further analysis. In keyword process-
ing, emotion-related word lists are condensed into sin-
gle representative terms using a keyword map derived
from the NRC Emotion Lexicon. It is important to
note that, for Arabic data analysis, both English and
Arabic keywords are utilized.

Using different clustering algorithms: in this
mechanism, the methodology centers on the inte-
gration of multiple clustering algorithms, namely K-
Means, Gaussian Mixture Models (GMM), and Ag-
glomerative Clustering, to enhance the effectiveness
of emotion detection from textual data. By integrat-
ing the complementary strengths and inductive biases
of these algorithms, the proposed approach seeks to
enhance both the accuracy and robustness of the clus-
tering results. This ensemble strategy facilitates more
nuanced modeling of emotional expressions by cap-
turing the complex and subtle patterns often present
in short, informal texts. Consequently, it enables a
more comprehensive understanding of the underlying
emotional content conveyed in user-generated data.
Following comprehensive preprocessing and the in-
tegration of emoji-handling techniques across both
the English and Arabic datasets, the methodology
proceeds with the application of multiple clustering
algorithms. Each algorithm is executed under dis-
tinct parameter configurations, enabling a systematic
evaluation of their effectiveness in capturing emotion-
relevant structures within the processed textual rep-
resentations. The integration method employed dur-
ing the consensus phase is based on a voting strategy,
whereby the final partition is obtained by aggregat-
ing the outputs of individual base clusterings through
majority agreement across data instances.
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In different parameter initialization: In this
mechanism, emphasis is placed on exploring diverse
parameter initialization strategies for clustering al-
gorithms. This approach is applied explicitly to K-
Means and Gaussian Mixture Models (GMMs) to
evaluate the effects of different initialization tech-
niques on their performance and stability. By intro-
ducing controlled variation at the initialization phase,
the methodology aims to enhance the consistency and
expressiveness of the resulting emotion-based clus-
ters.

3.5 Evaluation Metrics

As clustering is an unsupervised learning tech-
nique, there is no inherent mechanism for directly
measuring the accuracy of the resulting models. To
address this limitation, a range of evaluation ap-
proaches has been proposed, including internal, ex-
ternal, and manual evaluation methods. In this re-
search, commonly used internal evaluation metrics
are employed to assess the performance of cluster-
ing algorithms. These metrics allow us to evaluate
the quality of the generated clusters independently
of external class labels. The main internal metrics
considered in this work include:

3.5.1    Silhouette Coefficient

The Silhouette Coefficient evaluates clustering
quality by comparing the mean intra-cluster distance
and the mean inter-cluster distance for each data
point. It is computed using the following equation:

Silhouette Score =
b− a

max(a, b

Where a is the mean distance between the current
data point and all other data points in the same clus-
ter, and b is the mean distance between the current
data point and all other data points in the next near-
est cluster.

The silhouette coefficient ranges from −1 to 1,
where a value close to −1 indicates that a data point
may be incorrectly clustered, a value around 0 sug-
gests that clusters are not clearly separable, and a
value close to 1 reflects dense and well-separated clus-
ters. In general, higher values approaching 1 indicate
superior clustering quality.

3.5.2 Calinski-Harabasz Index

The Calinski-Harabasz (CH) Index, also referred
to as the Variance Ratio Criterion, quantifies the sim-
ilarity of an object to its own cluster (cohesion) rela-
tive to other clusters (separation). Cohesion is quan-
tified by the distances between data points and their
respective cluster centroids, whereas separation is de-
termined by the distances between cluster centroids
relative to the global centroid. It can be calculated
as follows:

CH Index =
Trace(Bc)

Trace(Wc)
∗ nE − c

c− 1

Where, c denotes the number of clusters, nE repre-
sents the size of the dataset E, and trace(Bc) refers
to the trace of the between-cluster (inter-cluster)
dispersion matrix, and trace(Wc) denotes the trace
of the within-cluster (intra-cluster) dispersion ma-
trix. Higher values indicate more well-defined clusters
and, consequently, superior clustering performance,
whereas lower values suggest poorer clustering qual-
ity.

3.5.3 Davies-Bouldin Index

The Davies-Bouldin (BD) Index evaluates cluster-
ing models by measuring the average similarity of
each cluster to its most similar cluster. Similarity
is defined as the ratio between intra-cluster distance
and inter-cluster distance, where lower values indi-
cate more compact clusters with better separation.
It can be computed as follows:

BD Index =
1

c

∑c

i=1
max
i6=j

(σi + σj)

d(ci + cj)

Where c is the number of clusters, σi is the disper-
sion of cluster i, σj is the dispersion of cluster j, and
d(ci, cj) is the distance between the centroids of clus-
ters i and j. In practice, lower Davies–Bouldin (DB)
index values indicate superior clustering performance,
whereas higher values reflect poorer cluster quality.

3.5.4 Resulting Emotional Labelling

After applying the ensemble clustering algorithms,
both the Arabic and English datasets were system-
atically annotated. The annotation was performed
based on Ekman’s basic emotion model, which com-
prises six basic emotions: happiness, sadness, fear,
disgust, anger, and surprise. Ekman’s model is
the most commonly adopted emotional framework in
text-based emotion detection, as it provides a concise,
empirically validated, and cross-culturally robust the-
oretical basis for the systematic classification of emo-
tional states. Its applicability across diverse linguistic
and cultural datasets makes it particularly well suited
for studies involving multilingual corpora.

4. RESULTS AND DISCUSSIONS

In this section, the performance of the proposed
ensemble clustering framework for emotion detection
is evaluated on both English and Arabic Twitter
datasets. We systematically compare multiple base
clustering mechanisms, including K-Means, Gaussian
Mixture Models (GMM), and agglomerative cluster-
ing, under various initialization strategies. Prepro-
cessing configurations are selected based on the best-
performing results. During the consensus phase, a
voting-based aggregation method is employed. The
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quality of the ensemble clustering is evaluated using
three metrics: the Silhouette coefficient, the Calin-
ski–Harabasz index, and the Davies–Bouldin index.

4.1 In different object representations

Table 2 shows the results of applying the K-means
ensemble clustering algorithm to both English and
Arabic data. It evaluates different object representa-
tion techniques described in Section 3.4.1 using the
Silhouette score.

Interpretative notes on the Table 2 Legend:
K1: 4718 words,
K2: 9436 words,
K3: 14154 words,
D: Emojis description,
M: Emojis map and meaning,
MD: Emojis map and description.

Table 2: The silhouette score of the K-Means en-
semble clustering algorithm.

The results presented in Table 2 show that, for
English data, mid-sized keywords (K2) achieve the
highest clustering quality, as indicated by the highest
Silhouette score (0.8201926), while combining emoji
meanings with smaller keyword sets (M + K1) further
improves performance.

For the Arabic data, keyword-based representa-
tions alone were less effective, yielding substantially
lower silhouette scores, particularly when relying on
Arabic keywords. Notably, the incorporation of emoji
semantics alone produced the most favorable results
(0.713531), highlighting the critical role of emojis in
disambiguating emotional content within Arabic text.

Similarly, combining emoji mapping with K1 key-
words in the Arabic data, supplemented by English
keywords, resulted in notable performance improve-
ments (0.72585523), confirming the advantages of
leveraging cross-linguistic resources. Overall, the in-
tegration of selective keyword partitions with emoji
representations proved essential for achieving robust

Fig.4: Performance of techniques on the English
Data.

and discriminative emotion clusters, particularly in
Arabic text.

Fig.5: Arabic Data Performance.

4.2 Using different clustering algorithms

In an initial evaluation, the three clustering al-
gorithms (K-means, GMM, and Agglomerative clus-
tering) were applied to both the English and Ara-
bic datasets using the best-performing configurations
identified in Table 2. For the English dataset, the se-
lected emoji representation technique is the keyword-
based approach (K2), whereas for the Arabic dataset,
using both Arabic and English keywords, the selected
technique is the emoji map and meaning approach
(denoted as M and M+K1, respectively). Cluster-
ing quality was evaluated using the Silhouette coeffi-
cient (S), the Calinski–Harabasz index (CH), and the
Davies-Bouldin index (DB), with the results reported
in Table 3. It presents the results obtained using dif-
ferent clustering algorithms with specified parameter
settings to construct ensemble clusterings for both
English and Arabic datasets. These algorithms were
applied to the best-performing configurations identi-
fied across the various object representation mecha-
nisms.

The initial parameters of the different algorithms
are given by:
- Kmeans clustering ensemble: (n clusters=6, n
splits=22) [KMeans(n clusters=6,int=‘k-means++’,
n init=10, random state=42)]
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- Agglomerative clustering ensemble: (n
clusters=6, n splits=22) [Agglomerative(n compo-
nents=6,linkage = ‘ward’)].

Table 3: Results of using different Clustering en-
semble algorithms.

- Gaussian Mixture Models clustering ensem-
ble: (n clusters=6, n splits=22) GMM (n compo-
nents=6, covariance type=‘diag’).

The comparative analysis of the clustering re-
sults presented in Table 3 shows that K-Means
and Agglomerative clustering exhibit consistently
strong performance across all datasets, with Silhou-
ette scores ranging from approximately 0.72 to 0.82.
In contrast, Gaussian Mixture Models display sub-
stantially weaker performance, suggesting their lim-
ited relevance for short-text emotion detection when
applied as standalone methods. Consistent trends
are observed for the Calinski-Harabasz and Davies-
Bouldin indices, where K-Means and Agglomerative
clustering yield comparable values indicative of well-
separated clusters, whereas GMM records markedly
inferior scores.

By using different clustering combinations, we
identified the best-performing combination across dif-
ferent configurations and datasets.

The parameters for these ensembles are n clus-
ters=6 and n splits=22. The following combinations
are employed:

Ensemble K-Means, GMM, and Agglomera-
tive clustering:
- GMM (n components=6, covariance type=‘diag’)
- KMeans(n clusters=6, init=‘k-means++’, random
state=42)
- Agglomerative (n components=6, linkage=‘ward’)
Ensemble K-Means and Agglomerative clus-
tering:
- KMeans (n clusters=6, init=‘kmeans++’, random
state=42)
- Agglomerative (n components=6, linkage=‘ward’)
Ensemble K-Means and GMM clustering:
- GMM (n components=6, covariance type=‘diag’)

- KMeans (n clusters=6, init=‘k-means++’, random
state=42)
Ensemble GMM and Agglomerative cluster-
ing:
- GMM (n components=6, covariance type=‘diag’)
- Agglomerative (n components=6, linkage=‘ward’)

Table 4: Results of the evaluation of different En-
semble clustering combinations.

As shown in Table 4, the combination of K-means
and Agglomerative clustering consistently demon-
strates strong performance. Notably, the highest sil-
houette score observed (0.80820876) was achieved by
the combination of Gaussian Mixture Models (GMM)
and Agglomerative clustering. However, this im-
provement is only marginal compared to the result
produced by the KMeans + Agglomerative ensemble,
indicating that the overall performance of both meth-
ods is nearly identical across both English and Ara-
bic datasets. However, ensembles combining GMM
with K-Means or incorporating all three algorithms
exhibited slightly lower scores, suggesting that GMM
consistently introduces instability compared to purely
partition-based or hierarchical approaches. Similar
trends are observed for the Calinski-Harabasz in-
dex, where ensembles including K-Means and Ag-
glomerative clustering yield high values across dif-
ferent datasets, particularly for English data, con-
firming strong cluster separation. In contrast, the
K-Means + GMM combination produces very low
values, especially for English data. Likewise, low
Davies-Bouldin index values are maintained for en-
sembles involving K-Means + Agglomerative cluster-
ing, whereas K-Means + GMM exhibits high values,
reflecting poor cluster compactness.

In summary, the K-Means + Agglomerative en-
semble clustering outperforms alternative combina-
tions across the majority of datasets and evaluation
metrics, highlighting the strong reliability of this con-
figuration for emotion annotation via ensemble clus-
tering techniques.
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Fig.6: Ensemble techniques Performance across dif-
ferent Datasets.

4.3 In different parameter initialization

We performed a comprehensive examination of the
results derived from applying diverse parameter ini-
tialization strategies within the ensemble clustering
framework. These strategies were selectively imple-
mented on the best-performing clustering approach
identified in the evaluation. For all ensemble configu-
rations, the experimental parameters were held con-
stant, with six clusters and 22 splits. The following
parameter settings were used:
Ensemble 2-KMeans and GMM
- KMeans (n clusters=6, init=‘k-means++’, random
state=42),
- GMM (n components=6, covariance type=‘diag’),
- KMeans (n clusters=6, init=‘center’, random
state=42).
Ensemble 2-Agglomeratives and GMM
- Agglomerative (n components=6, linkage=‘ward’),
- GMM (n components=6, covariance type=‘diag’),
- Agglomerative (n components=6, linkage=‘complete’).

Based on Table 5, we observe that, for the English
dataset, the 2K-Means + GMM ensemble achieves a
substantially higher silhouette score (0.8202998) com-
pared to the 2Agglomerative + GMM configuration,
which yields a considerably lower value (0.5521399).
This performance gap indicates that initializing the
ensemble with K-Means partitions leads to more co-
herent and well-structured clusters in this setting.
This observation is further confirmed by the Calinski-
Harabasz index, which shows markedly higher values
for the 2K-Means + GMM ensemble, reflecting supe-
rior cluster separation, whereas the 2Agglomerative +
GMM configuration exhibits noticeably lower scores.
In addition, the Davies-Bouldin index reinforces these
findings: the 2K-Means + GMM ensemble maintains
low values indicative of compact and well-separated
clusters, while the 2Agglomerative + GMM ensemble
produces significantly higher values, signaling inferior
clustering quality.

In the Arabic dataset incorporating Arabic key-
words, both ensemble techniques yielded nearly iden-
tical performance (0.7002942 vs. 0.7000601), indicat-

Table 5: Results of different Ensemble clustering
algorithms’ initialisations.

ing that under this condition, the choice of the initial
clustering strategy has a limited impact on the out-
come. The Calinski-Harabasz index exhibits slightly
higher values for the 2 K-Means + GMM ensemble
compared to the 2 Agglomerative + GMM configura-
tion; however, the difference remains marginal. Simi-
larly, the Davies-Bouldin index yields nearly identical
values for both ensembles (0.553 vs. 0.553), indicat-
ing comparable levels of cluster compactness and sep-
arability.

Conversely, for the Arabic dataset incorporating
English keywords, the 2 K-Means + GMM ensem-
ble again outperforms the agglomerative-based con-
figuration, achieving a substantially higher silhou-
ette score (0.6858503 vs. 0.42923573). This re-
sult highlights the strong sensitivity of agglomerative
initialization to keyword representation in this set-
ting. Consistent with this observation, the Calinski-
Harabasz index reveals a pronounced performance
gap, with the 2 K-Means + GMM ensemble attain-
ing markedly higher values, while the 2 Agglomera-
tive + GMM dominated ensemble exhibits very poor
performance. Similarly, the Davies-Bouldin index
further supports these findings: the 2 K-Means +
GMM configuration yields lower values, indicating
more compact and well-separated clusters, whereas
the 2 Agglomerative + GMM ensemble produces sub-
stantially higher values, reflecting inferior clustering
quality. Overall, the results indicate that the 2 K-
Means + GMM ensemble generally outperforms alter-
native configurations across evaluation metrics, espe-
cially for the English dataset and the Arabic dataset
with English keyword mappings. The limited per-
formance gap observed when using Arabic keywords
suggests that semantic alignment between keyword
representations and data distributions plays a role in
determining ensemble clustering outcomes.

5. CONCLUSIONS

This study addresses the critical challenge of gen-
erating labelled datasets for emotion detection, with a
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particular focus on under-resourced languages and di-
alects such as Algerian Arabic, where annotation typ-
ically requires substantial time investment and con-
siderable human effort. We propose and validate an
unsupervised ensemble clustering approach that effec-
tively generates high-quality, automatically labelled
corpora for emotion analysis from Twitter text. Our
findings demonstrate that combining multiple clus-
tering algorithms, including K-Means, Gaussian Mix-
ture Models, and Agglomerative Clustering, produces
more robust and stable results than relying on indi-
vidual methods. A key insight from this research is
the critical importance of integrating emoji seman-
tics with effective keyword handling strategies. Com-
binations of K-Means and Agglomerative clustering
consistently demonstrated strong performance across
datasets. In addition, the 2 K-Means + GMM en-
semble exhibited robust performance, particularly on
the English dataset (silhouette score of 0.8202998),
highlighting the benefits of carefully designed initial-
ization strategies. By leveraging algorithmic diversity
alongside semantic mapping, the proposed methodol-
ogy provides a scalable and language-adaptive solu-
tion that effectively bridges the gap between unstruc-
tured textual data and the requirements of supervised
learning frameworks. This work makes a significant
contribution to advancing emotion-aware systems by
eliminating the reliance on resource-intensive manual
annotation processes. Future research may extend
this framework in several promising directions. First,
investigating more advanced consensus functions and
base-clustering generation mechanisms within the en-
semble clustering framework could further enhance
clustering quality and stability. Second, the integra-
tion of external knowledge resources, such as enriched
emotion lexicons, may provide deeper semantic con-
text and improve the detection of nuanced or im-
plicit emotional expressions. Third, the use of au-
tomatically generated labeled datasets for training
and evaluating supervised emotion detection models
would facilitate a direct evaluation of the effect of the
proposed unsupervised labelling strategy on down-
stream classification performance. Finally, extending
the proposed approach to additional textual sources,
such as user-generated comments on platforms like
YouTube, represents a promising avenue for increas-
ing its applicability across heterogeneous and large-
scale social media environments.
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d’Étude Universitaire Appliquée (DEUA)
in Computer Science from the Univer-
sity of Mohamed Khider Biskra in 2000,
the State Engineer degree in 2003, the
Magister degree in 2009 from the same
institution, and currently pursuing her
PhD in the same University. She is an
Assistant Professor in the Department
of Computer Science and Information
Technology at the University of Kasdi

Merbah, Ouargla, Algeria. Her research interests include Arti-
ficial Intelligence and Big Data analytics. She has contributed
to the academic community through various publications and
presentations, focusing on emotion recognition artificial intel-
ligence, Natural Language Processing, and Social media anal-
ysis.

Fatima Zahra Laallam received her
State Engineering degree in Computer
Science from the University of Annaba
in 1991, specializing in Management In-
formation Systems. She is currently a
Professor of Computer Science at the
University of Kasdi Merbah, Ouargla,
Algeria, with expertise in Artificial In-
telligence. She is widely recognized as
a pioneer in southern Algeria, being the
first female computer engineer, the first

woman in the region to earn a doctorate in the field, and the
first to attain the rank of professor in Computer Science. Her
professional journey began at the National Electricity and Gas
Company as an IT study engineer, where she developed long-
lasting management applications. Upon joining the University
of Ouargla, she became one of the founding members of the
Computer Science Department and later held several key ad-
ministrative positions, including serving as the first Dean of the
Faculty of New Information and Communication Technologies.



A Language-Adaptive Ensemble Clustering Framework for Emotion Detection in Multilingual Social Media Text 39

She is also the founder of a research laboratory dedicated
to artificial intelligence and information technologies and has
been continuously active in scientific committees and academic
councils. She currently serves as Chair of the Scientific Com-
mittee of the Department of Computer Science, a member of
the Scientific Council of the Faculty of NICT, and a member of
the National Council for Scientific and Technological Research.
Her scientific contributions are substantial, encompassing lead-
ership in major research projects, participation as an expert
evaluator at national and international levels, and the publi-
cation of numerous internationally recognized works. She has
received numerous awards, most recently winning first place
nationally for the best doctoral thesis in 2021. Her research
spans databases, big data analytics, ontologies, IoT, energy
optimization, multi-agent systems, and knowledge representa-
tion, with a current focus on applying artificial intelligence to
enhance educational systems.

Messaoud Mezati received the Diplôme
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